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Introduction

Proton exchange membrane fuel cells (PEMFCs) are competitive with other emerging technologies being considered for automotive transportation. Commercialization of PEMFCs would decrease emissions of criteria pollutants and greenhouse gases and reduce US dependence on foreign oil. However, many challenges exist that prevent this technology from being realized, including power requirements, durability, on-board fuel storage, fuel distribution, and cost. This project will focus on fuel cell durability, or more specifically catalyst stability.

PEMFC degradation can be categorized into three topics: membrane degradation, carbon corrosion, and catalyst stability. The membrane in PEMFCs is designed to conduct protons and to separate the fuel from the oxidant.[1] Nafion® is typically used since it possesses a relatively high chemical stability in fuel cell applications[2] and it is able to maintain high proton conductivity over a wide range of relative humidity conditions.[3] Optimizing the performance of Nafion® requires fully humidified reactant streams and the use of thinner membranes to lower proton transfer resistance. Adversely, thinner membranes are more susceptible to degradation and increase gas permeability.[1] Chemical degradation occurs when crossover H₂ and O₂ react to form H₂O₂, which then reacts with metal impurities of the catalyst forming harmful peroxide radicals *OH and *OOH. These radicals then attack the weak polymer chain resulting in membrane degradation, which has been identified as the primary degradation mechanism in Nafion®. [1, 2] Research continues in membrane degradation focusing on mitigation techniques that aim to reduce trace metal contaminants, optimize relative humidity conditions and membrane thickness to decrease gas permeability, and minimize radical formation through the use of free radical scavengers, such as ceria.[1, 4]

Carbon is used as a catalyst-support due to its high surface area, electrical conductivity, low cost, and abundant supply. Carbon blacks, such as Vulcan XC-72, are typical catalyst-supports used in PEMFC applications.[5, 6] Major contributors to carbon instability are oxidants and the high potentials reached during start-up/shut-down or idle conditions of the fuel cell. [5] The proposed path of degradation is described by the reverse-current mechanism in which crossover oxygen is reduced at the anode and, in the absence of hydrogen, protons are supplied from the cathode by either carbon oxidation or oxygen evolution from water.[5, 6] Fuel starvation occurs due to blocked gas-flow channels. The electrode is significantly damaged after 5 to 10 percent carbon weight loss occurs.[6] Graphitization of carbon reduces the weight loss percentage seen in fuel cells, but also reduces the surface area, which limits catalyst dispersion.[5] Enhancing the oxygen evolution reaction by incorporating a selective catalyst on the carbon support is another approach to mitigate carbon oxidation. The reverse current is generated by the oxygen evolution reaction at less positive potentials in place of carbon oxidation.[6] The economic viability of carbon will ensure continued progress in carbon corrosion mitigation research for use in fuel cell systems.

Platinum has a relatively high kinetic activity for the oxygen reduction reaction (ORR) and is resistant to corrosion, both of which are desirable properties for a fuel cell catalyst. However, platinum is unstable during certain points of fuel cell operation resulting in catalyst loss. At high potentials, above 0.8 V vs reference hydrogen electrode (RHE), an oxide layer forms on the platinum surface, and as the layer becomes unstable, platinum and oxygen undergo a place
Upon reduction, platinum ions are formed, which have a finite solubility at high potentials and low pH as shown in the platinum Pourbaix diagram below.

![Pourbaix diagram](image)

**Figure 1** Pourbaix diagram[8] for platinum at room temperature shown for upper potential limits of fuel cell operation. Also shown is the curve shift associated with varying Pt$^{2+}$ concentrations.

Both conditions exist in PEMFCs since high potentials are reached during start-up, shutdown, and idle periods of fuel cell operation, and the electrolyte, typically Nafion®, is highly acidic. Consequently, platinum dissolves into the electrolyte. Platinum can either recrystallize on larger particles, contributing to Ostwald ripening or diffuse into the membrane and precipitate, forming a platinum band. Both mechanisms contribute to reducing the electrochemically active area of the catalyst layer; thereby, reducing fuel cell efficiency.[9] Additionally, the platinum band can generate high stress areas inside the membrane making it more susceptible to degradation.[1]

Platinum nanoparticles are used to decrease the overall platinum loading on the electrode, while maintaining the necessary catalytic surface area to drive the reactions.[10, 11] However, there is a lower limit on particle size as particles smaller than 5 nm have been shown to be unstable and coarsen via Ostwald ripening.[10, 12] In addition to losing active catalyst area and reducing fuel cell efficiency, this process necessitates the use of higher than desired platinum loadings corresponding to an increased manufacturing cost.

During the past year, the project focus has been on enhancing the fundamental understanding of catalyst stability in PEMFCs. The pair distribution function (PDF) method has been applied to an ex-situ study of various sized platinum particles supported on carbon. The PDF is a physics-based technique that has been successfully implemented to study the local structure of non-periodic systems.[13] Utilizing the PDF technique will provide insight to changes in atomic distances due to surface energy deviations from bulk particles, which affects platinum stability. Additionally, the PDF provides a method to monitor platinum movement throughout the lifetime of a fuel cell. The following sections will provide necessary background information that will be used to support motivation for future work. The focus will be information about PDF and results obtained from preliminary experiments.
Literature review

Platinum dissolution studies

Throughout the lifetime of a fuel cell the cathode loses a significant amount of electrochemically active surface area (ECA). Platinum dissolution was first observed in phosphoric acid fuel cells in the 1970s,[14-17] and the mechanism governing platinum deterioration is similar to that found in PEMFCs. Shao-Horn and coworkers classified four mechanisms responsible for ECA loss: (i) Ostwald ripening, (ii) coalescence, (iii) particle detachment from the carbon support, and (iv) platinum diffusion into the electrolyte.[18] The first mechanism is large particle growth at the expense of small particles via an Ostwald ripening type process (Figure 2a).[16-18] Due to the effects of surface energy and particle curvature, small particles have a higher solubility than large particles. As a result, upon oxidation of platinum, ions diffuse through the electrolyte from small to large particles, where reduction and redeposition occur. Secondly, coalescence may occur due to crystal migration (Figure 2b) where particles randomly collide and stick together.[18]

![Figure 2](image.png)

Figure 2 (a) Ostwald ripening mechanism[17] and (b) coalescence by particle migration[18]. Both mechanisms are driven by a reduction in surface energy and can be distinguished by particle size distribution (PSD) analysis.[18] Ostwald ripening will exhibit a tail at smaller particles. Conversely, coalescence will have a distinctive tail at large ends.[19, 20] Another distinguishing factor between the two mechanisms is that particle coalescence is independent of voltage, yet Ostwald ripening is driven by the upper potential limit.[19] Coalescence may be accelerated by carbon corrosion. Detachment from the carbon support and dissolution of platinum and diffusion into the membrane are proposed as further mechanisms for platinum loss.[18] This mechanism is supported by scanning electron microscopy (SEM) images showing a platinum band in the membrane seen for H₂/air cycles.[9, 19] In-situ techniques would be beneficial to enable study of particle behavior during cycling conditions.

Darling and Meyers were the first to simulate platinum dissolution in PEMFCs.[21, 22] Platinum dissolution, assumed to be a single elementary step, electrochemical formation of platinum oxide, and chemical dissolution of platinum oxide were all considered. The shift in electrochemical potential (\(\Delta U\)) was modeled using the Kelvin equation (below), assuming a constant surface tension for all size regimes.[21]

\[
|\Delta U| = \frac{\sigma_{\text{Pt}[111]} M_{\text{Pt}}}{\rho_{\text{Pt}} r} \cdot \frac{1}{nF} \tag{0.1}
\]

In their model they used the surface tension (\(\sigma_{\text{Pt}[111]}\)) that corresponded to the platinum (111) surface, which has the lowest surface energy of all surface planes.[11, 21] The molecular weight (\(M_{\text{Pt}}\)), the density of platinum (\(\rho_{\text{Pt}}\)), and Faraday’s constant (\(F\)) are all equal to their standard reference values. The number of electrons (\(n\)) involved in the platinum dissolution reaction is 2, associated with the Pt\(^{2+}\) oxidation state. Kinetic and thermodynamic parameters were fit to data obtained by Bindra et al. and Kinoshita et al.[15, 21, 23] Overall, a good fit was achieved, but
some deviations were observed as shape changes in the CV curve; for example, the onset of oxide reduction was predicted to begin at a more positive potential. In 2005, Darling and Meyers expanded the model and allowed platinum to travel from the cathode to anode, but did not allow deposition in the membrane. A bimodal particle size distribution was incorporated to study the particle size effect. Variations between model and experimental studies were predicted to be due to the simplification of the Kelvin equation, consequences of which will be elaborated on in the next section.

An extensive study was conducted by Ferreira and coworkers to investigate both nanometer (Ostwald ripening, migration) and micron (platinum band) scale mechanisms. Wet cell experiments were conducted to measure platinum ion concentration as a function of potential, where a proportional relationship was found. However, the potential dependence observed was approximately ½ times weaker than predicted Nernstian behavior. This effect could be attributed to simultaneous chemical and electrochemical processes, surface morphologies, and particle size effects. Short stack experiments were performed, followed by post-mortem investigations of SEM, x-ray diffraction (XRD), and transmission electron microscopy (TEM). Larger particles were observed on the cathode after cycling, supporting the Ostwald ripening hypothesis. Additionally, non-spherical platinum agglomerates separated from the carbon support were detected close to the cathode/membrane interface. It was determined that nanometer scale dissolution and the micron scale mechanism each account for a loss of ⅓ of the total ECA. The experimental observations obtained by Ferreira support the theory that dissolution is limited to the under-coordinated surface atoms, which would contribute to extreme surface distortion in nanoparticles.

Bi and coworkers extended Darling and Meyers study to incorporate platinum band formation in the membrane. The cathode-membrane interface was not examined. Platinum was only found in the Nafion®111 membrane after H2/air cycles at 65 °C and 100% relative humidity. Electrochemically active area losses for H2/air cycles were 10% less than H2/N2 cycles. This effect was attributed to surface oxide coverage under air conditions, which stabilized platinum at high potentials. The location of the band was predicted as a function of gas permeation rates. Further treatment of the model involved dissolution and redeposition at the cathode, ion transport into matrix, and ion reduction by the H2 front present in the membrane. The results support the existence of a potential transition regime where platinum ions are soluble, and cycling accelerates PEMFC degradation. The upper potential limit, affects platinum stability the most, accounting for 60% of variability observed in dissolution metrics. To better describe platinum dissolution accurate parameters are needed for physics-based models.

**Particle-size effect**

In current PEMFC catalyst degradation models the Kelvin or Gibbs-Thomson relations are used to estimate platinum stability as a function of particle size. As seen in Figure 3 and reported experimentally, steep energy changes are observed for particle diameters below 5 nm.
Figure 3 The change in potential versus particle diameter as predicted by the Kelvin equation (inset) where $\sigma_{Pt[111]}$ is the surface tension of the platinum (111) plane (0.237 mJ/cm²), $M_{Pt}$ the molecular weight of platinum (195.08 g/mol), $\rho_{Pt}$ the density of platinum metal (21 g/cm³), $r$ is the particle radius, $n$ the number of electrons transferred in platinum dissolution (2 eq/mol), and $F$ is Faraday’s Constant (96,485 C/eq).[21]

The glaring difference between a bulk sample and smaller particles is the increased percentage of surface atoms, which creates an increased surface energy affecting the physical properties of materials.[27-29] Increased percentage of uncoordinated atoms increases the surface energy of small particles, creating instability and accelerating platinum dissolution.[19] Furthermore, different crystallite faces exhibit different kinetics and surface energies, and what is observed experimentally is the average of all contributions. Spherical particles possess the lowest possible surface energy for materials; however, platinum has been shown to have non-spherical shapes in post-mortem PEMFC experiments, which would correspond to an increased surface energy.[19] Density functional theory calculations indicate that platinum supported on carbon would take the form of a truncated cuboctahedral shape.[30] Darling and Meyers’ simulation of ECA loss versus time resulted in a slight downward curve because the surface tension combinations used for platinum and platinum oxide resulted in an inverse relationship between dissolution rate and particle size. The curve was not consistent with experimental data, suggesting that the surface tension values used for platinum and platinum oxide do not fully describe the system.[22] To investigate this claim it is appropriate to consider how molecular mechanics and the forces between individual molecules play a role in thermodynamics.[31]

Molecular mechanics demonstrates why smaller particles exhibit increased surface energy. Surface energy is stored as strain energy between surface atoms and those directly beneath the surface, and it is roughly proportional to the percentage of surface atoms.[28, 29] For a particle to exist, repulsive forces between atoms must be in equilibrium with attractive forces between atoms.[28] Before contraction, the total attractive force in a particle is greater than the total repulsive force; thus, the atoms must move closer together to increase the total repulsive force. This contraction results in an increased bond strain within the particle.[28] Increased lattice contractions can cause a change in the physical properties of a material.[32] For example, semiconductors of various sizes exhibit different fluorescent and luminescent properties resulting from the size dependence of energy absorption.[33, 34]
Applying molecular mechanics, Huang and coworkers developed a continuous, elastic model for predicting bond strain in metal nanoparticles[26] by extending the work of Vermaak, Mays, and Wilsdorf.[35] The study assumed spherical, metal nanoparticles, and size effects were characterized by Tolman’s formula.[26, 31] Surface energy was introduced as a boundary condition where the Young-Laplace equation was assumed to characterize the stress at the surface of the particle.[26] Whereas the model results were adequate for data presented on palladium nanoparticles, the basis of the simulation was intended for a vapor-liquid system so the model may not represent an accurate pool of data. The application of this model will be discussed in the Experimental section.

**Pair distribution function (PDF)**

The PDF is a bond length distribution that reveals the average local atomic structure, in comparison to standard crystallographic techniques such as SEM, TEM, and XRD that give information regarding the average bulk structure.[36] Additionally, use of the PDF does not require the assumption of crystal periodicity, which is a key requirement for crystallographic methods.[12] The PDF, $G(r)$, is obtained by the Fourier sine transform of the total scattering pattern, $S(Q)$, recorded from powder diffraction data; the mathematical representation is shown below.

$$G(r) = 4\pi r [\rho(r) - \rho_0] = \frac{2}{\pi} \int_0^\infty Q[S(Q) - 1] \sin(Qr) dQ \quad (0.2)$$

The microscopic pair density and average number density are respectively represented by $\rho(r)$ and $\rho_0$. The magnitude of the scatter vector is labeled $Q$.[36] The benefit of viewing the data in real space is that it can accurately identify nearest neighbor distances; thereby revealing bond strain between atoms, chemical species present, and particle sizes.[13]

![Pair distribution function (PDF)](image)

**Figure 4** Local atomic structure revealed in PDF.[37]

Figure 4(a) shows a carbon-60 molecule, and the face centered cubic (FCC) structure is shown in (b). Part (c) is the total scattering pattern obtained from neutron diffraction, and (d) is the PDF representation of the data.[37] The sharp peaks reveal intramolecular (atom-atom) correlations, while the broad peaks reveal intermolecular structure (ball-ball). Only broad peaks exist after 7.1 Å (the diameter of the ball) because the atom-atom interactions cannot exceed the diameter of the particle.[37] To obtain accurate PDF data high energy sources are required,
which is a reason the PDF technique is not a dominant structure analysis tool. Generally, the measurements are carried out at synchrotron x-ray sources or pulsed neutron sources. [13]

Nanoparticles lack long range order (periodicity), which make them perfect candidates for PDF studies.[13, 37] Among many examples in which the PDF has been employed to verify crystal structure is molybdenum disulfide, MoS₂, used in petroleum refineries to remove sulfur from crude oil streams.[13, 38] Pristine MoS₂ is crystalline, but lithium is intercalated between MoS₂ layers to provide stability for future manufacturing processes that MoS₂ undergoes. Insertion of lithium causes the material to become poorly diffracting; transforming it to an unsuitable candidate for traditional crystallographic techniques which require sharp Bragg peaks for analysis. After two decades of study the structure of LiMoS₂ was undetermined. Finally, in 2002 Petkov and coworkers used the PDF technique to characterize the nature of the catalyst. PDF data was fit to several structural models, and the best agreement came from the assumed structure of “zigzag metal-metal” chains (Figure 5).[38]

![Figure 5](Representative example of zigzag metal-metal chains for WS₂ structure from Petkov et al. (2000).[39] The same structure was assumed for LiMosS₂.[38])

**Experimental**

Preliminary data has been collected in an effort to apply PDF analysis to determine the surface energy as a function of particle size for platinum nanoparticles. The PDF technique requires the use of a high energy beam line. Samples were prepared and tested at Argonne National Lab, beam line 11-ID-B. In collaboration with Professor Simon Billinge’s group (Columbia University), samples were tested to identify nearest neighbor distances to determine the correlation between bond distance and particle size. Temperature scans were also completed. The following sections will provide information on the materials used, instruments and analytical methods applied, and experimental results. The section will follow with proposed future experiments. In preliminary studies bond strain as a function of particle size has been determined.

**Materials and characterization**

In preliminary studies, four carbon-supported platinum catalyst samples of varying weight percentages were obtained from Tanaka Kikinzoku Group (TKK). Samples of platinum loaded on carbon in various weight percentages were characterized using XRD, TEM, CO adsorption, and N₂ BET adsorption by TKK. Tanaka sent one TEM image per sample and directly reported metal surface area, catalyst surface area, and diameter determined from XRD data. Equipment
specifications and experimental operating conditions were not identified. Particle diameters were measured with a ruler from the TEM images and the data were normalized by the total number of particles counted. The samples were represented by wide particle size distributions (PSDs). This observation is significant as it accounts for some experimental error, and may be a foreseeable issue. The PDF reveals the average local structure; therefore, if particles of different sizes contribute to the average, error will be seen in the data. Samples with very small (0.5 to 1.5 nm) average particle diameters were not considered in this study.

Table 1 shows the weight percentage and average particle size calculated from XRD data, volume averaged TEM data, and number averaged TEM data. The lower weight percentage sample had an average particle size too small to resolve with XRD. The average diameters calculated from XRD and number averaged TEM data agree well; therefore, the smallest average diameter was taken to be 1.8 nm. Platinum black (Fischer Scientific) and carbon black (Vulcan XC-72) were also included in the study. The average diameter for platinum black (111), (200), and (220) surfaces was determined to be 9.8 nm using Jade 8.0 Software (Material Data, Inc.) to interpret XRD data.

<table>
<thead>
<tr>
<th>Pt content</th>
<th>$d_{\text{XRD}}$</th>
<th>$d_{\text{v}}$</th>
<th>$d_{\text{n}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>w/w%</td>
<td>nm</td>
<td>nm</td>
<td>nm</td>
</tr>
<tr>
<td>30</td>
<td>-</td>
<td>2.8</td>
<td>1.8</td>
</tr>
<tr>
<td>50</td>
<td>2.6</td>
<td>3.7</td>
<td>2.6</td>
</tr>
<tr>
<td>60</td>
<td>2.9</td>
<td>3.8</td>
<td>2.7</td>
</tr>
<tr>
<td>70</td>
<td>3.2</td>
<td>4.3</td>
<td>3.4</td>
</tr>
</tbody>
</table>

**Instruments and analytical methods**

Approximately 5 – 10 mm of each sample was packed into 0.0435" OD polyimide capillaries (Cole-Parmer EW-95820-09) and sealed at both ends with epoxy. The 11-ID-B beam line at Argonne National Lab was employed to obtain the images of the samples. The beam size was 0.4 mm by 0.4 mm with energy equal to 58.26 keV and wavelength of 0.2128 Å. A liquid nitrogen tank was used to control sample temperature.

Samples were scanned at 80 K and 500 K for 20 min. Samples were then scanned from 80 K to 500 K at a rate of 84 K/hr. Each beam line image was integrated using Fit-2D Software to obtain energy vs Q space. These data were Fourier-sine transformed to generate PDF files, $G(r)$ vs r.

**Ex-situ analysis**

The inset graph in Figure 6 shows a representative PDF for 50 w/w% Pt/C at $T = 81.7$ K. The full PDF is truncated around the first peak and shows the experimental data, fitted Gaussian curve, and the difference. The peak position represents the nearest neighbor distance.
As mentioned earlier, temperature scans were performed from approximately 80 to 500 K. The following figure shows the peak width of the first Pt-Pt peak versus temperature for all platinum containing samples.

**Figure 6** Representative PDF truncated between 1.2 and 3.2 Å to show first Pt-Pt nearest neighbor. Sample was 50 w/w% Pt/C at T = 81.7 K. [measured PDF, fitted Gaussian, difference] Inset shows full PDF.

Unlike crystallographic methods, the peak width corresponds to the variance of the fit Gaussian function, instead of the full width at half maximum familiar to crystallographic studies, and is indicative of bond length variations within a particle. As expected, peak width increases as temperature increases due to thermal vibrations. Additionally, smaller nanoparticles are expected to have larger peak widths since the strain stored in the bond between two surface atoms increases as particles become smaller.[36] Thus, there is a greater variation in bond lengths between surface atoms and internal atoms within the particle. It is also possible that wider particle size distribution in samples contribute to larger peak widths; however, the exact effect is
unknown. The data show that platinum nanoparticles in the size regime of $\sim 2 - 10$ nm behave as expected.

Average bond strain ($\Delta a/a$) was calculated by the method outlined in [12], where

$$\Delta a = \frac{r_{\text{nano}} - r_{\text{bulk}}}{r_{\text{bulk}}}$$

(6)

The nearest neighbor distance is denoted by $r$, and the subscript indicates which sample. The value for $r_{\text{bulk}}$ was taken from the Handbook of Inorganic Compounds as 0.39231 nm.[40] The following figure shows the measured average bond strain as a function of particle diameter and the theoretical value according to Huang et al.[26]

Figure 8 Average bond strain as a function of particle size data displayed from experimental and theoretical results.

The model used to fit the experimental data is based on the notion that surface tension will elastically deform the metal nanoparticle. A nanoparticle is ‘taken’ from the bulk system. Once removed surface tension will act to compress the particle to a new equilibrium.[26] Forces acting on the spherical nanoparticle are assumed to be symmetric. The stress acting at the interface on the nanoparticle surface in the radial direction is governed by the Young-Laplace equation. Applying these conditions, the percent bond strain is represented by the following equation.[26]

$$\frac{\Delta a}{a} = -\frac{4\sigma}{3\kappa \cdot d} \times 100$$

(7)

Percent bond strain and particle diameter are the same as previously defined, and the surface energy, $\sigma$, and bulk modulus, $\kappa$, are respectively equal to 2.37E-18 J/nm$^2$ [21] and 2.3E-16 J/nm$^3$.[41] Application of the model to nanoparticles is questionable as the model assumes a periodic structure, but it has successfully been used to describe bond strain for various metal nanoparticles.[26] Overall, a good fit is obtained with some error that may be explained by the large size distribution present in the samples.

The repeatability of the PDF measurements was studied by observing the first peak position with respect to temperature for all experiments. The following graphs compare the smallest Pt/C samples to the largest.
The smaller the platinum nanoparticles, the more noise present in PDF measurements. This observation can be explained by the amount of carbon in each sample. The smaller sized sample has a larger percentage of carbon, and the graphite structure file for PDF is incomplete; therefore, a greater graphite presence results in a worse PDF. To resolve this issue, it will be crucial to apply the differential PDF method to smaller sized platinum samples. Additionally, the bond length is higher for the 200 K ramp experiment of 30 % Pt/C. The difference may indicate the sample changes with time. As a comparison, larger platinum particles result in more repeatable data. No trend was seen between first peak position and scan order for any of constant temperature experiments.

Proposed future work

Essential to developing successful and durable alternative energy devices is a fundamental understanding of the conditions that exist throughout the lifetime of a fuel cell and which conditions drive platinum instability. Techniques and results from the following experiments can be applied to other studies contributing to degradation mitigation.

It has been shown that the upper potential is critical to controlling platinum stability.[25] Additionally, post-mortem studies of the catalyst layer and ionomer have been extensively examined after potential cycling experiments.[9, 19] Ferreira and coworkers investigated ECA loss over 10,000 potential cycles.[19] Gravimetric in-situ techniques have been applied to determine oxide species present[42, 43] at high potentials, but to this researcher’s knowledge limited in-situ data exists describing catalyst morphology over the lifetime of a PEMFC.[44]

Successful implementation of the PDF technique in platinum stability studies was discussed in the Experimental section for powder samples. We plan to use the PDF technique to study the surface changes on the catalyst layer of an MEA throughout several thousand potential cycles.

Four MEAs will be fabricated from each of the TKK samples, to limit variables introduced in this experiment. The MEAs will have a platinum loading of 0.1 mgPt/cm² and 1 mgPt/cm² at the anode and cathode, respectively. Any changes in the PDF can then be attributed to the cathode catalyst later, since the diffracted x-ray intensity will be stronger. Standard electrochemical
techniques, such as cyclic voltammetry and potential cycling will be applied to determine performance of the cell, electrochemically active area, and oxide coverage. Half of the samples will be subjected to ex-situ characterization methods, such as TEM and XRD. Before and after potential cycling experiments the samples will undergo standard crystallographic characterization techniques to show platinum band formation in the membrane, platinum loss from the electrode, and catalyst shape changes.

The PDFs of the remaining samples will be measured in collaboration with Professor Simon Billinge’s group, including a commercial MEA as a control sample. Dr. Peter Chupas of Argonne National Lab is helping us develop the experimental set-up. The MEA will be placed in custom fuel cell hardware, shown below.

![Custom fuel cell hardware](image)

**Figure 10** Custom fuel cell hardware with concentric windows at the cathode side for PDF measurements.

The setup allows the full range of $2\theta$ (0° to 60°) to be collected by the image plate detector. The anode side has a small hole, allowing the incident x-ray beam to pass through. The concentric windows at the cathode side allow the diffracted beams to reach the detector with minimal interference. Particle size as a function of time will be extracted from the PDF data. Several thousand potential cycles will be applied so that particle morphology can be studied over the lifetime of a PEMFC. Figure 10 is representative of the data we seek: the PDF as a function of time. Instead of temperature we will be showing the data as a function of potential cycles.
We hope to complete these experiments by summer 2011. Experiments to be completed further in the future include subnanometer studies. Dr. Stefan Vajda of Argonne National Labs has developed a method for producing monodisperse, size-selected metal nanoparticles.[46] We plan to repeat PDF experiments monitoring $G(r)$ as a function of temperature and potential cycles. Extending the size regime of our data will provide a more complete and fundamental picture of platinum stability.
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Modeling

This work aims to address the role of particle size distribution on Pt stability. A theoretical model was built based on modified Butler-Volmer equations, platinum oxide surface coverage and interparticle interactions between platinum oxide particles. Preliminary results demonstrated the change in platinum ions concentration across the electrode and membrane and revealed the effect of potential cycling on the particle size. The model was modified further in order to include 5 different particle sizes for each particle size distribution. The same Pt dissolution mechanism was observed during potential cycling (0.5 - 1 V vs. SHE) for all distributions tested and the effect of distribution “width” on Pt$^{2+}$ concentration was demonstrated. Three driving cycles were simulated showing the effect of potential cycling and idle state (OCV) on Pt$^{2+}$ concentration. Ongoing research is focused on the development of a modified version of the model including a log-normal particle size distribution to provide a precise tool for monitoring the particle size distribution as a function of time.

Introduction

The predominant degradation mechanisms in PEFCs can be divided into 5 categories: 1) mechanical (pinhole formation); 2) thermal (temperature effects on membrane properties); 3) electrochemical (formation of hydrogen peroxide and free radicals that attack the polymer membrane); 4) oxidation of carbon-supports of the cathode catalyst during fuel cell startup and shutdown (1) and 5) sintering/dissolution of platinum-based cathode catalysts during long-term fuel cell operation (2).

The first models on Pt oxidation at low temperatures were developed by Mott and Cabrera (3-4) assuming that the transport of ionic defects constituted the rate limiting step as well as the electric field was uniform in the oxide and inversely proportional to oxide thickness. The Mott-Cabrera model on platinum oxidation was adopted by several groups (5-10) although its functionality for oxide film thicknesses lower than 1 nm was questioned (11).

Darling and Meyers (12-13) developed the first detailed numerical model for the Pt area loss induced by voltage cycling including potential-dependent dissolution of Pt, chemical dissolution of Pt oxide, and surface tension driven growth of Pt nanoparticles. The platinum on carbon surface coverage by oxide was calculated by empirical Butler-Volmer equations. The intermediate species (adsorbed hydroxyl groups on Pt, PtO$_2$H, PtOH) of oxygen reduction reaction (ORR) as well as the water adsorption on catalyst surface was not considered.

Shao-Horn and coworkers (14) constructed a thermodynamic-kinetic model, one dimensional along the direction normal to the cathode. To simulate in-situ experimental conditions it was hypothesized that platinum diffused to the anode, crossover hydrogen was considered in the model and the electrolyte volume and Pt loading were 10$^{-4}$ mL and 0.4 mgcm$^{-2}$ respectively. To simulate ex-situ experimental conditions, it was assumed that there was no hydrogen crossover, Pt diffused from the cathode and Pt was mixed every 200 cycles, while the volume of electrolyte and Pt loading were 130 mL and 0.01 mgcm$^{-2}$ respectively. It was predicted that in the ex-situ experimental environment, Pt surface area loss and particle size distribution was dominated by
coarsening. In the simulated in-situ environment, crossover hydrogen increased the Pt mass flow from the particle surface resulting in an increase of Pt surface area loss. Simulations have demonstrated that Pt stability was improved once the Pt particle size was increased from 2 to 5 nm (in-situ experimental conditions), although the effect of particle size enhancement on electrochemically active surface area or Pt activity was not taken into account.

Pt reduction by crossover hydrogen was taken under consideration in the models developed by Fuller's group (15-17). The deposited Pt forms a band in the ionomer during potential H2/O2 cycling, and a model based on gas (H2 and O2) crossover rates was proposed to describe its location (15). The Pt band position calculated theoretically agreed with the experimental band position detected with scanning electron microscopy (SEM) (15). Moreover, the effect of reactant gas partial pressure and RH on Pt dissolution was investigated (16). It was observed that an increase in RH results in higher Pt degradation rates as an approximate three- and two-fold increase to the loss of cathode Pt mass and Pt electrocatalyst surface area (ECA) at 100 %RH (compared to 50 %RH) was observed (16). The effect of reactant gas partial pressure on cathode degradation was found to be insignificant (16). Finally, cathode catalyst degradation was modeled using a bi-modal particle-size distribution (17) refining Darling-Meyers models (12-13). Pt particle growth was revealed through mass exchange of Pt between small and large particles. However, additional Pt degradation processes such as Pt nanoparticles coarsening or Pt cluster formation on carbon support need to be included (17).

Despite these modeling attempts, there is partial information about the role of Pt particle size distribution (18), Pt2+ ions diffusivity, and platinum oxide chemical dissolution reaction on catalyst degradation rate. It is still unknown how the uniformity of the particle size distribution affects Pt stability under potential cycling over time. It is expected that the more narrow the distribution, the greater the stability under potential cycling. At the same time, it is difficult and presumably costly to produce uniform particle sizes. What’s more the system may be unstable to small variations, and thus the advantages of uniform particle size may be lost quickly during potential cycling. This works seeks to quantify these effects. In the present study, it is hypothesized that Pt nanoparticles follow a narrow size distribution (~ 1.8 to 3.2 nm) and their radii changes are monitored during ~ 600 potential cycles assuming that i) Pt nanoparticles are spherical (radius r); ii) interface reaction controls the particle growth during Ostwald ripening; iii) hydrogen concentration is constant (~ 1M); and iv) interactions between the platinum surface and the electrochemical double layer are neglected.

**Pt dissolution model**

Pt degradation mechanism is described by three electrochemical reactions, namely Pt electrochemical dissolution (~ 1.2V vs. SHE; reaction 1), Pt oxidation (~ 0.98 V vs. SHE; reaction 2) and Pt precipitation by hydrogen reduction (reaction 3) while platinum oxide chemical dissolution is not considered due to unknown kinetics (13). Modified Butler-Volmer equations (13, 17) are used to describe the reaction rates considering the size dependency of particle stability (Kelvin equation), platinum oxide surface coverage and interparticle interactions between platinum oxide particles.

\[
\text{Pt} \leftrightarrow \text{Pt}^{2+} + 2e^- \quad [1]
\]
\[ r_{ij} = k_{ij} q_{ij} \exp(\frac{F(E - U_{ij})}{RT}) = \frac{C \nu^{2}}{C r_{ss}} \exp(-ac_{n_{1}} F(E - U_{2j})/RT) \quad j = \text{small, medium, large} \]

\[ r_{2j} = k_{2j} \exp(-\omega \vartheta_{j} / RT) \exp(\frac{a a_{n_{2}} F(E - U_{2j})}{RT}) - C \nu^{2} \vartheta_{j} \exp(-ac_{n_{2}} F(E - U_{2j})/RT) \quad j = \text{small, medium, large} \]

Pt + H_{2}O \leftrightarrow \text{PtO} + 2H^{+} + 2e^{-} \quad [2]

\[ \text{Pt}^{2+} + \text{H}_{2} \leftrightarrow \text{Pt} + 2\text{H}^{+}, \quad [3] \]

where the thermodynamic potentials \( U_{ij} \) and \( U_{2j} \) are given by the following equations \[ 4 \]

\[ U_{ij} = U_{ij}^{o} - \frac{\sigma_{ij} MW_{ij}}{\rho_{ij}} \quad j = \text{small, medium, large} \]

\[ U_{2j} = U_{2j}^{o} + \frac{1}{2F} (\Delta \mu_{ij}^{o} + \frac{\sigma_{ij} MW_{ij}}{\rho_{ij} R_{j}} - \frac{\sigma_{ij}^{2} MW_{ij}}{\rho_{ij}}) \quad j = \text{small, medium, large} \]

A mass balance of Pt ions provides the overall Pt\(^{2+}\) concentration \[ 5 \]

\[ \frac{\partial C_{i}^{ands}}{\partial t} = D_{r} \frac{\partial^{2} C_{i}^{ands}}{\partial x^{2}} + \frac{A_{i} r_{ij}}{\sigma_{i}^{max}} \quad j = \text{small, medium, large} \]

while surface coverage and radius of Pt particles are given by the following equations \[ 6 \]

\[ \frac{d \vartheta_{j}}{dt} = \Gamma_{ij} + \frac{2 \vartheta_{j} MW_{ij}}{R_{j} \rho_{ij}} (r_{ij} + r_{2j}) \quad j = \text{small, medium, large} \]

\[ \frac{d R_{j}}{dt} = - \frac{MW_{ij}}{\rho_{ij}} (r_{ij} + r_{2j}) \quad j = \text{small, medium, large} \]

Volume-average particle radius equations are introduced in the model in order to use different Pt particle size distributions and examine their distribution trend (17). \[ 7 \]

\[ RR_{j} = \frac{\sum_{j} N_{j} R_{j}^{4}}{\sum_{j} N_{j} R_{j}^{3}} \quad j = \text{small, medium, large; } x = \text{distance away from cathode} \]

Finally, the current density is \[ 8 \]
\[ i = 2aF L(r_{ij} + r_{2j}) \]

where \( L \) the thickness of the catalyst layer.

**Results and Discussion**

The distribution of Pt concentration in the cathode catalyst layer was determined theoretically by gPROMS®. Model equations were integrated in the software and solved using the backward finite difference equation; Pt\(^{2+}\) diffusivity was approximately 1.5·10\(^{-13}\) m\(^2\) s\(^{-1}\) and Pt dissolution and oxidation reaction constants were 3·10\(^{-6}\) and 7·10\(^{-6}\) mol m\(^{-2}\) s\(^{-1}\) respectively (17). Figure 1 represents Pt\(^{2+}\) concentration for three different electrodes containing small (~ 1.8 nm), small and medium (~ 1.8 – 2.7 nm) and small, medium and large Pt particles (~ 1.8 – 3.2 nm). Concentration values are very similar for all different systems tested and slowly reduced near the catalyst/membrane interface due to Pt dissolution at high potentials and migration into membrane (19-20). Energy dispersive x-ray (EDX) mapping of platinum concentration under scanning transmission electron microscopy (STEM) are in progress.

![Figure 12. Pt\(^{2+}\) concentration profile across the electrode and membrane (Pt\(^{2+}\) diffusivity ~ 1.5·10\(^{-13}\) m\(^2\) s\(^{-1}\)).](image)

Figures 2 and 3 represent the evolution of Pt particle radii in the electrode under potential cycling. The electrocatalyst layer consists of small (initial radius ~ 1.8 nm), medium (initial radius ~ 2.6 nm) and large (initial radius ~ 3.2 nm) nanoparticles and is subjected to potential cycling from 0.5 to 1 V vs standard hydrogen electrode (100 s per cycle, 626 cycles). It is demonstrated that the coarsening of Pt nanoparticles in the electrode proceeds via Ostwald ripening (21-24). Large particle radius is decreasing until Pt\(^{2+}\) concentration reaches a pseudo-
steady state (at approximately 400th potential cycle) while after this critical point interparticle transport takes place resulting in the further decrease of small and medium radii particles and the simultaneous enlargement of large particles.

![Figure 2. Pt particle size (small and medium) evolution under potential cycling (0.5 - 1 V vs SHE, 100 s/cycle, 626 cycles).](image1)

![Figure 3. Pt particle size (large) evolution under potential cycling (0.5 - 1 V vs SHE, 100 s/cycle, 626 cycles).](image2)

Furthermore, the model was modified in order to include 5 different particle sizes in each particle size distribution. Four different particle size distributions were used (2-4-6-10-15 nm, 3-5-7-9-12 nm, 2-4-6-8-10 nm and 2-5-8-11-14 nm) and the electrode was cycled between 0.5 and 1 V vs. SHE for ~600 cycles (100 sec per cycle). The effect of Ostwald ripening on particle size
can be clearly seen; small and medium radii particles (Fig. 4 & 5) had a ~ 20% and 10% loss of their size at the end of potential cycling respectively. Large particles (Fig. 6 & 7; 6 and 10 nm from the first size distribution, 7 and 9 nm from the 2nd, 6 and 8 nm from the 3rd and 8 and 11 from the 4th) remained constant throughout the potential cycling while extra-large particles were continuously growing till the end of potential cycling (Fig. 8; 15 nm particle size).

Figure 4: Small particle radii vs. potential cycles (0.5 - 1 V vs. SHE, 100sec/cycle, 5 different particle sizes in each size distribution).

Figure 5: Medium particle radii vs. potential cycles (0.5 - 1 V vs. SHE, 100sec/cycle, 5 different particle sizes in each size distribution).
Figure 6: Large particle radii vs. potential cycles (0.5 - 1 V vs. SHE, 100sec/cycle, 5 different particle sizes in each size distribution).

Figure 7: Extra-large particle radii vs. potential cycles (0.5 - 1 V vs. SHE, 100sec/cycle, 5 different particle sizes in each size distribution).

Figure 8: Largest particle radius vs. potential cycles (0.5 - 1 V vs. SHE, 100sec/cycle, 2-4-6-10-15 nm distribution).
Pt$^{2+}$ concentration vs. potential cycles graph (Fig. 9) demonstrated that the "width" of size distribution affects Pt$^{2+}$ concentration; the narrower the size distribution, the higher the Pt$^{2+}$ concentration.

Figure 9: Pt$^{2+}$ concentration (M) vs. potential cycles (0.5 - 1 V vs. SHE, 100sec/cycle, 2-4-6-10-15 nm distribution).

In addition, three driving cycles were simulated: 1) 2 h potential cycling (0.5 - 1 V vs. SHE) - 3 h at OCV (~ 0.9 V vs. SHE) - 2 h potential cycling (0.5-1 V vs. SHE), 2) 1 h potential cycling - 1 h at OCV - 1 h potential cycling and 3) 3 h potential cycling - 10 h at OCV - 1 h potential cycling. Fig. 10-12 represent Pt$^{2+}$ concentration vs. time of the 2-4-6-8-10 nm size distribution. Two conclusions can be derived from these graphs: i) Pt$^{2+}$ concentration does not reach a steady state for potential cycling less than 2 h; and ii) the longer the vehicle remains at idle state (OCV) the higher the Pt$^{2+}$ concentration in the electrode. Similar trends were observed in the other size distributions tested.

Figure 10: Pt$^{2+}$ concentration (M) vs. time (sec). (driving cycle 1; 2-4-6-8-10 nm distribution).
Modified Pt dissolution model

Currently, programming code is modified to contain a population balance (25) that better describes the particle size distribution. Pt degradation mechanism is described by two electrochemical reactions, namely Pt electrochemical dissolution (∼ 1.2V vs. SHE; reaction 1) and Pt oxidation (∼ 0.98 V vs. SHE; reaction 2), while modified Butler-Volmer equations (13, 17) are used to describe the reaction rates considering the size dependency of particle stability (Kelvin equation), platinum oxide surface coverage and interparticle interactions between platinum oxide particles.

\[
\text{Pt} \leftrightarrow \text{Pt}^{2+} + 2e^- \quad [1]
\]

\[
r_i = k_i \theta_{\text{vacant}} \exp(a_i n_i \frac{F(E-U_i)}{R_a T}) - \frac{C_{\text{Pt}^{2+}}}{C_{\text{Pt}^{2+}\text{ref}}} \exp(-a_i n_i \frac{F(E-U_i)}{R T})
\]

\[
\text{Pt} + \text{H}_2\text{O} \leftrightarrow \text{PtO} + 2\text{H}^+ + 2e^- \quad [2]
\]
\[
    r_z = k_z \left[ \exp \left( -\frac{a \theta}{R_s T} \right) \exp \left( \frac{a n_z F(E - U_z)}{R_s T} \right) - C_y^n \exp \left( -\frac{a c n_z F(E - U_z)}{R_s T} \right) \right]
\]

Thermodynamic potentials \( U_1 \) and \( U_2 \) are given by the following equations

\[
    U_1 = U_1^o - \frac{1}{2F} \frac{\sigma_{pt} MW_{pt}}{\rho_{pt} R} \quad [3]
\]

\[
    U_2 = U_2^o + \frac{1}{2F} \left( \Delta \mu_{ptO}^o + \frac{\sigma_{ptO} MW_{ptO}}{\rho_{ptO} R} \right) - \frac{\sigma_{pt} MW_{pt}}{\rho_{pt} R} \quad [4]
\]

A mass balance of Pt ions provides the overall Pt\(^{2+}\) concentration

\[
    \frac{\partial C_{pt^{2+}}}{\partial t} = D_{pt^{2+}} \frac{\partial^2 C_{pt^{2+}}}{\partial x^2} + \int_0^{number} f \cdot r_1 \cdot \frac{N}{V} \cdot 8\pi R dR \quad [5]
\]

while surface coverage is given by the following equations

\[
    \frac{d\theta}{dt} + \frac{r_z}{\Gamma_{max}} + \frac{2\theta MW_{pt}}{R \rho_{pt}} (r_2) = 0 \quad [6]
\]

\[
    \theta + \theta^{vac} = 1 \quad [7]
\]

Finally, the population balance equation is incorporated into the model

\[
    - \frac{\partial (\frac{dR}{dt} f)}{\partial R} = \frac{\partial f}{\partial t} \Leftrightarrow \frac{\partial \left( \frac{MW_{pt} (r_1 + r_2) f}{\rho_{pt}} \right)}{\partial R} = \frac{\partial f}{\partial t} \quad [8]
\]

Where \( f \) the log-normal particle size distribution

\[
    f(R, t = 0) = \frac{1}{R \ln(\sigma_g) \sqrt{2\pi}} \exp \left\{ -\left[ \ln \left( \frac{R}{R_g} \right) \right]^2 \right\} \quad [9]
\]

The modified Pt dissolution model is under development and will provide a precise tool for monitoring the particle size distribution as a function of time.
Conclusions

A model was built to examine the effect of Pt particle size distribution on Pt stability. Modified Butler-Volmer equations were used to describe Pt dissolution and oxidation while three different Pt particle sizes were included to study their effect on Pt radius under potential cycling and Pt$^{2+}$ concentration across the electrode and membrane. Preliminary results revealed that the governing mechanism of Pt dissolution under potential cycling is Ostwald ripening where large particles grow at the expense of small ones. Further simulations were conducted using 5 different particle sizes for each particle size distribution. The same Pt dissolution mechanism (Ostwald ripening) was observed during potential cycling (0.5 - 1 V vs. SHE) for all distributions tested and the effect of distribution “width” on Pt$^{2+}$ concentration was demonstrated. In addition, three driving cycles were simulated showing that i) Pt$^{2+}$ concentration does not reach a steady state for potential cycling less than 2 h; and ii) the longer the vehicle remains at idle state (OCV) the higher the Pt$^{2+}$ concentration in the electrode. Currently, a modified version of the model is being tested including a population balance that better describes the particle size distribution; it will provide a precise tool for monitoring the particle size distribution as a function of time.

### TABLE I. Model variables and constants.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Description</th>
</tr>
</thead>
</table>
U₂
Thermodynamic Pt oxidation potential (V)
Uₒ¹ (V)
Thermodynamic potential of Pt dissolution (~ 1.2 V vs SHE)
Uₒ₂ (V)
Thermodynamic potential of Pt oxidation (~ 0.98 V vs SHE)
V
Volume
a₁, a₂, c₁, c₂
Anodic and cathodic transfer coefficient of Pt dissolution
εₓ, εₘ
Ionomer volume fraction in the cathode and membrane
Γₓₘₐₓ (molm⁻²)
Maximum oxide at Pt surface (2.18e⁻⁵ molm⁻²)
Δμₒ\textsuperscript{°} (Jmol⁻¹)
Fitted chemical potential shift for PtO
θₗ
Total surface oxide coverage of small, medium and large Pt particles
θₓ\textsubscript{vacant}
Pt oxide vacancy at the top surface monolayer of small, medium and large Pt particles
ρₚ (kgm⁻³)
Pt metal density (21,090 kgm⁻³)
ρₓₚₒ (kgm⁻³)
PtO metal density (14,100 kgm⁻³)
σₓ
Geometric standard deviation
σₚ (Jm⁻²)
Surface tension of Pt nanoparticles (2.37 Jm⁻²)
σₓₚₒ (Jm⁻²)
Surface tension of PtO nanoparticles (1 Jm⁻²)
ω (Jmol⁻¹)
PtO-PtO interaction coefficient
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