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ABSTRACT

Systems and methods for the communication of data over a plurality of parallel communication paths are provided. Embodiments of the parallel communications systems and methods may discover, characterize, and leverage multiplicity of resources in various network elements to provide network applications with a desired communication objective and level of performance. The systems and methods may dynamically adapt to changes in the network resources to continuously provide the desired communication performance.
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TECHNICAL FIELD

The invention relates generally to systems and methods for data communication, and more particularly, to systems and methods for the communication of data over a plurality of parallel data communication paths.

BACKGROUND

Given the pivotal role that packet based data networks, such as the Internet, are envisioned to play in the future, a tremendous amount of research has been directed toward these networks to work better, cheaper, and faster. However, despite the vast resources of most networks, the majority communicate data between two network entities in a sequential manner. For example, the widely used Internet Protocol (IP) supports only single-path routing between any two entities.

Accordingly, packet data networks in general, and the Internet in particular, possess inherent characteristics that potentially allow for improvement in performance, cost, functionality, and flexibility by transcending the sequential data communication property. That is, parallelizing data communication results in radical improvements in the capabilities of many packet data networks.

Forms of parallel data communications have been attempted, but generally suffer from a number of deficiencies. For example, forms of parallel data communications systems, such as simple aggregation, link bundling, and channel bonding, implicitly require homogeneous network resources to perform well. Accordingly these technologies, in general, assume that the aggregated resources will provide consistent and predictable performance characteristics. Thus, simple leveraging schemes that split data over multiple resources with appropriate buffering at the receiving end fail to achieve effective aggregation in dynamic network environments. When homogeneity and/or consistency of the network do not exist, the simplistic strategy employed may not produce the desired performance.

U.S. Pat. No. 6,625,161 (“the 161 patent”) describes a communication system using one variation of simple aggregation. Specifically, the ‘161 patent is directed to a system for combining a plurality of parallel communication channels to emulate a single high-bandwidth communication channel. A continuous stream of packets are grouped as traffic aggregates and assigned to queues associated with the plurality of parallel communication channels. The assignment and reassignment of traffic aggregates to the queues is performed dynamically based on measuring queue load ratios associated with the lengths of the queues for each of the parallel communication channels. Grouping of existing and future packets as traffic aggregates is based on common attributes shared by the packets such as common source and destination IP addresses.

However, like other simple aggregation techniques, the system of the '161 patent suffers from a number of deficiencies. For example, because the packets are reassembled at the receiver end, the performance of the aggregation is dependent on the path with the lowest performance.

An example of the lowest path performance deficiency may be illustrated with a simple aggregation system having two paths, the first path having a greater bandwidth than the second path. Eight of ten packets are delivered along the first path and arrive at the destination in 1 ms. Because the entire communication has not been received, these eight packets are buffered at the receiver until the remaining two packets arrive. The remaining two packets are delivered along the second path, but it takes 500 ms for the remaining two packets to arrive at the destination. Accordingly, the entire communication is not available to the destination for at least 500 ms. Therefore, in some cases, particularly situations in which the paths do not have similar network characteristics, simple aggregation systems do not improve the overall network performance.

Furthermore, simple aggregation systems are not typically designed to adequately handle changing network conditions along a communications path, and may not install and operate seamlessly within existing networks.

Accordingly, what is needed is a parallel communications system that: is capable of working with both homogeneous and heterogeneous network elements (with and without diversity in performance characteristics of the individual network resources); is capable of adapting to changing network environments; is capable of being deployed as an overlay to existing networks; and does not require changes to network applications to realize the benefits.

SUMMARY

Systems and methods for the communication of data over a plurality of parallel communication paths are provided.

An embodiment of a method for communicating data over parallel data paths includes characterizing each of a plurality of parallel data paths by repeatedly determining path properties, the plurality of parallel data paths defining a single virtual connection between a sending node and receiving node; and scheduling the transmission of data across the plurality of parallel data paths to meet an objective function, the scheduling based on the path properties.

One embodiment of a system for communicating data over parallel data paths includes a processor configured to fetch and execute instructions from an instruction execution system. The executable instructions characterize each of a plurality of parallel data paths by repeatedly determining path properties, and the plurality of parallel data paths may define a single virtual connection between a sending node and receiving node. The instructions may further include instructions for scheduling the transmission of data across the plurality of parallel data paths to meet an objective function, the scheduling based on the path properties.

The instructions for scheduling the transmission of data may further include instructions for scheduling a first transmission of data along a first path of the plurality of parallel
data communication paths to be received at the destination; and instructions for scheduling a second transmission of data along a second path of the plurality of parallel data communication paths, the second transmission of data scheduled to be received at the receiving node in a predetermined sequence in relation to the first packet.

Another exemplary embodiment of a system for communicating data over parallel data paths includes means for characterizing each of a plurality of parallel data paths by repeatedly determining path properties, the plurality of parallel data paths defining a single virtual connection between a sending node and receiving node; and means for scheduling the transmission of data across the plurality of parallel data paths to meet an objective function, the scheduling based on the path properties.

Other systems, methods, features, and/or advantages will become apparent to one with skill in the art upon examination of the following drawings and detailed description. It is intended that all such additional systems, methods, features, and/or advantages be included within this description and be protected by the accompanying claims.

BRIEF DESCRIPTION OF THE DRAWINGS

The components in the drawings are not necessarily to scale relative to each other. Like reference numerals designate corresponding parts throughout the several views.

FIG. 1 depicts an embodiment of an exemplary parallel communication system capable of communicating data over a plurality of parallel communication paths.

FIG. 2 depicts a block diagram of an embodiment of the parallel networking transceiver used to provide the parallel communication within the network of FIG. 1.

FIG. 3 depicts an embodiment of a corporate WAN spanning a plurality of remote office sites having a plurality of the parallel networking transceivers, as depicted in FIG. 2, for leveraging a plurality of parallel communication paths.

FIG. 4 depicts an embodiment of an exemplary method including steps for communicating data over a plurality of parallel communication paths.

DETAILED DESCRIPTION

Systems and methods for the communication of data over a plurality of parallel communication paths are disclosed. The parallel communications systems and methods may discover, characterize, and leverage a multiplicity of resources in various network elements of the communication system to provide network applications with a desired communication objective and level of performance. The systems and methods may dynamically adapt to changes in the network resources to continuously provide the desired communication performance.

Although the systems and methods may be implemented on or between any of the seven International Standard Organization’s Open System Interconnect (ISO/OSI) network layers, one embodiment of a parallel communication system is implemented as a layer-4 (transport) protocol technology that operates on IP traffic to leverage the multiplicity of network resources.

FIG. 1 depicts an exemplary parallel communication system 20. The data communicated through the parallel communication system 20 may be referred to as being encapsulated within a data packet. However, the data is not required to be in any particular form, and instead, may be in the form of a segment, a frame, a byte, or a bit, for example.

One embodiment of a parallel communication system 20 may include a sender parallel communication transceiver 22 and a receiver parallel communication transceiver 24. Each of parallel communication transceivers 22 and 24 may reside in a router-independent, standalone unit which may be deployed on either side of a section of a network 26 for which the multiplicity is to be leveraged.

Network 26 may, for example, be a local-area network (LAN), wide-area network (WAN), or the Internet. Legacy network nodes 28, depicted as solid black circles in FIG. 1 may be existing networked computing devices such as routers, for example. In some embodiments, legacy network nodes 28 may be modified to contribute specific intelligence to parallel communication transceivers 22 and 24. However, in general, the legacy network nodes 28 do not require modification for use in the system. Thus, no changes to existing infrastructure within network 26 are required.

The embodiment of FIG. 1 depicts source computing device 30 and a destination computing device 32 which communicate with parallel communication transceivers 22 and 24 through connections 34 and 36, respectively. Source computing device 30 and destination computing device 32 may be referred to generically as communications endpoints and represent any number of computing devices that may use parallel communication transceivers 22 and 24 to leverage the multiplicity of network 26. Connections 34 and 36 may represent any number of wired or wireless connections, and may represent one or more networks which may also include a number of other networked computing devices.

In the present example, sender parallel communication transceiver 22 is responsible for sending data packets originating from source computing device 30 across network 26 to receiver parallel communication transceiver 24. Receiver parallel communication transceiver 24 is responsible for receiving packets sent by sender parallel communication transceiver 22 and forwarding them to destination computing device 32. Although transceiver 22 and 24 are referred to as a sender and receiver, respectively, it should be understood that each transceiver may be configured equivalently to operate both as senders and receivers of parallel communication data. However, for simplicity, the specific example of FIG. 1 depicts the transfer of data packets in a single direction across network 26 (left to right) and depicts the transfer of acknowledgement (ACK) packets in an opposite direction (right to left). Thus, in some embodiments, data packets and acknowledgement packets may be sent in opposite directions across network 26, with transceiver 24 acting as the sender and transceiver 22 acting as the receiver.

Additionally, for the sake of simplicity, only two sets of parallel communication transceivers, connections, and endpoints are depicted. However, any number of communication transceivers may be interfaced to network 26 for the purpose of leveraging network 26 for an associated communications endpoint.

Source computing device 30 and a destination computing device 32 may include a number of applications that use network 26 to transfer packet data between the devices. For example, source computing device 30 may include a server application for transmitting data to a client application on destination computing device 32. Similar to the legacy network nodes 28, the application(s) associated with source computing device 30 and destination computing device 32 may be unaware of parallel communication transceivers 22 and 24 and require no changes in design or operation.

A connection may be described as an end-to-end communications link between two network entities, without
regard to how the packet arrives at the destination. For example, connection 38 represents the end-to-end communications link between parallel communication transceivers 22 and 24. A connection may be referred to herein as a "virtual" connection because, in reality, the connection may represent a number of paths forming the end-to-end link.

Thus, a path may describe one of a number of routes that a data packet may travel between two entities (i.e. over the virtual connection). For example, path 40 (solid line) represents a first path for which a data packet travels along connection 38. Similarly, path 42 (dotted line) and path 44 (dashed line) represent a second and third path for which a data packet may travel along connection 38. Paths 40, 42, and 44 may be referred to as parallel paths in that they represent three different routes for packet data to propagate through network 26 at the same time. Although only three paths are depicted in FIG. 1, there may be any number of paths formed by any number of nodes that a packet may travel over the connection. Furthermore, it should be understood that a path may comprise a single point-to-point link and may also include multiple virtual circuits over a single physical connection. In some embodiments, the virtual circuits may be addressable through, for example, port numbers or multiple protocol label switching (MPLS) labels.

Parallel communication transceivers 22 and 24 are configured to leverage the parallel paths to provide a level of service for each of one or more objective functions to the endpoints. Exemplary objective functions may be a measure of bandwidth, delay, jitter, loss rate, security, resiliency, and cost. A level of service may refer to, but is not limited to, the desired amount of bandwidth, the allowable delay, jitter, loss rate, security, resiliency, or cost.

For example, a desired amount of bandwidth may be accommodated by seeking and aggregating the paths having the desired bandwidth once combined in parallel. In contrast, some applications may require less bandwidth, but require improved delay and jitter performance. For example, voice over Internet protocol (VoIP) predominantly requires a connection having a bandwidth of less than 100 Kbps, but requires more stringent control of delay, jitter, and data loss. Furthermore, if an expensive 3G data path and a cheap 802.11 data path are serving the VoIP call, cost minimization may be prioritized. Accordingly, the objective functions may be accommodated by the parallel communication transceivers 22 and 24 selecting a number of parallel paths having the most favorable characteristics for meeting the desired level of service, and then appropriately scheduling the transmission of data packets across the selected paths.

FIG. 2 depicts a block diagram of the architecture of an embodiment of a parallel communication transceiver 22 that may be employed within a parallel communication network 26 of FIG. 1 for implementing the parallel communication systems and methods. Although not depicted, receiver parallel communication transceiver 24 may use the same, or similar, architecture.

Generally speaking, parallel communication transceiver 22 may comprise any one of a wide variety of wired and/or wireless computing devices, such as a laptop computer, PDA, handheld or pen based computer, desktop computer, dedicated server computer, multiprocessor computing device, embedded appliance, router, networking device, and so forth. Irrespective of its specific arrangement, a parallel communication transceiver can, for instance, comprise a bus which may connect a display, memory, mass storage device, network interface, processing device, and input/output interfaces.

The associated processing device can include any custom made or commercially available processor, a central processing unit (CPU) or an auxiliary processor among several processors associated with the parallel communication transceiver, a semiconductor based microprocessor (in the form of a microchip), a macroprocessor, one or more application specific integrated circuits (ASICs), a plurality of suitably configured digital logic gates, and other well known electrical configurations comprising discrete elements both individually and in various combinations to coordinate the overall operation of the computing system.

Input/output interfaces provide any number of interfaces for the input and output of data. For example, these components may interface with a user input device, which may be a keyboard or a mouse, buttons, a touch sensitive screen, a stylus, etc. A display can comprise a computer monitor or a plasma screen for a PC or a liquid crystal display (LCD) on a handheld device, for example.

The memory can include any one of a combination of volatile memory elements (e.g., random-access memory (RAM, such as DRAM, and SRAM, etc.)) and nonvolatile memory elements (e.g., ROM, hard drive, tape, CDROM, etc.). The memory may also comprises a native operating system, one or more native applications, emulation systems, or emulated applications for any of a variety of operating systems and/or emulated hardware platforms, emulated operating systems, etc.

Each of the described modules, and any sub-modules, may comprise an ordered listing of executable instructions for implementing logical functions. When the executable modules are implemented in software, it should be noted that the system can be stored on any computer-readable medium for use by, or in connection with, any computer-related system or method. In the context of this document, a computer-readable medium is an electric, magnetic, optical, or other physical device or apparatus that can contain or store a computer program for use by or in connection with a computer-related system or method. The executable modules can be embodied in any computer-readable medium for use by, or in connection with, an instruction execution system, apparatus, or device, such as a computer-based system, processor-containing system, or other system that can fetch the instructions from the instruction execution system, apparatus, or device and execute the instructions.

In the context of this document, a “computer-readable medium” can be essentially anything that can store, communicate, propagate, or transport the program for use by or in connection with the instruction execution system, apparatus, or device. The computer-readable medium can be, for example, but not limited to, an electronic, magnetic, optical, electromagnetic, infrared, or semiconductor apparatus, device, or propagation medium. More specific examples (a nonexhaustive list) of the computer-readable medium would include the following: an electrical connection (electric) having one or more wires, a portable computer diskette (magnetic), a random access memory (RAM) (electronic), a read-only memory (ROM) (electronic), an erasable programmable read-only memory (EPROM, EEPROM, or Flash memory) (electronic), an optical fiber (optical), and optical mediums such as a digital versatile disc (DVD) or compact disc read-only memory (CDROM). Note that the computer-readable medium could be even be paper or another suitable medium upon which the program is printed, as the program can be electronically captured, via optical scanning of the paper or other medium,
then compiled, interpreted or otherwise processed in a suitable manner if necessary, and then stored in a computer memory.

Parallel communication module 46 may include two primary submodules: core engine 48 and path engine 50. Core engine 48 is primarily responsible for per-connection functionality, and path engine 50 is primarily responsible for per-path functionality and state. The dichotomy of these modules serve to create one potential advantage over existing technologies that do not distinguish between path and connection functionality.

While functionality refers to the "behavior" or "algorithm" employed by the system, such behaviors and algorithms may operate on, and maintain data-structures, which may be referred to herein as "states." Accordingly, multiple connection states may be created for a single connection. Likewise, for functionality maintained at the path level, such as congestion control, multiple states (e.g., available rate) may be maintained for each path.

A traditional layer-4 technology, such as TCP, has an integrated design in terms of functionalities like connection management, congestion control, reliability, and flow control, etc. However, such a design is inherently flawed for effective parallel communication because integrated operation does not distinguish between per-path characteristics, and per-connection characteristics.

However, unlike TCP, parallel communication transceivers 22 and 24 may decouple various functionalities of the network into per-path and per-connection functionality. For example, the described parallel communication systems may treat flow-control, connection management, and connection reliability as connection level functionalities, and may associate path management, congestion control, throughput estimation, loss estimation, delay estimation, and estimation of other network parameters as per-path functionality.

One example of the potential benefits of decoupling network functionality into per-path and per-connection functionalities (and associated states) for the parallel usage of resources may be illustrated in the context of a network having two parallel paths P1 and P2. Paths P1 and P2, may, for example have an available throughput of 50 units and 100 units, respectively. In this example, a connection uses both paths to their fullest availability. Hence, the total rate of the connection is capable of operating at 150 units.

Using the TCP congestion control mechanism known as linear increase/multiplicative decrease (LIMD), if path P1 experiences a loss, TCP (which does not maintain decoupled states or perform decoupled functionality) is designed to cut the rate of the entire connection by one-half. Accordingly, the connection's total rate is lowered to 75 units.

However, even assuming that the two paths are used in a best effort network (in which case cutting down the rate by half is the "correct" behavior), the ideal reaction would be a halving of the rate on only the path with the loss, rather than the entire connection.

Accordingly, by decoupling the functionality (and associated state) of the individual paths from the connection, each path may be maintained separately. Accordingly, in this example, the rate of P1 may be halved to 25 units, leaving the rate along P2 (100 units) unaffected, for a total rate of 125 units. Thus, a significant improvement in performance may be achieved in comparison to traditional approaches that do not decouple the connection from each path in the connection. Said another way, this improvement is achieved by perceiving each path to be independent entities, and treating them as such.

Now that the concepts of connections and paths have been generally described, the concept of a parallel communication session is described. Specifically, each parallel communication session may generally be associated with a parallel communication module 46, and thus describes a specific set of a core engine 48 instance along with its associated path engine 50 instance(s) created based on a configured trigger. The trigger may be configured, for example, through a user interface, for example.

A trigger may be configured based on specific applications, application types, source-destination addresses, source-destination addresses and ports, for example. Upon a parallel communication transceiver receiving a packet matching a configured trigger, and a communication session already has not been set for that matching trigger, a new session may be instantiated. Because each session instance may include its own configuration, such as data structures, each session can have its own objective functions that are independent of any other session instance.

Triggers may, for example, be based on a specific application, such as VoIP traffic or ftp traffic. Thus, core engine 48 may be configured to schedule packets to be received based, in part, on meeting one or more objective functions that match the session instance. For VoIP, the objective function may be reducing jitter, and for ftp traffic, may be maximizing throughput. Accordingly, a sending communication transceiver may receive packets to be scheduled for transmission by a number of core engine 48 instances. In some cases, even though the destination endpoint may be the same, a different set of paths and scheduling may be used based on the objective function of each session.

Triggers may, for example, be based on a destination address. In one embodiment, a trigger configuration may be set to create a new session for each new destination IP address detected. If a new packet with a destination IP address "X" is received by a parallel communication transceiver, a new parallel communication session will be created corresponding to the address "X." For any more packets received with destination address "X," these packets may be served by that session, which may include its own core engine 48 and path engine 50 instance(s).

Now that the concept of a parallel communication session has been described, more detail as to its components, path engine 50 and core engine 48, are described in more detail. In general, path engine 50 is responsible for tracking per-path functionalities, including path characterization and ensuring the reliable delivery of packets within a path. In contrast to path engine 50, core engine 48 may be responsible for per-connection operations such as connection management, connection reliability, flow control, and scheduling. Core engine 48 may also maintain information about the parallel paths for a particular connection. Core engine 48 may be configured as the primary interface for network traffic. For example, in the embodiment of FIG. 2, core engine 48 interfaces to the underlying IP layer 62 through parallel communication sender module 64 and parallel communication receiver module 64, for sending and receiving packets respectively. Core engine 48 may include a number of modules including connection processor 69, dispatcher module 68, data processor module 70, a send buffer 61, loss exposure module 74, parallel communication ACK transmitter module 76, LIMD emulator module 78, resource discovery module 79, and scheduler module 80. The functionality of these, and other modules, will be explained in more detail with respect to core engine 48, and within the context of the interaction of path engine 50.
With respect to path engine 48, FIG. 2 depicts a number of path engine 50 instances, which may be created for every path to be used in the network. Further, a path engine instance for a given path may, for example, be created for every new connection (or session, application, etc., depending upon the granularity of traffic separation configured into the system) that will be using the path. An instance of a path engine 50 may be created, for example, upon the first packet of a connection arriving at the parallel communication transceiver.

Each instance of path engine 50 may include a path characterization module 52, for characterizing the associated path to determine path properties. More specifically, although path characterization module 52 may handle a number of other functions, in general, path characterization module 52 may repeatedly determine path properties as they change over time. Examples of the path properties may include the instantaneous, mean, and distribution of throughput, bandwidth, delay, jitter, loss rate, cost, and security, for data transmitted over a particular path. In practice, many network paths have dynamic conditions, having periods of differing throughput, bandwidth, delay, loss, jitter, data flow, cost, and/or security, for example. In fact, paths may completely cease to function. Thus, the path characteristics are repeatedly determined (e.g., periodically, dynamically, continuously, and/or randomly, etc.) such that dynamic path conditions are captured.

Path characterization may be active or passive. Active characterization may include adding a header to packets that include information which may be used to deductively determine the properties (e.g., time stamps). In contrast, passive characterization may use information already embedded in the data (e.g., in a TCP header) to deductively determine the properties, or may deduce path properties from the receipt or lack of receipt of packets. For example, by observing TCP acknowledgements, the system may infer the occurrence, or lack thereof, of losses.

Passive characterization may include monitoring the characteristics of data packets delivered along the various paths. Some embodiments may include the ability to re-use existing layer-4 technology protocol operations to perform the path characterization. Thus, through an understanding of transport protocol operations (e.g., TCP), the system may be configured to actively re-use the transport protocol’s mechanisms to perform path characterization. Accordingly, path characterization may leverage this awareness of higher layer protocols, such as the TCP transport layer.

It is not necessary for the module to determine all of the properties of the path. Rather, only those properties required for a specific objective (e.g., an amount of bandwidth, jitter, or cost) need be collected. For example, in the embodiment of FIG. 2, one objective function is maximizing bandwidth. Accordingly, in the present embodiment, path characterization module 52 may be generally used for characterizing the bandwidth of each path. Specifically, path characterization module 52 may determine and continuously track how much data is sent across the corresponding path for the purpose of determining how much data is to be sent through a specific path. Thus, congestion control (a path related functionality) is decoupled from connection reliability (a connection related functionality).

The congestion control of a path generally refers to determining the amount of data to be sent through a path. In some embodiments, it is potentially advantageous to handle congestion control as a per-path functionality for at least the reason that each path has different bandwidth characteristics, and each path may have different traffic flowing through it. Accordingly, by decoupling the congestion control, paths with heterogeneous characteristics (e.g., different bandwidth, jitter, cost, security, etc.) may be leveraged more effectively.

In one embodiment, each path engine 50 instance may use the congestion-window based bandwidth estimation mechanism used by TCP. Specifically, a bandwidth estimator in the path engine 50 may use a congestion window as an approximation of the bandwidth-delay product (capacity) of the path engine’s corresponding path. The congestion window may be maintained based on the Linear Increase/Multiplicative Decrease (LIMD) policy as used by the TCP congestion control mechanism. LIMD achieves fair sharing of the path bandwidth among legacy Internet flows.

Path engine 50 may also use the slow-start phase of the TCP congestion control mechanism to probe for available bandwidth. In the slow-start phase, the path characterization module 52 may increase the congestion window by two for each received ACK packet. A threshold value of the congestion window may be used to determine the point of transition from slow start to congestion avoidance. The threshold value is half of the congestion window value when loss occurs. In the congestion avoidance phase, path characterization module 52 may, for example, increment the congestion window size by one for every received ACK packet.

When path characterization module 52 detects a loss through the reception of a third successive duplicate ACK packet, path characterization module 52 may be configured to cut the congestion window by half and continue with the congestion avoidance phase. If path characterization module 52 detects loss through the expiry of the timer waiting for an ACK packet, path characterization module 52 may be configured to reduce the congestion window size to one and proceed with the slow-start phase.

The path characterization module may also perform estimation of path properties, which may include parameters such as, but not limited to, bandwidth, loss, delay, jitter, etc., explicitly using mechanisms such as TCP-friendly rate control (TCP), guaranteed TCP (GTP), binomial congestion control (BCC), etc. In some embodiments, the path characterization module may perform the estimation of the path properties using a custom estimation approach that may, for example, maintain average and deviation values for each of the parameters. The estimation approach may further include updating the parameters through appropriate weighted averaging techniques, using information learned from each ACK received. For example, an ACK arriving at time $T_r$ for a data packet sent at time $T_s$, the average delay value may be updated as follows:

$$\text{Delay}_{avg} = \text{Delay}_{avg}^{(1-k)} + k \text{Delay}_{data}$$

Where $k$ may be a constant value less than one and greater than zero. For example, $k$ may be set to a value between 0.75 and 1.0, which may avoid rapid reactions to network transients.

In general, header generator module 56 generates a path header to be sent to core engine 48. The path header may include path information such as, but not limited to, the latest round trip time (RTT) estimate, a path-level sequence number, port information, checksum, a path-level ACK sequence number, flow control information, and flags to indicate which of the above fields are valid. Core engine 48 generates a connection header which may be combined with
this path header to form a parallel communication header. The connection header may include connection information such as, but not limited to, a connection identifier, a connection sequence number of the data packet, connection-level ACK sequence number, a number of transmission paths being used, and a number of reception paths being used. The parallel communication header may then be transmitted with the packet as will be described in more detail with respect to core engine 48.

Header generator module 56 may be configured to create the path header for a data packet upon a request from path characterization module 52. The request from path characterization module 52 may provide the header generator module 56 with information to be included in the header to be created. For example, path characterization module 52 may provide the path-level sequence number and the latest round trip time (RTT) estimate, etc.

Path characterization module 52 may be configured to send the path header created by header generator module 56 to core engine 48 through interface 58 through a send_data() call. Specifically, a send_data() call may indicate to scheduler module 80 (of core engine 48) that a data packet may be sent across the path associated with the path engine 50 instance making the call. The information in the path header may be used by scheduler module 80 (in core engine 48) to schedule the delivery of a packet across the identified path. An exemplary algorithm for scheduling the delivery of the data packets across the path will be described in more detail with respect to scheduler module 80 below.

Path characterization module 52 may implicitly estimate the available bandwidth by indicating the ability to send new packets under a variety of conditions. For example, in one embodiment, path characterization module 52 may send the send_data() call to scheduler module 80 under the following conditions:

(i) An indication of a successful receipt of a previously transmitted packet, (e.g. an receipt of an ACK from the previously transmitted packet).

(ii) The phase of path characterization module 52 (e.g., bandwidth probing or normal operations); and/or

(iii) If the number of additional packets decided to be sent is a fraction, any value less than one is accumulated until a subsequent increase enables the transmission of a whole packet.

Core engine 48 may include a send buffer 61, which may be used to hold a number of standard packets to be transmitted over the parallel communication paths 40, 42, and 44. Standard packets may be packets that do not include a parallel communication header, such as typical TCP packets or UDP packets. For example, standard packets can be those sent from a source computing device 30 to a target parallel communication transceiver 22, or from a receiver communication transceiver 24 to destination computing device 32, for example. Thus, upon receipt of a path header from path characterization module 52, core engine 48 may determine whether any data packets are ready to be sent by checking for a quantity of data packets to be sent in send buffer 61.

If data packets are present in send buffer 61, core engine 48 picks the next unbound packet (packet in the buffer that does not have a binding in a binding data structure), binds the packet to the header sent by path characterization module 52, and sends it to out through the parallel communication sender 64.

However, if data packets are not present in send buffer 61, core engine 48 may respond to path characterization module 52 (e.g. over interface 60) with an indication of the absence of data packets to be sent. This indication may be referred to as a FREEZE command. On receipt of the FREEZE command from core engine 50, path characterization module 52 may be configured to deactivate the bandwidth estimation and may also inform the path header generator module 56 that core engine 48 does not have packets in the send buffer 61. Path engine 50 may be configured to re-activate the bandwidth estimation and header generation functions on the reception of an indication from core engine 48 that data packets are queued in send buffer 61. This indication may be referred to as a RESUME command sent by core engine 48.

Path characterization module 52 may also be configured to inform core engine 48 of a change in the bandwidth estimation through interface 58. For example, path characterization module 52 may be configured to update the bandwidth estimate when path characterization module 52 receives an ACK packet from a previously transmitted packet. This ACK packet may, for example, be passed from dispatcher module 68, located in core engine 48, which will be discussed in more detail below.

In general, reliability module 54 may ensure the reliable delivery of packets along the associated path associated with the path engine 50 instance. It should be understood that, for the effective decoupling of path reliability from the reliability of each connection, core engine 50 may be configured to handle the connection reliability. Accordingly, connection reliability is discussed in more detail with respect to core engine 48 below.

With respect to path reliability, reliability module 54 may be configured to receive ACKs from dispatcher 68, and utilize cumulative and selective ACKs to determine whether the packets have been properly received. For example, when cumulative acknowledgements are used, receipt of a pre-determined number of duplicate acknowledgements results in an inference of a packet loss. For example, if three duplicate ACKs consecutively provide the same sequence number, it is inferred that the packet corresponding to that sequence number is lost (and thus should be retransmitted).

When selective ACKs are used, more specific information is given by the receiver to the sender to identify which packets are lost. For example, the receiver may indicate the receipt of packets 5-11, 13-29, and 31-48 to the sender. Thus, the sender may infer that packets 12 and 30 have been lost (and thus should be retransmitted).

Furthermore, if the connections served are TCP flows, reliability module 54 may be configured to re-use the TCP headers. Specifically, the ACK sequence number in the TCP header may be used by the system to exchange information about lost packets as described above.

Now that the general functionality of path engine 50 has been described, core engine 48 is described in more detail. As mentioned previously, core engine 48 may be responsible for inter-connection operations such as, but not limited to, connection management, connection reliability, flow control, and scheduling. It should be understood that some embodiments of core engine 48 may not include all of these features, and other embodiments may include a variety of other features.

In some embodiments, flow control may not be necessary because the amount of buffer maintained by the destination may be the deciding factor in performing flow control. Thus, the destination transceiver may be configured to inform the source transceiver of the amount of receive buffer available. Thus, the source may use this information to adapt its sending rate to avoid overflow of the destination buffer. Accordingly, in one embodiment, the buffer size used in the sending parallel communication transceivers are the same as the buffer size used at the destination parallel communic-
tion transceivers to avoid drops communication due to the overflow of the receiving buffer.

In the embodiment of FIG. 2, core engine 48 may include dispatcher module 68 for classifying incoming packets received from the IP layer 62 through an interface with parallel communications receiver module 66. Specifically, dispatcher module 68 may examine the header of incoming packets to determine the content type (e.g., data or an ACK).

Accordingly, data packets are forwarded to data processor module 70, and ACK packets are forwarded to ACK processor module 72.

However, before forwarding the packets to either of data processor module 70 or ACK processor module 72, connection processor 69 may examine the packets to identify whether or not the packet is associated with a known connection. If the connection is not known, connection processor 69 may create the appropriate data structures for the newly discovered connection.

In general, data processor module 70 may process data packets received from dispatcher module 68. Data processor module 70 may be configured to perform a number of operations based on the type of packet received. Specifically, data processor module 70 may be configured to detect whether a received packet includes a parallel communication header.

For example, looking back to FIG. 1, sender parallel communication transceiver 22 receives standard data packets which do not have a parallel communication header from source computing device 30. Accordingly, data processor module 70 buffers the received data packet in send buffer 61 for eventual transmission across network 26.

In contrast, parallel communication transceiver 24 receives parallel communication data packets (e.g., those that are encapsulated in a parallel communication header) from parallel communication transceiver 22 over any combination of parallel paths 40, 42, and 44. Upon parallel communication transceiver 24 receiving a parallel communication data packet, data processor module 70 may remove the connection header from the data packet and extract the connection information from the header. Core engine 48 may update the corresponding connection variables and data structures from the connection header. For example, core engine 48 may update the RTT values, purge the send buffer of ACKed packets, and update a rank data structure, which is described in more detail below.

Data processor module 70 may also remove the path header from the data packet and forward the path header to the path engine 50 associated with the corresponding path through interface 60. The corresponding path may, for example, be determined from the path sequence number and/or the source and destination addresses in the path header. Path engine 50 may then send back an ACK to the sending parallel communication transceiver. The ACK may indicate the successful receipt of the data packet and may include information about the data packet transmission, such as RTT values copied from the data packet. Data processor module 70 may be responsible for the aggregation of received data packets, for ultimate delivery to the destination endpoint device. Once the parallel communication header has been removed, data processor module 70 may send the resulting standard data packet, which may be a standard TCP data packet, to the IP layer through parallel communication sender interface 64. In one embodiment, data processor module 70 may be configured to perform conditional reassembly. That is, data processor module 70 may be configured to reorder the received data only upon the received data meeting a condition requiring resynchronization. The conditional reassembly process may, for example, reorder the received data into the predetermined sequence which they were to be received, as scheduled by scheduling module 80.

For example, data processor module 70 may send the packet to the IP layer only under one of two conditions: (i) the higher layer protocol is one that requires the in-sequence delivery (e.g., TCP), and the data packet is an in-sequence packet, or (ii) the higher layer protocol is one that requires in-sequence delivery. The standard data packet may then be transmitted to the ultimate destination of the end-to-end connection, here destination computing device 32. If both of the conditions are not satisfied, the data packet is held in the data buffer until a new data packet arrives. For every data packet received, the core engine may drain as many buffered packets as possible based on the above conditions.

Upon the receipt of an ACK packet, dispatcher module 68 forwards the packet to ACK processor module 72. In general, ACK processor module 72 provides reliability and congestion control by processing connection and path headers and providing the associated per-connection and per-path feedback.

More specifically, ACK processor module 72 may also perform a number of operations based on the type of packet received. For example, if ACK processor module 72 detects that the received ACK packet is a parallel communication ACK packet (e.g., by detecting a parallel communication header) then ACK processor module 72 may remove the connection header from the data packet and extract the connection information from the header. Furthermore, because the acknowledgement has been received, ACK processor module 72 may be configured to remove the corresponding data packet from send buffer 61.

ACK processor module 72 may also remove the path header from the parallel communication ACK packet and forward the path header to path engine 50 through interface 60. ACK processor module 72 may also forward the standard ACK packet, which may be a TCP ACK packet, to loss exposure module 74.

In general, loss exposure module 74 assists source computing device 30 adapt to the aggregate bandwidth of the multiple paths. More specifically, loss exposure module 74 selectively exposes packet data losses to the source of data (e.g., source computing device 30) with the goal of causing the source to adapt to the aggregate rate of the paths, avoiding the possibility of underutilization or over-shooting by the source of data.

LIMD emulator module 78 may be used in conjunction with loss exposure module 74 to emulate the behavior of a TCP sender adhering to the linear increase/multiplicative decrease (LIMD) transmission policy. LIMD emulator module 78 may emulate the same congestion control mechanism that a TCP sender would perform when receiving the same number of ACK packets. In the embodiment of FIG. 2, LIMD emulator module 78 may be notified about received ACK transmissions by loss exposure module 74, for example, through the emul_ack() call. Furthermore, LIMD emulator module 78 may be configured to reset the number of packets sent to zero and to return the number of packets sent when it receives corresponding inquiries from loss exposure module 74. For example, an inquiry to LIMD emulator module 78 to determine the number of packets sent may be used to determine if a loss should be exposed to the sending TCP. Accordingly, when a loss is exposed, the reset inquiry is used to reset the operations of LIMD emulator module 78.
In one embodiment, loss exposure module 74 may forward all ACK packets to the source except those ACK packets that indicate loss. On the reception of a loss-indicating ACK packet, loss exposure module 74 may compare pkts_sent and Tn. The pkts_sent variable and Tn may correspond to the number of packets sent by the parallel communication sender 64 and the LIMD emulator 78, respectively. The value of Tn may, for example, be obtained by loss exposure module 74 calling a emul_num( ) function of LIMD emulator 78.

If Tn-pkts_sent\(\mu\), where \(\mu\) is a constant threshold that is configurable, then loss exposure module 74 may forward the ACK packet to the IP layer, reset the pkts_sent variable to 0, and call the emul_reset( ) function of LIMD emulator module 78 to reset the number of packets sent from the LIMD emulator to 0. Otherwise, if Tn-pkts_sent\(\mu\), loss exposure module 74 may be configured to drop the ACK packet. Loss exposure module 74 may also notify LIMD emulator module 78 upon forwarding each ACK packet to the IP layer. This notification may, for example, occur through an emul_ack( ) call.

If the ACK packet is received from the destination, indicated by the absence of the parallel communication header, the ACK processor module forwards the packet to parallel communication ACK transmitter module 76. On reception of a standard ACK packet from ACK processor module 72, parallel communication ACK transmitter module 76 requests an ack_mapping data structure, determines the corresponding path engine, and requests the path header from the corresponding path engine 50. The ack_mapping data structure, for example, may maintain the appropriate sequence numbers for packets that arrived along a specific path. By maintaining the sequence numbers and associated paths, the ACKs corresponding to the packets may be sent along the same paths.

The corresponding path engine 50 returns the corresponding path header for the identified ACK packet. Parallel communication ACK transmitter module 76 may then encapsulate the received ACK packet with a parallel communication header, including the path header and a connection header. ACK transmitter module 76 may then send the constructed parallel communication ACK packet to IP layer 62, through the parallel communication sender 64, for delivery of the ACK packet to the sender parallel communication transceiver.

Resource discovery module 79 may passively or actively discover resources available to transmit data across network 26. In the embodiment of FIG. 1, for example, resources may be node 28 and other parallel communication transceivers 22 and 24, which connect to form paths 40, 42, and 44. When passively monitoring traffic, resource discovery module 79 receives data packets from IP layer 62 and extracts the header from each packet to determine the source and destination node of each network packet. Accordingly, by determining the source and destination node in a packet, a path may be inferred to exist between these nodes.

The discovered source and/or destination node may be a potential parallel communication transceiver. For example, resource discovery module may infer that the source and/or destination is a parallel communication transceiver if the received packet includes a parallel communication header.

Upon discovering a potential parallel communication transceiver, resource discovery module 79 may then confirm the discovered resources by transmitting a discovery packet (e.g., a "ping") to the network resources, which may include, for example, a parallel communication header. Other parallel communication transceivers receiving this ping may be configured to respond by acknowledging the ping with an ACK packet encapsulated with a parallel communication header. In some embodiments, the responding parallel communication transceivers may be configured to supply information about known paths, path characteristics, and connections served by the responding parallel communication transceiver between other known parallel communication transceivers.

Accordingly, resource discovery module 79 may also "discover" resources by being provided the identity of resources externally, such as from other network resources (e.g., parallel communication transceivers, routers, etc.) or through a configuration interface (which may be displayed through a graphical user interface). Although resource discovery module 79 may be provided with the identification of resources, resource discovery module 79 may, as above, confirm the availability discovered resources by transmitting a discovery packet (e.g., a "ping") to the network resources, which may include, for example, a parallel communication header.

Resource discovery module 79 may also perform a network wide broadcast, as opposed to a pointed ping, of the discovery packet to learn of other parallel communication transceivers in the network. In this case, all parallel communication transceivers receiving the broadcasted discovery packet may be configured to respond with an appropriate ACK message to indicate its presence.

Additionally, resource discovery module may maintain the status of discovered resources by repeatedly transmitting discovery packets to known nodes, such as parallel communication transceivers, for the purpose of determining an availability of the nodes to receive and potentially retransmit data over a path.

Once the resources are discovered, the individual links between intermediate resources are used to abstract on or more paths between two parallel communication transceivers. Looking to FIG. 1, the links between each node 28 are abstracted into each of paths 40, 42, and 44 forming the single virtual connection 38. Once a path is abstracted, core engine 48 stores the path as a potential resource for transmitting data over a connection. New instances of path engines may be created as new connections are discovered that can use the path.

The actual directing of the data along a path, which may include routing data through multiple parallel communication transceivers or legacy nodes, may be performed using widely adopted routing standards such as, but not limited to, IP-in-IP encapsulation, minimal IP encapsulation, or source routing. Since these techniques are widely adopted for the forking of data through a particular path, the intermediate nodes within the path are not required to be other parallel communication transceivers, and can indeed simply be legacy routers that support the adopted routing standards. However, in some embodiments, it may be necessary to supply a parallel communication transceiver with the identification of legacy routers that support the supported routing standard (e.g., through external configuration).

In general, scheduler module 80 intelligently schedules packets to be transmitted in an effort to achieve an objective function (e.g., bandwidth maximization/throughput, minimization of delay, jitter reduction, cost reduction, security, increase in reliability (and loss rate), and/or resiliency). It should be understood that the objective function may be a combination of functions (e.g., increasing bandwidth and reduction of jitter). Scheduler module 80 may additionally be configured to meet a desired level of service (e.g., an amount of bandwidth, allowable jitter, cost level, etc.) of the
objective function. The packet scheduling may be based on information such as, but not limited to, the identity of known paths, the dynamically updated characteristics of the paths, the stored state information about the path and/or connection, and by leveraging an awareness of higher layer (e.g., TCP) behavior.

For example, as mentioned, the objective function may be to maximize bandwidth or reduce jitter over a particular connection. Accordingly, packets arriving at sender parallel communication transceiver 22 from source computing device 30 are each assigned to the plurality of outgoing paths 40, 42, and 44 to arrive at the destination parallel communication transceiver 24 in substantially the same order and/or within the degree of synchronization required at the destination parallel communications transceivers.

Data may be scheduled to be received at the destination in a predetermined sequence in relation to the other scheduled data. For example, the predetermined sequence may correspond to: the order the data is received at the scheduler, the order the data is transmitted by a source computing device 30, data sequence information (e.g. data used to signify a particular order of a packet in a data communication, such as a numerical sequence embedded in the data packet headers), or the order data is to be transmitted from a parallel communication sender to a destination endpoint.

Thus, although packets may be actually be received at the destination transceiver 24 out-of-order, the packets are scheduled to be transmitted such that the out-of-order receipt is minimized, thus decreasing jitter and improving bandwidth.

Among other information, scheduler module 80 uses the dynamic characterization of the paths to continuously schedule the packets appropriately. For example, if path characterization module 52 determines that the available bandwidth of one path has decreased, scheduler module 80 may use this characterization information to adapt and schedule less packets to be transmitted across the affected path. Similarly, if a path is determined to be completely broken, packets may be scheduled to be transmitted over other paths.

Accordingly, to effectively synchronize data transmitted over each of the paths, scheduler module 80 may be configured to predict the arrival time of each packet sent over each path. For example, the arrival time may be based, at least in-part, on the RTT estimate provided by path characterization module 52. Additionally, in some embodiments, scheduler module 80 may be configured to consider the arrival probability of data to be transmitted over each path. The arrival probability, for example, may be derived from path properties such as the loss rate of a particular path. Thus, packets are redistributed based on the dynamic characteristics of the path.

Looking back at FIG. 2, in operation, scheduler module 80 may request a path header from an instance of path engine 50. On receipt of the path header, scheduler module 80 may select a data packet for transmission from send buffer 61. Scheduler module 80 encapsulates the selected data packet with a parallel communication header which includes the appropriate path header from path engine 50 and a connection header containing connection information. Scheduler module 80 may send the data packet, encapsulated with the parallel communication header, to IP layer 62 through the sender interface 64. Scheduler module 80 may also update the appropriate data structures.

Before discussion of the details of an exemplary algorithm used by scheduler 80, a number of data structures that may be used by scheduler module 80 are described in more detail. Binding data structure 82 is maintained on a per-path basis and, in general, may be used for storing the mapping of a connection sequence number and a corresponding path sequence number for a corresponding path. Specifically, for each data packet sent to the IP layer by scheduler 80, core engine 48 maintains the mapping between a local sequence number of the concerned path and a connection sequence number in binding data structure 82.

Similarly, core engine 48 maintains the same structure when a data packet is received. Specifically, data processor module may insert the mapping of the connection sequence number and the corresponding path sequence number in the binding data structure for the corresponding path on reception of a data packet from the PVN sender.

The active data structure 84 may store the identity of paths available for the transmission of data. For example, upon determining that data may be sent across an associated path, an instance of the path engine 50 for the specific path may indicate this readiness by sending a send_data( ) call to scheduler 80. However, if data packets are unavailable in the send buffer, core engine 48 may call the FREEZE function and the scheduler module may add the corresponding path to active data structure 84. When a data packet is placed in send buffer 61, scheduler 80 may issue a RESUME call to the path engine 50 instances corresponding to each of the paths identified in active data structure 84.

The rank data structure 86 may store information used for determining the rank of a data packet to be sent in send buffer. Specifically, for every transmitted data packet i sent through path j, the parallel communication sender 64 inserts an element into rank data structure 86 with a timestamp of $T_j + 2\cdot RTT_j$, where $T_j$ is the time at which the data packet was transmitted and $RTT_j$ is the round trip time encountered through path. The RTT value may be taken from the RTT data structure, for example.

The RTT data structure 88 may store the round trip time estimates for a particular path. Specifically, scheduler module 80 may update (or insert) the corresponding entry in the RTT data structure upon receiving the RTT estimate of a particular path through the send_data( ) call from path engine 50.

The pending data structure 90 is used to store connection sequence numbers that are ready to be transmitted or retransmitted.

Now that the data structures used by scheduler module 80 have been described, the algorithms used by scheduler module 80 are described in more detail. It should be understood that, although path characterization module 52 (of path engine 50) may determine a quantity of data to be sent through a specific path, scheduler module 80 determines which of the specific packets in send buffer 61 are to be sent through each of the paths, by binding the packets accordingly.

Thus, to determine which of the specific packets in send buffer 61 are to be sent through each of the paths, consider the case in which a path engine 50 instance corresponding to path j sends a path header with path sequence number s at time T. Scheduler module 80 receives the path header through a send_data( ) call and determines the rank of the corresponding packet from the rank data structure.

The rank of a packet is determined by counting the number of entries with values less than $T+2\cdot RTT_j/2$ in the rank data structure 86. Scheduler module 80 finds the packet with connection sequence number i as the k_p packet to send in the pending data structure 90.

As discussed above, pending data structure 90 may include the connection sequence numbers of packets yet to be transmitted or retransmitted. After finding the specific
packet in pending data structure 90, scheduler 80 updates the entry for the packet in the binding data structure 82 with (j/s) and inserts an entry (l, T<sub>4</sub>+2<sup>2</sup>RT<sub>J</sub>) in rank data structure 86. Finally, scheduler 80 uses the sequence number 1 from the connection header, attaches the connection header and the received path header to the data packet and sends it to the IP layer through parallel communication transceiver 64. When an ACK packet is received, the corresponding entry in the rank data structure 86 is deleted.

The reliable delivery of packets within a connection may also be handled by the scheduler module 80. Specifically, scheduler module 80 may transmit packets from the send buffer based on a scheduling policy, as discussed above. Furthermore, scheduler module 80 may delete packets for which an ACK has arrived (indicating the successful receipt of the packet at the destination parallel communication transceiver).

Thus, in contrast to path reliability (handled by reliability module 54 in path engine 50), the reliable delivery of packets through the connection may be ensured by scheduler module 80 of core engine 48. Said another way, irrespective of the specific path a packet takes to the receiving parallel communication transceiver, the core engine 48 of the sending parallel transceiver may be configured to assume the responsibility of the reliable delivery of the data packet over the connection.

Now that path engine 48 and core engine 50 have been described, a number of exemplary features which may be exploited with the described systems and methods are described. For example, a dynamic reassignment feature may be used to prevent the loss of packets due to the incorrect estimation of capacity of any path by the corresponding path engine. For example, it is possible for path characterization module 52 to over-estimate the capacity of the path, for example, just before congestion occurs in the path. This overestimation may result in an undesirable slow down of data in paths where the congestion window has been recently reduced.

For example, the congestion window of path pi may be represented as cwnd<sub>i</sub>. If cwnd<sub>i</sub> worth of data is assigned to path pi, and the congestion window size is cut down to cwnd<sub>i</sub>/2 worth of data that falls outside the congestion window of pi, the transmission of data will be blocked until congestion window cwnd<sub>i</sub> opens up. Accordingly, the transmission in other paths may slow down because of the delay in the delivery of packets in path pi.

However, by leveraging the decoupling that exists between path congestion control and connection reliability, this problem may be alleviated. Specifically, when a path experiences congestion, path characterization module 52 of the path engine 50 may reduce the congestion window (e.g. by half, if it is detected by duplicate acknowledgments and to one if there is a timeout).

As discussed earlier, if path characterization module 52 for the corresponding path reduces the congestion window, the path characterization module 52 may inform the scheduler module 80 about the reduction. Scheduler module 80 may then unbind the data packets bound to the sequence numbers of the concerned path that fall outside the congestion window.

Thus if another path has space in its congestion window and sends send_data( ) calls, the unbound data may be reassigned to that path. When the original path calls send_data( ) after recovering from congestion, scheduler module 80 may bind new data packets stored in the send buffer to the path headers sent by the path engine 50. Accordingly, this dynamic reassignment algorithm may be used to improve the performance of parallel communication to alleviate problems introduced by changing network conditions of the individual paths.

Another exemplary feature which may be exploited with the described systems and methods may be referred to as redundant striping. While the dynamic reassignment strategy described above reassigns packets that fall out of the congestion window of a particular path, the dynamic reassignment strategy may not deal effectively with the first packet that may not fall out of the congestion window, irrespective of the state of the path.

Unfortunately, the failure to deliver the first packet through the path may potentially stall the data flow through the aggregate connection because the packets will not arrive in a sequenced delivery. This is possible, for example, if the concerned path is affected by a number of multiple timeouts or a complete stoppage of data flow through the respective path.

Fortunately, by using a redundant striping policy, these problems may be alleviated. Specifically, according to one embodiment of a redundant striping policy, scheduler module 80 may be configured to redundantly stripe, onto another path, the first data packet in the congestion window of a path that has suffered a timeout. Accordingly, the binding of the data packet is changed to the new path (although the old path also has been assigned the data packet for transmission). By leaving a copy of the data packet in the old path (e.g. instead of a simple reassignment), the old path will require at least one packet to send in order to recover from the timeout.

Embodiments have been described in which all, or nearly all, of the intelligence (e.g. availability of resources, characterization of resources, the objective functionalities, etc.) resides within the sending parallel communications transceiver. However, a substantial portion of the intelligence may be distributed to a receiving parallel communications transceiver or within any intermediate nodes. For example, an intermediate network resource (e.g. a node, a legacy router, or another parallel communications transceiver) along a path may supply information about other network resources the node is aware of that may be used to directly or indirectly determine path characteristics. Additionally, a receiving parallel communications transceiver may perform the tasks of path discovery and path characterization, and the sending parallel communications transceiver may periodically request the information to provide the scheduler module with the necessary information from the receiving parallel communications transceiver to effectively transmit data over the provided paths to meet the desired objectives. Accordingly, the required computing power and footprint for the implementation may be distributed across the entire network.

Although FIG. 1 depicted two sets of parallel communication transceivers, connections, and endpoints, any number of communication transceivers may be interfaced to network 26 for the purpose of leveraging network 26 for an associated communications endpoint. For example, as depicted in FIG. 3, a network such as corporate WAN 100 may be represented by four remote office sites 102, 104, 106, and 108, located in San Francisco, Atlanta, Chicago, and Seattle, respectively.

Each of the four remote office sites 102, 104, 106, and 108 may include a parallel communication transceiver 110, 112, 114, and 116, respectively. Additionally, each of the four remote office sites 102, 104, 106, and 108 may include one or more sub-networks 118, 120, 122, and 124 (e.g. LANs or WANs) for connecting a number of communications endpoints (not depicted).
Each of the parallel communication transceivers 110, 112, 114, and 116 for the respective sites, may have a direct connection to the other sites, represented by communication links 126, 128, 130, 132, 134 and 136. Each of communication links 126-136 may represent end-to-end communication connections between each of transceivers 110, 112, 114, and 116, which may comprise any number of network resources which have been leveraged according to the embodiments described with respect to FIGS. 1 and 2.

In the example of FIG. 3, existing network management techniques, which do not aggregate network resources, lack the ability to dynamically alter the topology of a network to cater to specific traffic needs. For example, consider the case in which the systems and methods of the described embodiments are not used, and the peak bandwidth usage rate between any two of the sites is 100 Mbps. Without the parallel communication transceiver 110, 112, 114, and 116, links 126-136 must be provisioned with a bandwidth of 100 Mbps between each site to meet the peak bandwidth requirements.

In contrast, by installing parallel communication transceivers 110, 112, 114, and 116 at each remote site, the ability to leverage each of the paths between the sites is realized. Thus, in the above example, for a fully connected network topology, it is sufficient to provision a site-to-site link with a bandwidth of 33.3 Mbps since there are at least three parallel connections between any two sites.

Accordingly, the exemplary corporate WAN 100 illustrates that a plurality of single virtual connections may be further leveraged by further abstracting the individual links that comprise up a number of paths between parallel communication transceivers 110, 112, 114, and 116 into a new single connection. For example, the paths formed by links 126 and 128, 132; and 134 and 136, form three paths of which may be abstracted into a single virtual connection between parallel communication transceivers 112 and 114. It should be understood that other paths may also be available as well, such as the path formed by links 126, 130, 136 and/or 134, 130, and 128.

The example of corporate WAN 100 illustrates that intermediate parallel communication transceivers, which may have been discovered by resource discovery module 79 (FIG. 2), may be particularly valuable in that the intermediate parallel communication transceiver may be instructed to retransmit packets along any of the known potential abstracted paths by the sending transceiver. These intermediate parallel communication transceivers may be described as “relocation points” along an abstracted path. For example, in transmitting data from transceiver 112 to transceiver 114, intermediate transceivers 110 and 116 may be instructed to communicate data either directly to transceiver 114, or through other intermediate transceivers (e.g. sequentially along paths 126, 130, and 136 and through intermediate transceivers 110 and 116). This route instruction may, for example, be included in the parallel communication header.

A sending parallel communication transceiver may instruct (e.g. using IP-in-IP encapsulation, minimal IP encapsulation, or source routing) an intermediate parallel communication transceiver to direct packets to other known parallel communication transceivers, which may be other intermediate or destination parallel communication transceivers.

Embodiments of parallel communication have been generally described as having both a sending and receiving parallel communication transceiver. However, in some embodiments, it is not necessary that data delivered to a receiving node be received by a parallel communication transceiver. Rather, a sending parallel communication transceiver may schedule the transmission of data to be received at the receiving node over a plurality of paths to meet an objective function, where the receiving node is the destination endpoint, itself. In such an embodiment, the path properties may be learned by the sending parallel communication transceiver through external means (e.g. through external configuration) as the sending parallel communication transceiver may not be able to cooperate with the destination endpoint in its resource characterization methods.

Embodiments of the described parallel communication may be described as methods for communicating data over parallel data paths, and the functions of the described systems may be viewed as providing a number of steps that may be performed to effectively communicate data over parallel data paths.

However, specifically, one such parallel communication method 138 may include a step 140 of discovering resources available to transmit data across network 26. For example, the resources may be a variety of network entities such as nodes, legacy routers, or parallel communication transceivers which may form a path. The discovery step 140 may include broadcasting a data packet comprising a request for a receiving node to transmit an acknowledgment packet, and receiving an acknowledgement packet from a receiving node, which may be a parallel communication transceiver.

Resources may also be discovered by the resource information being provided from an external source (e.g. transmitted from a network resource or through other external configuration). Resources may further be discovered by monitoring data traffic to discover sending and receiving nodes, which may be parallel communication transceivers.

Upon the discovery of resources, these known resources may be maintained by repeatedly transmitting packets to the known resources. Accordingly, the availability of the known parallel transceivers to receive the transmission of data may be maintained. The repeated transmissions may occur continuously, periodically, or randomly at any time interval.

Step 142 may include collecting route information from a received data packet and abstracting at least one path between a sending node and the receiving node from the extracted route information. A plurality of abstracted parallel data paths may define a single virtual connection between a sending node and receiving node. Intermediate parallel communication transceivers may be instructed to direct data packets to other known parallel communication transceivers along the path using a routing standard such as IP-in-IP encapsulation, minimal IP encapsulation, or source routing.

Step 144 may include decoupling networking functionalities into per-path functionalities and per-connection functionalities. The per-path functionalities may include the estimation of an available rate, an estimation of delay, an estimation of loss, and congestion control, and the per-connection functionalities may include flow control, connection management, and connection reliability. The decoupling may also include creating a session based on a trigger, the session including a core engine for maintaining the per-path functionalities and at least one path engine for maintaining the per-path functionalities. A data structure may be maintained for each path and connection.

Step 146 may include characterizing each of a plurality of parallel data paths by repeatedly determining path properties. Specifically, the path properties may be a measurement of any one of the instantaneous, mean, and distribution of the bandwidth, delay, jitter, loss rate, cost, and security, for data transmitted over a particular path.
Step 148 may include scheduling the transmission of data across the plurality of parallel data paths to meet an objective function, and this scheduling may be based on the path properties, a higher layer protocol, or a specific application. The objective function may include providing the connection with a level of: bandwidth, delay, jitter, loss rate, security, resilience, or cost.

The scheduling step may also include predicting the arrival time and/or arrival probability of data to be transmitted over each of the plurality of parallel data communication paths, and then synchronizing the arrival time of data at the receiving node within a predetermined degree of synchronization. For example, the scheduling step may include scheduling the transmission of data along a first path of the plurality of parallel data communication paths to be received at the destination. The scheduling step may also include scheduling a second transmission of data along the second path of the plurality of parallel data communication paths. The second transmission of data may be scheduled to be received at the receiving node in a predetermined sequence in relation to the first packet.

At step 150, the data transmitted over the parallel paths may be, at a receiving node, for example, be aggregated and reassembled to form the original data communication. For example, a received first and second transmission of data may be reassembled only upon: receiving the first and second transmissions out of the predetermined sequence; and determining that a higher layer protocol requires the first and second transmissions be delivered in the predetermined sequence.

At step 152, the received (and potentially reassembled) data may then be transmitted to the destination endpoint.

The described parallel communication systems and methods may be deployed in a number of ways. For example, systems and methods may be implemented as a user-space library on a client and server, kernel-space software on the endpoint client and server, as a stand-alone network element, or as an embedded network element.

The parallel communication system embodiment of FIGS. 1-3 are examples of an implementation within parallel communication transceivers comprising stand-alone network elements. This deployment of the described parallel communication system may be advantageous in that it does not require changes to the communications endpoints or the legacy network infrastructure (except to physically insert the stand-alone network elements on either side of the network resources to be leveraged). The systems and methods leverage the multiplicity of paths existing between the communications endpoints having intermediate parallel communication transceivers. Due to the capability of the parallel communication transceivers to aggregate resources, and to provide the abstraction of a single resource to the applications executed at each endpoint, existing network elements are not required to be reconfigured or be aware of the presence of the parallel communication transceivers.

The described systems and methods are agnostic to the specific network technology used and do not require changes to existing network applications that are in place. The systems and methods may dynamically characterize the degree of parallelism possible in a given network setting, and delivers parallelized performance to applications using the network. The systems and methods are capable of adapting to defined objective functions, and include flexible deployment strategies ranging from simple software downloads on end-systems in a network to being fully integrated with the network elements themselves.

It should be emphasized that many variations and modifications may be made to the above-described embodiments. All such modifications and variations are intended to be included herein within the scope of this disclosure and protected by the following claims.

What is claimed is:

1. A method for communicating data over parallel data paths comprising:
   characterizing each of the plurality of parallel data paths by repeatedly determining path properties, the plurality of parallel data paths defining a single virtual connection between a sending node and receiving node, wherein at least one of the plurality of parallel data paths comprises a plurality of intermediate nodes; and
   scheduling the transmission of data across the plurality of parallel data paths to meet an objective function, the scheduling being based on the path properties.

2. The method of claim 1, wherein the step of scheduling the transmission data further includes:
   scheduling a first transmission of data along a first path of the plurality of parallel data communication paths to be received at the receiving node; and
   scheduling a second transmission of data along a second path of the plurality of parallel data communication paths, the second transmission of data scheduled to be received at the receiving node in a predetermined sequence in relation to a first packet.

3. The method of claim 1, further including:
   reassembling the received first and second transmissions of data at the receiving node only upon: receiving the first and second transmissions out of the predetermined sequence; and
   determining that a higher layer protocol requires the first and second transmissions be delivered in the predetermined sequence.

4. The method of claim 1, further including:
   predicting an arrival time of data to be transmitted over each of the plurality of parallel data communication paths.

5. The method of claim 4, further including:
   predicting the arrival probability of data to be transmitted over each of the plurality of parallel data communication paths.

6. The method of claim 4, further including:
   synchronizing the arrival time of data at the receiving node within a predetermined degree of synchronization.

7. The method of claim 1, further including:
   broadcasting a data packet comprising a request for a receiving parallel communication transceiver to transmit an acknowledgement packet; and
   receiving an acknowledgement packet from the receiving parallel communication transceiver.

8. The method of claim 7, further including:
   abstracting at least one path to the receiving parallel communication transceiver.

9. The method of claim 1, further including:
   monitoring data traffic to discover a sending parallel communication transceiver and a receiving parallel communication transceiver; and
   abstracting at least one path between the sending parallel communication transceiver and the receiving parallel communication transceiver.

10. The method of claim 1, further including:
    decoupling network functionalities into per-path functionalities and per-connection functionalities.
11. The method of claim 10, further including:  
creating a session based on a trigger, the session including  
a core engine for maintaining the per-path functionalities  
and at least one path engine for maintaining the  
per-path functionalities.

12. The method of claim 10, further including:  
maintaining a data structure for each of the plurality of  
parallel data paths.

13. The method of claim 10, wherein the per-path functionalities are selected from the group consisting of:  
the estimation of an available rate, an estimation of delay,  
an estimation of loss, and congestion control.

14. The method of claim 10, wherein the per-connection functionalities are selected from the group consisting of:  
flow control, connection management, and connection  
reliability.

15. The method of claim 1, wherein the objective function is providing the virtual connection with one or more levels of:  
throughput, bandwidth, delay, jitter, loss rate, security,  
reliability, resilience, or cost.

16. The method of claim 1, wherein the path properties are a measurement of one or more of the instantaneous, mean,  
and distribution of the throughput, bandwidth, delay, jitter,  
loss rate, cost, security, reliability, resilience, or cost for data  
transmitted over a particular path.

17. The method of claim 1, wherein the step of scheduling is further based on an awareness of a higher layer network  
protocol or an application.

18. The method of claim 1, further including:  
repeatedly transmitting packets to a plurality of known  
parallel communication transceivers for determining an  
availability of the known parallel communication transceivers to receive the transmission of the data.

19. The method of claim 1, further including:  
instructing an intermediate parallel communication  
transceiver to direct data packets to other known parallel  
communication transceivers using a routing standard  
selected from the group consisting of:  
IP-in-IP encapsulation, minimal IP encapsulation, and  
source routing.

20. The method of claim 1, wherein the step of scheduling the transmission of data across the plurality of parallel data  
paths further includes:  
receiving the data for transmission to the receiving node,  
the receiving node selected from the group consisting of:  
a parallel communication transceiver and a destination  
endpoint.

21. The method of claim 1, wherein characterizing each of a plurality of parallel data paths further comprises adding a  
header to a packet, wherein the header comprises information  
used to deductively determine the path properties.

22. The method of claim 1, wherein in scheduling the transmission of data across the plurality of parallel data paths is based on the path properties to minimize out of order  
receipt.

23. A system for communicating data over parallel data paths comprising:  
a processor configured to fetch and execute instructions  
from an instruction execution system, the instructions  
comprising: instructions for characterizing each of a  
plurality of parallel data paths by repeatedly determining  
path properties, the plurality of parallel data paths defining a single virtual connection between a sending  
node and receiving node, wherein at least one of the  
plurality of parallel data paths comprises a plurality of  
intermediate nodes; and

a memory, coupled to the processor, having instructions,  
embodied thereon for scheduling the transmission of  
data across the plurality of parallel data paths to meet  
an objective function, the scheduling based on the path  
properties, the instructions for scheduling the transmission  
of data further including:  
instructions, embodied on the memory, for scheduling  
a first transmission of data along a first path of the  
plurality of parallel data communication paths to be  
received at the receiving node; and  
instructions, embodied on the memory, for scheduling  
a second transmission of data along a second path of the  
plurality of parallel data communication paths,  
the second transmission of data scheduled to be  
received at the receiving node in a predetermined sequence in relation to a first packet.

24. The system of claim 23, the instructions further including:  
instructions, embodied on the memory, for reassembling  
the received first and second transmissions of data at  
the receiving node only upon receiving the first and second transmissions out of the  
predetermined sequence; and  
determining that a higher layer protocol requires the first and second transmissions be delivered in the  
predetermined sequence.

25. The system of claim 23, the instructions further including:  
instructions, embodied on the memory, for predicting an  
arrival time of data to be transmitted over each of the  
plurality of parallel data communication paths.

26. The system of claim 25, the instructions further including:  
instructions, embodied on the memory, for predicting the  
arrival probability of data to be transmitted over each of the  
plurality of parallel data communication paths.

27. The system of claim 25, the instructions further including:  
instructions, embodied on the memory, for synchronizing  
the arrival time of data at the receiving node within a  
predetermined degree of synchronization.

28. The system of claim 23, the instructions further including:  
instructions, embodied on the memory, for broadcasting a  
data packet comprising a request for a receiving parallel  
communication transceiver to transmit an  
acknowledgment packet; and  
instructions, embodied on the memory, for receiving an  
acknowledgement packet from the receiving parallel  
communication transceiver.

29. The system of claim 28, the instructions further including:  
instructions, embodied on the memory, for abstracting at  
least one path to the receiving parallel communication  
transceiver.

30. The system of claim 23, the instructions further including:  
instructions, embodied on the memory, for monitoring  
data traffic to discover a sending parallel communication  
transceiver and a receiving parallel communication  
transceiver; and  
instructions, embodied on the memory, for abstracting at  
least one path between the sending parallel communication  
transceiver and the receiving parallel communication  
transceiver.

31. The system of claim 23, the instructions further including:
instructions, embodied on the memory, for decoupling network functionalities into per-path functionalities and per-connection functionalities.

32. The system of claim 31, the instructions further including:

instructions, embodied on the memory, for creating a session based on a trigger, the session including a core engine for maintaining the per-path functionalities and at least one path engine for maintaining the per-path functionalities.

33. The system of claim 31, the instructions further including:

instructions, embodied on the memory, for maintaining a data structure for each of the plurality of parallel data paths.

34. The system of claim 21, wherein the instructions for scheduling the transmission of data across the plurality of parallel data paths are further based on an awareness of a higher layer network protocol or an application.

35. The system of claim 23, the instructions further including:

instructions, embodied on the memory, for repeatedly transmitting packets to a plurality of known parallel communication transceivers for determining an availability of the known parallel communication transceivers to receive the transmission of the data.

36. The system of claim 23, the instructions further including:

instructions, embodied on the memory, for directing data packets to other known parallel communication transceivers using a routing standard selected from the group consisting of: IP-in-IP encapsulation, minimal IP encapsulation, and source routing.

37. The system of claim 23, wherein the instructions for scheduling the transmission of data across the plurality of parallel data paths further includes:

instructions, embodied on the memory, for scheduling the data for transmission to the receiving node, the receiving node selected from the group consisting of: a parallel communication transceiver and a destination endpoint.

38. A method for communicating data over parallel data paths comprising:

characterizing each of a plurality of parallel data paths by repeatedly determining path properties, the plurality of parallel data paths defining a single virtual connection between a sending node and receiving node, wherein at least one of the plurality of parallel data paths comprises a plurality of intermediate nodes; and scheduling the transmission of data across the plurality of parallel data paths to meet an objective function, the scheduling based on the path properties, wherein the objective function is providing the virtual connection with one or more levels of bandwidth, delay or loss rate.

* * * * *