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SUMMARY

Cyanine-like polymethines have recently attracted renewed attention for their potential as materials to realize all-optical switching applications by demonstrating large real and small imaginary parts of the third-order polarizability at telecommunications wavelengths. In this dissertation, we employ a variety of computational methodologies to investigate the structure-property relationships of promising cyanine-like polymethines. We begin with an overview of the field of nonlinear optics and place cyanine-like polymethines within that context before discussing the remaining challenges confronting their use in all-optical switching devices. We then briefly review the electronic-structure and molecular-dynamics methods used throughout this work.

We communicate the main results of this dissertation in Chapters 3 – 6. Chapter 3 focuses on how the interplay between cyanine and counterion steric bulk affects their packing in the bulk. In Chapter 4, we investigate the evolution of the non-covalent interactions between a streptocyanine and counterion as a function of counterion position along the cyanine backbone. Zwitterionic cyanines designed to eliminate the need of an untethered counterion are the focus of Chapter 5, in which we provide design principles. We study the origin of the third-order polarizability of mixed-stack binary charger transfer complexes in Chapter 6. We conclude in Chapter 7 with a synopsis and a look towards future directions.
CHAPTER 1
INTRODUCTION

1.1. The Case for All-Optical Switching

The Internet has, without a doubt, revolutionized the way that society communicates, obtains information, conducts business, and consumes media. A report compiled by Sandvine, a network policy control company, showed that in 2016 the average North American household had over seven Internet-connected devices active each day, and that the predominant use of these devices is to stream real-time entertainment from online providers such as Netflix.¹ This rapid integration and usage of Internet-connected devices into everyday life has led to an increase in the demand for data transmission, with estimates approaching a staggering 194 exabytes per month of global Internet traffic by 2020, nearly 80% of which will be video-based traffic.² It is anticipated that next-generation transmission devices will need to operate at speeds of one order of magnitude faster than current opto-electrical switches in order to meet this expected demand.³⁻⁴

In current switching devices, optical signals transmitted over optical fibers must be converted from the optical domain to the electrical domain for processing and then converted back to the optical domain for transmission, a process that is costly in terms of both time and energy consumption.⁵⁻⁷ This conversion step can be eliminated by performing the processing entirely in the optical domain with an all-optical switching (AOS) device. An AOS device, in which one optical beam is modulated by a second optical beam, has the potential to realize the required order-of-magnitude higher switching speeds,
An example of an AOS device is a Mach-Zehnder interferometer, in which the device splits an input signal into two arms and exploits the difference in path lengths to recombine the signal either in phase or out of phase at the end of the device. Instead of relying on a difference between physical path lengths, a third-order nonlinear optical (NLO) material can be incorporated into arms of equal path length as shown in Figure 1.1. When a control signal is introduced to one arm, the refractive index of the NLO material is changed, resulting in a difference in input signal speed propagation between the two arms. For a difference in speed which results in a phase difference of $\pi$ between each arm, the input signals recombine destructively. The signals recombine constructively when there is no control signal, as the path lengths of both arms are identical.

**Figure 1.1:** Cartoon of a Mach-Zehnder interferometer demonstrating AOS using a third-order nonlinear optical material. Adapted from Hales et al.\textsuperscript{27} and Gieseking et al.\textsuperscript{48}

The nonlinear refractive index of a material depends on its third-order electrical susceptibility ($\chi^{(3)}$) that, in an organic molecular semiconductor, is directly related to the molecular third-order polarizability, $\gamma$. Upon application of an intense light source, the real part of the third-order polarizability ($\text{Re}(\gamma)$) determines the change in refractive index,
while the imaginary part ($\text{Im}(\gamma)$) defines the two-photon absorption cross-section.\textsuperscript{11-12} A material must satisfy a number of requirements to be suitable for use in an AOS device, including a large magnitude of $\text{Re}(\gamma)$ and minimal optical losses due to one-photon absorption (OPA) and two-photon absorption (TPA).\textsuperscript{13} These requirements lead to defining a figure-of-merit (FOM) based on the ratio $|\text{Re}(\gamma)|/\text{Im}(\gamma)$, which for a suitable material must exceed $ca. \ 12$ at telecommunications wavelengths ($1300 – 1550$ nm).\textsuperscript{14-15}

1.2. The Molecular Third-Order Polarizability

The application of an external electric field $\vec{F}(\omega)$ to a molecule induces a displacement of electron density from the nuclei and creates an induced dipole moment, $\vec{\mu}^{\text{ind}}(\omega)$. Under the electric-dipole approximation (i.e., the magnetic component of an electromagnetic field is neglected), the total molecular polarization can be written as:

$$\vec{\mu} = \vec{\mu}_0 + \vec{\mu}^{\text{ind}}(\omega)$$  \hspace{1cm} (1.1)

where $\vec{\mu}_0$ is the permanent molecular dipole moment (defined here as the ground-state dipole moment, $\vec{\mu}_g$) in the absence of an electric field and $\omega$ is the frequency of the applied electric field. $\vec{\mu}^{\text{ind}}(\omega)$ can be expressed using a Taylor series expansion as:

$$\vec{\mu}^{\text{ind}}(\omega) = \frac{1}{1!} \alpha_{ij}(\omega) \cdot \vec{F}_j(\omega) + \frac{1}{2!} \beta_{ijk} \cdot \vec{F}_j(\omega) \cdot \vec{F}_k(\omega)$$

$$+ \frac{1}{3!} \gamma_{ijkl} \cdot \vec{F}_j(\omega) \cdot \vec{F}_k(\omega) \cdot \vec{F}_l(\omega) + \cdots$$  \hspace{1cm} (1.2)

where the subscripts i, j, k, and l denote the molecular fixed axes ($x$, $y$, or $z$); $\alpha_{ij}$, $\beta_{ijk}$, and $\gamma_{ijkl}$ are the first-order (linear), second-order, and third-order polarizabilities, respectively;
and \( F_j(\omega) \) is the \( j \)th component of the electric field. We note that the \( n \)th polarizability is a tensor of rank \((n+1)\); \( \gamma_{ijkl} \) is thus a fourth-rank tensor with 81 components.

There are many different methods available to theoretically calculate the molecular polarizabilities, such as the finite-field method, coupled oscillator technique, or sum-over-states (SOS) approach.\textsuperscript{16-18} The SOS approach is an attractive method to use because it allows one to gain chemical insight into the molecular structure and NLO response, and because of this it will be employed within this Thesis.\textsuperscript{19} The SOS expressions allow one to assess which electronic excited states are important to the NLO response through an understanding of the ground-state and lowest several excited-state energies, transition dipole moments, and state dipole moments. The SOS expression for \( \gamma_{ijkl} \), which derived from perturbation theory, relates a perturbation on the order of \( n+1 \) in the electric field to the molecular polarizability on the order \( n \), is:
\[ Y_{ijkl}(\omega_p; \omega_q, \omega_r, \omega_s) = \frac{1}{\hbar^3} \sum P_{123} \]

\[ \times \left\{ \sum_{x,y,z}^t \left( \frac{\mu_{gx}^i \mu_{xy}^j \mu_{yz}^k \mu_{gz}^l}{(\omega_{gx} - i\Gamma_{gx} - \omega_p)(\omega_{gy} - i\Gamma_{gy} - \omega_r - \omega_s)(\omega_{gz} - i\Gamma_{gz} - \omega_s)} \right) \right. \]

\[ + \left( \frac{\mu_{gx}^i \mu_{xy}^j \mu_{yz}^k \mu_{gz}^l}{(\omega_{gx} + i\Gamma_{gx} + \omega_q)(\omega_{gy} + i\Gamma_{gy} + \omega_q + \omega_r)(\omega_{gz} + i\Gamma_{gz} + \omega_p)} \right) \]

\[ + \left( \frac{\mu_{gx}^i \mu_{xy}^j \mu_{yz}^k \mu_{gz}^l}{(\omega_{gx} + i\Gamma_{gx} + \omega_q)(\omega_{gy} + i\Gamma_{gy} + \omega_q + \omega_r)(\omega_{gz} + i\Gamma_{gz} + \omega_p)} \right) \]

\[ \left. - \sum_{x,y}^t \left( \frac{\mu_{gx}^i \mu_{xy}^j \mu_{gy}^k \mu_{yg}^l}{(\omega_{gx} - i\Gamma_{gx} - \omega_p)(\omega_{gy} - i\Gamma_{gy} - \omega_q)(\omega_{gy} - i\Gamma_{gy} - \omega_s)} \right) \right. \]

\[ + \left( \frac{\mu_{gx}^i \mu_{xy}^j \mu_{gy}^k \mu_{yg}^l}{(\omega_{gx} + i\Gamma_{gx} + \omega_q)(\omega_{gy} + i\Gamma_{gy} + \omega_p)(\omega_{gy} + i\Gamma_{gy} + \omega_r)} \right) \]

\[ + \left( \frac{\mu_{gx}^i \mu_{xy}^j \mu_{gy}^k \mu_{yg}^l}{(\omega_{gx} + i\Gamma_{gx} + \omega_q)(\omega_{gy} + i\Gamma_{gy} + \omega_p)(\omega_{gy} + i\Gamma_{gy} + \omega_r)} \right) \]

where \( g \) denotes the electronic ground state and \( x, y, \) and \( z \) denote excited states; \( \mu_{gx} \) is the transition dipole moment between states \( g \) and \( x \); \( \bar{\mu}_{gx} \) is the difference between the state dipole moments of state \( x \) and the ground state when \( x \) and \( y \) are equal; and \( \hbar \omega_{gx} \) is the transition energy from state \( g \) to state \( x \), with \( \Gamma_{gy} \) representing the damping factor (related to the lifetime) of excited state \( x \). The permutation operator \( \sum P_{123} \) sums over the terms.
obtained by simultaneous permutation of the incident photon frequency and dipole moment operator. The electric-field frequencies are denoted by the terms $\omega_p, \omega_q, \omega_r, \omega_s$.

Equation 1.3 can be simplified to an essential-state model by making three reasonable assumptions: first, that a single excited state $e$ is significantly dipole-coupled to the ground state $g$; second, that this excited state is only strongly coupled to a few higher-lying excited states $e'$; and third, that the molecular polarizability is dominated by the response along the long axis $j$ (given the elongated nature of the relevant molecules).\textsuperscript{20-23} This simplified equation is commonly referred to as the “three-term model” and writes:

$$\gamma_{jjjj}(\omega; \omega, -\omega, \omega) \propto \frac{\mu_{ge}^2 \Delta \mu_{eg}^2}{(E_{ge} - \hbar \omega - i \Gamma_{ge})^2 (E_{ge} - 2 \hbar \omega - i \Gamma_{ge})} + \sum_{e'} \frac{\mu_{ge}^2 \mu_{ee'}^2}{(E_{ge} - \hbar \omega - i \Gamma_{ge})^2 (E_{ge'} - 2 \hbar \omega - i \Gamma_{ge'})} - \frac{\mu_{ge}^4}{(E_{ge} - \hbar \omega - i \Gamma_{ge})^3}$$

(1.4)

where $\Delta \mu_{eg}$ is the difference between state dipole moments of states $g$ and $e$, and $E_{ge}$ and $E_{ge'}$ are the OPA and TPA excited-state energies from the ground state, respectively. The first term is generally referred to as the dipolar term $D$, present only in noncentrosymmetric materials. The second term is referred to as the two-photon term $T$, as it also involves the transition dipole moment between states $e$ and $e'$. The last term is referred to as the negative term $N$, as it provides a negative contribution to $\gamma$. This equation is useful for qualitatively discussing how changes in molecular properties impact $\gamma$. We note that in equation 1.4 we have set the frequencies of the applied electric fields to reflect those which gives rise to the
nonlinear refractive index and TPA, which as stated earlier depend on the real and imaginary components of $\gamma_{jjjj}(\omega; \omega, -\omega, \omega)$ and enable AOS.\textsuperscript{15, 24} The $D$ and $T$ terms contribute to the TPA cross-section, $\delta_{TPA}$, with two-photon resonances ($2\hbar\omega$) appearing in their denominators.

**1.3. Third-Order Nonlinear Optical Response of Organic $\pi$-Conjugated Molecules**

The third-order NLO responses of many $\pi$-conjugated organic materials have been investigated since the 1980s; however, most of these materials to date have generally unacceptably small FOMs for AOS at telecommunications wavelengths, in particular due to large TPA.\textsuperscript{25-27} An exception has been found in the case of cyanine-like polymethines, which have been recently shown to possess the potential to realize the required FOM for AOS applications.\textsuperscript{26, 28}

Polymethines are composed of a backbone consisting of methine (i.e., $sp^2$-hybridized CH) groups, and include polyenes (neutral structures with an even number of methine units) and cyanine-like systems (charged structures with an odd number of methine units). Symmetrical (short) cyanine-like polymethine backbones are capped with two identical donor or acceptor moieties and possess $C_{2V}$ symmetry. In studies relating the geometric structure of linear organic $\pi$-conjugated molecules to their NLO response, a relevant parameter to consider is the degree of bond-length alternation (BLA).\textsuperscript{28-31} BLA can be defined as the difference in bond lengths between adjacent C-C bonds along the backbone,\textsuperscript{32} or as the average of the absolute differences in the lengths of successive bonds over the entire length of the backbone.\textsuperscript{30} The BLA in polyenes, whose backbones consist
of alternating double and single bonds, is of a significant degree at ~ 0.10 Å.\textsuperscript{33-34} For cyanines with short backbone lengths, the charge can delocalize over the whole backbone, which leads to a small degree of BLA approaching 0.\textsuperscript{30,35}

The differences between the geometric structures of polyenes and cyanine-like polymethines ultimately arise from the differences in their electronic structures. In both classes of molecules, the highest occupied molecular orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO) are formed from the p\textsubscript{z} atomic orbitals contributed by each carbon atom. Figure 1.2 shows the Hückel molecular orbitals of the HOMO and LUMO and relative energies for model \pi-conjugated compounds of a neutral polyene (butadiene) and a charged cyanine-like polymethine (a three-carbon streptocyanine). We note that streptocyanines, cyanine-like polymethines containing amino end groups, have been used in a variety of NLO studies as prototypical cyanine molecules.\textsuperscript{35-39}
Figure 1.2: Hückel molecular orbitals and relative energies for butadiene (left) and 3-carbon streptocyanine (right). We note that the HOMO of the streptocyanine is non-bonding.

In the case of butadiene (Figure 1.2, left), nodes appear between the carbon atoms on bonds, implying that there is a non-zero probability for finding each π-electron near each carbon atom. The HOMO of butadiene, with its one node, is bonding across nominally double bonds and antibonding across nominally single bonds, while the LUMO, with its two nodes, is reversed. This bonding and anti-bonding character results in the appearance of non-zero BLA for polyene-like molecules, with a net atomic charges on the carbon atoms near zero. For cyanine-like molecules, on the other hand, the frontier MOs are localized on alternate carbon atoms, with nodes present on both carbon atoms and bonds. The HOMO in the streptocyanine (Figure 1.2, right) has nodes on alternate carbon atoms, resulting in a non-bonding MO which appears between the bonding and anti-bonding MOs. Since the HOMO is localized on alternate atoms, there is a significant degree of charge...
alternation and each bond has a similar degree of bonding and anti-bonding character; the latter leads to the negligibly small BLA in cyanine-like systems.

The third-order nonlinear optical response of linear π-conjugated organic molecules has been well-established to depend on the degree of BLA.\textsuperscript{25, 28-30, 41} We note that BOA, the bond order alternation, is also often correlated to $\gamma$. Although BOA is a better overall indicator of electronic structure, and hence of the nonlinear properties, BLA (which reflects the geometric structure) is correlated to BOA (and thus to the electronic structure) when the molecule is in its equilibrium ground-state geometry.\textsuperscript{42}

\textbf{Figure 1.3:} Evolution of $\text{Re(}\gamma\text{)}$ and the contribution of each term from the three-term model as a function of BLA.\textsuperscript{30}
We will discuss the relationship between BLA and \( \gamma \) by considering all molecules to be at their energetic minimum. Figure 1.3 shows the evolution of \( \gamma \) as a function of BLA.\(^{30}\) The absolute magnitude of \( \gamma \) can be seen to reach a maximum in magnitude at three regimes, depending on the extent of ground-state polarization. At the polyene limit (BLA \( \sim \) 0.1 Å) and zwitterion limit (BLA \( \sim \) -0.1 Å), \( \gamma \) is small and positive. It reaches a positive maximum at two positions when the BLA is between the cyanine and polyene/zwitterion limits (at BLA \( \sim \) +/- 0.06 Å). \( \gamma \) is negative and attains its largest magnitude at the so-called “cyanine limit,” when BLA \( \sim \) 0 Å. A number of means are available to tune the extent of ground-state polarization and BLA from the polyene-limit through the cyanine-limit to the zwitterion-limit, including adjusting the strength of the donor and/or acceptor end groups, applying an electric field parallel to the backbone, and changing the surrounding medium. Thus, among the structures considered here, cyanine-like polymethines inherently have a large, negative, \( \gamma \).

Cyanines possess an additional critical advantage over other \( \pi \)-conjugated materials, such as polyenes, which makes their use in AOS applications especially promising.\(^{15}\) In polyenes, by extension of the butadiene Hückel frontier MOs, a HOMO→LUMO electronic transition reverses the bonding and anti-bonding character across the adjacent carbon atoms, leading the equilibrium geometry of the excited state to be markedly different than that of the ground state. Consequently, this excitation will show a broad absorption band because of vibronic broadening. Furthermore in polyenes, the lowest OPA and TPA excited states are energetically close together, with the next higher excited states similarly spaced together (Figure 1.4, left). As a result, a large detuning factor \( \Delta \) (i.e., the energy difference between the incoming photon energy and the lowest OPA state) of more
than half the energy of the one-photon excited state is necessary to prevent unacceptable losses due to TPA. Since the optical signal is far from resonance, Re(γ) is usually rather small due to limited pre-resonant enhancement.

![Diagram of molecular geometry and typical excited state spacing in polyenes (left) and cyanines (right).](image)

**Figure 1.4:** Illustration of the molecular geometry and typical excited state spacing in polyenes (left) and cyanines (right). $E_{gs}$ denotes the ground state. $\Delta$ is the detuning between the energy of the incoming optical signal ($\hbar \omega$) and the energy of the OPA state. Adapted from Hales *et al.*

The excited states in cyanine-like polymethines, such as streptocyanines, present a strikingly different situation. In these molecules, a HOMO→LUMO excitation primarily shifts the electron density from the even-numbered carbon atoms to the odd-numbered carbon atoms, leaving the bonding and anti-bonding character largely unaffected. The equilibrium geometries of the ground state and the excited state are thus very similar, and
the excitation is very sharp and narrow with a large transition dipole moment, \( \mu_{ge} \). Because of differences in orbital energetic spacing, the energy of the OPA state in cyanine-like polymethines is smaller than the energy of the OPA state in polyenes of similar length (Figure 1.2). In cyanine-like polymethines, the lowest TPA excited state is separated from the ground state by nearly twice the energy of the OPA state, affording a large energetic window between them.\(^{15,43-47}\) This window allows tuning of the optical signal frequency closer to the OPA state without suffering large optical losses due to TPA, as \( 2\hbar\omega \) will fall within this energetic window. Subsequently, the small detuning factor between the optical signal and the lowest OPA state enhances \( \text{Re}(\gamma) \) through pre-resonant enhancement.

We can now understand the inherently large \( \gamma \) of cyanine-like polymethines as arising from its favorable excited-state properties.\(^48\) Possessing a comparatively large \( \mu_{ge} \) and small \( E_{\text{OPA}} \) is advantageous for promoting a large magnitude of \( \gamma \). Recalling the simplified three-term model (equation 1.4), we can see that each term in the expression depends on excited-state energies and transition dipole moments (either from the ground state to the OPA state for the \( D \) and \( N \) terms or additionally from the OPA state to TPA states in the case of the \( T \) term). A small \( E_{\text{OPA}} \) leads to smaller denominators, while a large \( \mu_{ge} \) promotes a large numerator. In cyanine-like polymethines with \( C_{2v} \) symmetry at the cyanine-limit, the changes between state dipole moments are negligibly small; subsequently, the \( D \) term, which depends on \( \Delta\mu_{ge}^2 \), is negligibly small. As \( E_{\text{TPA}} \) is nearly twice the energy of \( E_{\text{OPA}} \), and owing to the fact that \( \mu_{ee'} \) is small in cyanines,\(^{15,81-82}\) the \( T \) term (which depends on \( \mu_{ge} \) and \( \mu_{ee'} \)) is much smaller than the \( N \) term (which depends only on \( \mu_{ge}^4 \)). Thus, in cyanine-like polymethines, the \( N \) term dominates and is responsible for the sign and magnitude of \( \gamma \). In polyenes with \( C_{2h} \) symmetry, the \( D \) term is likewise negligible, but the
The term is slightly greater than the N term because $E_{TPA}$ is close in energy to $E_{OPA}$ and possesses a non-negligible excited-state transition dipole moment; this leads to $\gamma$ being small and positive at the polyene limit.

1.4. Challenges Confronting Cyanine-like Polymethines

It is clear from the discussion above that isolated cyanine-like polymethines possess very promising molecular-level properties and are uniquely suited as materials to potentially realize AOS. Indeed, selenopyrylium cyanines have been shown to exceed the required FOM in dilute solutions, and thin films of thiopyrylium cyanines have likewise met or exceeded the FOM in thin films.\textsuperscript{49} There are many end groups available for substitution at the ends of the cyanine backbone, and cyanine properties can be further tuned by increasing the conjugation length by either extending the length of the backbone or through delocalization into the end groups, and/or chemical substitution at the end groups and/or along the backbone.\textsuperscript{27, 50}

However, translating these promising molecular properties into useful materials with the large chromophore concentrations required for functional devices at the macroscale has proved challenging. While the electronic structure of cyanine-like polymethines confers on this class of molecules a highly polarizable nature (and thus large magnitudes of $\text{Re}(\gamma)$), it also leads to strong intermolecular interactions. Intermolecular interactions between chromophores at increased chromophore concentration and interactions between the chromophore and its environment can cause pronounced unfavorable changes to their linear and nonlinear optical properties of interest for AOS.\textsuperscript{51-54} Significant efforts have been
directed towards understanding and minimizing interactions between chromophores in thin films and interactions between chromophores and their environment.

We recall that in a thin film or in solution, the charge of a cyanine unit must be balanced by the presence of a counterion. Environmental effects and cyanine-counterion interactions can induce geometric changes in the backbone which negatively impact NLO properties. The presence of the counterion can lead to ion-pairing, where the counterion and backbone charge tend to localize towards one end of the cyanine and induce symmetry breaking, which results in a molecular structure with large BLA. Symmetry-broken molecules lose their advantageous cyanine-like character, incurring substantial TPA, elimination of the OPA-TPA energetic window, and a reduction in $|\text{Re}(\gamma)|$. Small and strongly polarizing counterions such as halides potentially lead to strong ion-pairing and symmetry breaking, if they overcome the ability of the dielectric medium to screen the charges. Thus, it is critical to minimize the counterion’s ion-pairing effect and subsequent symmetry-breaking in order to preserve the molecular NLO properties of cyanines and to realize materials suitable for AOS applications.

Cyanine-like polymethines are also prone to aggregate even at fairly low concentrations in both solution and thin films. Many of the aggregate geometries can be described as a cofacial geometry (H-aggregates), a slipped geometry (J-aggregates), perpendicular aggregates, or more complex structures. Computational results suggest that these aggregate geometries are at similar energies for pairs of cyanines, and many of these geometries lead to closure of the optical window along with the appearance of new excited states. The type of aggregation observed can be influenced by the chemical structure of the cyanine and counterion, as well as solvent. While the inherent
aggregating behavior of cyanines has been exploited (e.g., for self-assembly of J-aggregates),\textsuperscript{73-76} much work has focused on suppressing aggregation by increasing the steric bulk of the cyanine\textsuperscript{53,77-79} or using large, chemically soft counterions such as $\text{BAr'}^-$ ($\text{Ar'} = m,m'-(\text{CF}_3)_2\text{C}_6\text{H}_3$).\textsuperscript{55,80}

### 1.5. Thesis Objective and Outline

The goal of this Thesis is to use theoretical methods to enhance our understanding of the structure-property relationships of cyanines intended for use in AOS devices. As many of the fundamental structure-property relationships governing isolated cyanines and their NLO properties have been determined, we focus here in particular on how modifications to the cyanine backbone designed to minimize the detrimental effects of ion-pairing and aggregation affect the NLO properties of interest and packings in the solid state. We also investigate the third-order optical response of binary organic mixed-stack charge transfer complexes, materials which have recently gained renewed interest for use in organic electronics. To investigate these systems, we pay attention to their molecular geometries, electronic structures, and excited-state properties to explain their third-order optical responses. A recurring theme is the importance of minimizing cyanine-counterion interactions, and what effect the counterion or strategies to minimize it has on a cyanine.

To set the stage, we begin in \textbf{Chapter 2} with a brief review of electronic-structure and molecular-dynamics methods. We start with the Schrödinger equation and use a set of approximations to derive the various electronic-structure methods used here. We then discuss density functional theory (DFT) and survey the numerous classes of functionals
commonly employed, before concluding with a discussion on molecular dynamics and atomistic force fields.

**Chapter 3** discusses research performed in collaboration with the Marder group at the Georgia Institute of Technology. We focus on evaluating cyanine-based materials designed to minimize aggregation in the solid state. We show that the NLO properties of metal (M = Ni, Pd, Pt) functionalized thiopyrylium cyanines depend on the identity of the metal, before evaluating the role the counterion plays when the cyanine molecular structure is optimized with large deaggregating groups.

In **Chapter 4** we stress that cyanine-counterion interactions must be minimized by considering the effect of a counterion on the NLO properties when present at various places along a streptocyanine backbone. Binding energies and non-covalent interactions between different backbone lengths and counterions are also discussed.

We assess the geometric and electronic structures and third-order polarizability of zwitterionic cyanines designed to eliminate the need for a counterion in **Chapter 5**. We demonstrate that the compounds must possess a high degree of zwitterionic character to maintain the favorable cyanine character of the backbone, and to do so requires that charge separation between cationic and anionic moieties must be favored electronically.

**Binary organic mixed-stack charge transfer complexes** are the focus of **Chapter 6**. We show that their third-order response arises from the interaction between the donor and acceptor molecules and is not contingent upon the response of the individual monomers of the complex.
We conclude in Chapter 7 with the broader impacts of this Thesis and research directions for future work.
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CHAPTER 2
THEORETICAL METHODOLOGY

In this Chapter, we briefly review the computational methods employed within this body of work. We discuss electronic structure methods and approximations used to describe π-conjugated organic molecules in their electronic ground state and excited states, beginning with Hartree-Fock and subsequent semi-empirical and Post-Hartree-Fock methods, and concluding with Density Functional Theory and approximate functionals. An overview of atomistic simulations, in regards to molecular dynamics, is presented, including a discussion on the energetic terms in a force field. The notation used throughout this Chapter is adapted from Jensen\(^1\) and Szabo and Ostlund.\(^2\)

2.1. Electronic Structure Methods

2.1.1. Schrödinger Equation

Formally, all knowledge about a quantum system is contained within the many-body wavefunction, \(\Psi\). The wavefunction for a stationary collection of particles containing \(N\) electrons at positions \(r_i\) and \(M\) light nuclei at positions \(R_A\) can be found by solving the time-independent, non-relativistic Schrödinger equation:

\[
\hat{H}\psi_i = E\psi_i
\]

(2.1)

where \(\hat{H}\) is the Hamiltonian operator and \(E\) is the energy of the system at eigenstate \(\psi_i\). The total Hamiltonian is written, in atomic units, in terms of the kinetic energies of the
electrons and nuclei (\( T_e \) and \( T_n \), respectively), and the potential energies of electron-electron \(( V_{ee} \) repulsion, electron-nucleus \(( V_{en} \) attraction, and nucleus-nucleus \(( V_{nn} \) repulsion in the absence of any external perturbation as:

\[
\hat{H}_{tot} = \hat{T}_e + \hat{T}_n + \hat{V}_{ee} + \hat{V}_{en} + \hat{V}_{nn}
\]

\[
= -\frac{1}{2} \sum_{i=1}^{N} \nabla_i^2 - \frac{1}{2} \sum_{A=1}^{M} \frac{1}{M_A} \nabla_A^2 - \sum_{i=1}^{N} \sum_{A=1}^{M} \frac{Z_A}{r_{iA}} + \sum_{i=1}^{N} \sum_{j>i}^{N} \frac{1}{r_{ij}} + \sum_{A=1}^{M} \sum_{B>A}^{M} \frac{Z_A Z_B}{r_{AB}}
\]

(2.2)

where \( M_A \) is the ratio the mass of nucleus \( A \) to the mass of an electron, \( Z_A \) is the atomic number of nucleus \( A \), \( r_{iA} = |r_i - R_A| \) is the distance between the \( i \)th electron and \( A \)th nucleus, and \( r_{AB} = |R_A - R_B| \) is the distance between the \( A \)th and \( B \)th nuclei. The Laplacian operators \( \nabla_i^2 \) and \( \nabla_A^2 \) involve the second partial derivative with respect to the coordinates of electron \( i \) and nucleus \( A \), respectively.

As exact solutions to the Schrödinger equation are unavailable except for hydrogenoids, approximations are applied to simply the equation. A first approximation, already applied above, is to neglect relativistic effects, as these are not significant for elements composing organic molecules. A second approximation exploits the large differences between the nucleus and electron masses: since the lightest nucleus is still nearly 1,800 times heavier than the electron, the electrons respond much more quickly to variations in their environment than the nuclei. Thus, the Born-Oppenheimer approximation considers that the electrons move in a field of fixed nuclei. The total Hamiltonian then simplifies to the electronic Hamiltonian \(( H_{elec} \) by neglecting the \( T_n \) term and treating \( V_{nn} \) as a constant:

\[
\hat{H}_{elec} = -\frac{1}{2} \sum_{i=1}^{N} \nabla_i^2 - \sum_{i=1}^{N} \sum_{A=1}^{M} \frac{Z_A}{r_{iA}} + \sum_{i=1}^{N} \sum_{j>i}^{N} \frac{1}{r_{ij}}
\]

(2.3)
which gives the electronic Schrödinger equation:

\[ \hat{H}_{\text{elec}} \psi_{\text{elec}} = E_{\text{elec}} \psi_{\text{elec}} \]  \hspace{1cm} (2.4)

where the electronic wavefunction depends only on the coordinates of the electrons for a give nuclear configuration. The total energy is then expressed as:

\[ E_{\text{tot}} = E_{\text{elec}} + E_{\text{nuc}} \]  \hspace{1cm} (2.5)

where \( E_{\text{nuc}} \) is the nuclear repulsion energy.

2.1.2. Hartree-Fock Theory

Despite applying the above approximations, solving the electronic Schrödinger equation still becomes intractable for systems consisting of more than one electron due to their coupled motions giving rise to electron-electron repulsion (\( V_{\text{ee}} \)). Hartree-Fock (HF) Theory invokes a further approximation by treating the electrons in a mean-field manner. The \( N \)-electron wavefunction (\( \Psi_{H} \)) then becomes a product of \( N \) one-electron spin-orbitals \( \chi_{i} \) that contain the spatial and spin coordinates of electron \( i \); the spin orbitals are thus composed of a spatial orbital \( \varphi(r) \) and one of the two spin functions, \( \alpha(s) \) or \( \beta(s) \):

\[ \chi(x) = \begin{cases} \varphi(x)\alpha(s) & \text{or} \\ \varphi(x)\beta(s) & \end{cases} \]  \hspace{1cm} (2.6)

To satisfy the antisymmetry principle, the \( N \)-electron wavefunction is represented as a single Slater determinant:
\[ \Psi_H (x_1, x_2, ... x_n) = \frac{1}{\sqrt{N!}} \begin{vmatrix} \chi_1(x_1) & \chi_j(x_1) & \cdots & \chi_N(x_1) \\ \chi_1(x_2) & \chi_j(x_2) & \cdots & \chi_N(x_2) \\ \vdots & \vdots & \ddots & \vdots \\ \chi_1(x_N) & \chi_j(x_N) & \cdots & \chi_N(x_N) \end{vmatrix} \]  

(2.7)

where \( \frac{1}{\sqrt{N!}} \) is the normalization factor and the \( \chi_i(x_j) \) are the spin-orbitals. The use of the Slater determinant ensures the indistinguishability of the electrons: the interchange of any two electrons (i.e., the interchange of two rows) changes the sign of the determinant, while two electrons occupying the same spin-orbital (i.e., two columns being equal) renders the determinant zero.

The best wavefunction is determined according to the variational principle, which states that the energy of the Hartree-Fock wavefunction is always greater than or equal to the exact energy, \( E_0 \):

\[ E_{elec} = \langle \Psi_H | H_{elec} | \Psi_H \rangle \geq E_0 \]  

(2.8)

where we assume a normalized wavefunction. By minimizing \( E_{elec} \) with respect to the spin-orbitals, the Hartree-Fock equation to determine the optimal spin-orbitals can be obtained:

\[ f(i)\chi(x_i) = E_{HF}\chi(x_i) \]  

(2.9)

where \( f(i) \) is the Fock operator, an effective one-electron operator of the form:

\[ f(i) = -\frac{1}{2} \nabla_i^2 - \sum_{A=1}^{M} \frac{Z_A}{r_{iA}} + v^{HF}(i) \]  

(2.10)

where \( v^{HF}(i) \) is potential of the \( i \)th electron due to the mean field of the other electrons.

The electronic component of the HF energy is then expressed as:
\[ E_{HF} = \sum_{i}^{N} (i|\hat{H}|i) + \frac{1}{2} \sum_{i}^{N} \sum_{j}^{N} (ii|jj) - (ij|ji) \]  
(2.11)

with the first term

\[ (i|\hat{H}|i) = \int \chi^*_i(x_1) \left[ -\frac{1}{2} \nabla_i^2 - \sum_{A} Z_A r_{iA} \right] \chi_i(x_1) d(x_1) \]  
(2.12)

corresponding to the one-electron integral for the kinetic energy and electron-nuclear attraction of electron \( i \), and the following two two-electron terms

\[ (ii|jj) = \iint \chi^*_i(x_1)\chi_i(x_1) \frac{1}{r_{12}} \chi^*_j(x_2)\chi_j(x_2) dx_1 dx_2 \]  
(2.13)

\[ (ij|ji) = \iint \chi^*_i(x_1)\chi_j(x_1) \frac{1}{r_{12}} \chi^*_j(x_2)\chi_i(x_2) dx_1 dx_2 \]  
(2.14)

corresponding to the Coulomb and exchange integrals, respectively.

The energy must be solved for iteratively, as equations 2.13 and 2.14 depend on the spin-orbitals of the other electrons. This is accomplished through the so-called self-consistent-field (SCF) method, where the orbitals are optimized iteratively to obtain the lowest possible energy within the constraint of orthonormal orbitals. The HF spin-orbitals are typically defined as a linear combination of atom-centered Gaussian functions to form molecular orbitals.
2.1.3. Semi-Empirical Approximations

Despite the HF method’s use of approximations, the cost of a HF calculation formally scales as $O(n^4)$, where $n$ is the number of basis functions, due to computing the two-electron integrals. Historically, semi-empirical methods have sought to reduce this cost by reducing the number of two-electron integrals that must be calculated. All semi-empirical techniques share two common approximations: they only consider the valence electrons explicitly, and they use only a minimum basis set (consisting mostly of $s$- and $p$- orbitals and functions).

At the heart of semi-empirical methods lies the Zero Differential Overlap (ZDO) scheme, which assumes that there is no overlap between basis functions centered on different atoms. Subsequently, all one-electron integrals involving three atom centers are assumed to be zero, and all two-electron integrals involving three or four atom centers are neglected. To compensate for these drastic approximations, the remaining integrals are then parameterized in such a way as to reproduce results derived from higher-level computational or experimental results.

Various semi-empirical methods have been developed which are defined by the number of integrals neglected and the method of parameterization. The semi-empirical method used within this dissertation is the Intermediate Neglect of Differential Overlap (INDO) method, in which all two-atom centered two-electron integrals are neglected that are not of the Coulomb type. This method then is coupled to a configuration interaction scheme, to be described below.
2.1.4. Post-Hartree-Fock

As shown above, HF is a mean-field theory which assumes that each electron individually moves within a static field created by the remaining electrons. This assumption neglects electron correlation (i.e., instantaneous electron-electron interactions), treating the real electron-electron interaction by an average interaction. Inclusion of this dynamic electron correlation improves the HF energy, which can be accomplished by explicitly including multiple Slater determinants as in configuration interaction (CI). Both ground state and excited states can be considered by including multiple determinants of appropriate configuration.

2.1.4.1. Configuration Interaction

Within CI, the \( N \)-electron wavefunction can be expressed exactly as a linear combination of all possible \( N \)-electron Slater determinants. The total wavefunction, \( |\Phi\rangle \), is composed of \( N \)-electron basis functions \( |\Psi\rangle \) that are constructed as Slater determinants involving excitations of electrons from the HF reference determinant, \( |\Psi_0\rangle \):

\[
|\Phi\rangle = c_0 |\Psi_0\rangle + \sum_{a,r} c^r_a |\Psi^r_a\rangle + \sum_{a < b r < s} c^{rs}_{ab} |\Psi^{rs}_{ab}\rangle + \sum_{a < b < c r < s t} c^{rst}_{abc} |\Psi^{rst}_{abc}\rangle + \cdots
\]

\[= c_0 |\Psi_0\rangle + c_S |S\rangle + c_D |D\rangle + c_T |T\rangle + \cdots \tag{2.15}\]

In the expansion, \( |\Psi^r_a\rangle \) represents a Slater determinant that is different from \( |\Psi_0\rangle \) only by replacing the spin orbital \( \chi_a \) with \( \chi_r \) corresponding to a single electron excitation, and \( |\Psi^{rs}_{ab}\rangle \) and \( |\Psi^{rst}_{abc}\rangle \) analogously represent doubly and triply excited Slater determinants, respectively. The CI coefficients for each Slater determinant are labelled as \( c_0, c^r_a \), etc. A
compact form can be written symbolically by using the CI coefficient $c_S$ and determinant $|S\rangle$ to represent all single-electron excitations and similar terms for multi-electron excitations. The structure of the CI matrix (shown only as a lower triangle) can then be written as:

$$
\begin{pmatrix}
|\Psi_0\rangle & |S\rangle & |D\rangle & |T\rangle & \cdots \\
\langle S| & 0 & \langle S|H|S\rangle & \cdots \\
\langle D| & \langle D|H|\Psi_0\rangle & \langle D|H|S\rangle & \langle D|H|D\rangle & \cdots \\
\langle T| & \langle T|H|\Psi_0\rangle & \langle T|H|S\rangle & \langle T|H|D\rangle & \langle T|H|T\rangle \\
\vdots & \vdots & \vdots & \vdots & \vdots
\end{pmatrix}
$$

As a consequence of Brillouin’s theorem, matrix elements of the type $\langle \Psi_0|H|S\rangle$ are 0, as there is no coupling between the HF ground state and single excitations. Furthermore, according to Slater’s rule, there is no coupling between determinants that differ by more than two orbitals, so $\langle \Psi_0|H|T\rangle$ and higher-order terms are equal to zero. The eigenvectors and eigenvalues of the CI matrix yield the wavefunctions and corresponding energies for the ground state and excited states.

The number of determinants increases factorially with the number of electrons and basis functions, such that full CI is impractical for systems of chemical interest. In order for CI calculations to be performed with less difficulty, the CI expansion is often truncated. Typically, excitations are limited to those relative to the ground state within a reduced active space, which includes only some of the occupied and unoccupied orbitals. SCI considers only single excitations from the ground state, while higher-order truncations such as SDCI consider both single and double excitations. Specific reference determinants may be included through a multi-reference determinant (MRDCI) scheme. It should be stressed
that while full CI is an exact theory, truncated CI is no longer exact and is not size extensive or size consistent.

2.1.4.2. Symmetry Adapted Cluster-Configuration Interaction

SAC-CI is an alternative method to recover the electron correlation that is both size extensive and size consistent. In the SAC-CI method, a symmetry-adapted excitation operator operates on the HF ground-state (|\psi_{gs}^{HF}\rangle) to yield symmetry-adapted configurations. States are thus restricted to certain symmetry constraints, such as spatial and spin symmetries. The symmetry-adapted ground state (|\psi_{gs}^{SAC}\rangle) is expressed as

\[ |\psi_{gs}^{SAC}\rangle = \exp(S)|\psi_{gs}^{HF}\rangle \]  \hspace{1cm} (2.17)

where \( S = \sum C_i S_i \). The cluster expansion of \( \exp(S) \) (\( \exp(S) = 1 + \sum C_i S_i + \frac{1}{2} \sum C_i C_j S_i S_j + \cdots \)) incorporates doubles, triples, and quadruple excitations. The expansion is usually truncated at \( \sum C_i C_j S_i S_j \) to include both single and double excitations.

2.1.4.3. Symmetry Adapted Perturbation Theory

Understanding non-covalent interactions is critical when studying the interactions between non-bonded chemical groups. The SAPT method has been developed to compute directly the non-covalent interaction between two molecules. Considering a complex of two monomers, A and B, the non-covalent interactions between the two can be evaluated by computing the interaction energy:
\[ E_{\text{interaction}} = E_{\text{dimer}}^{\text{complex}} - E_{\text{monomer A}}^{\text{complex}} - E_{\text{monomer B}}^{\text{complex}} \]  

(2.18)

SAPT is a method which decomposes the interaction energy into a sum of physically motivated terms\textsuperscript{7-8}:

\[ E_{\text{SAPT}} = E_{\text{elec}}^{(1)} + E_{\text{exch}}^{(1)} + E_{\text{ind}}^{(2)} + E_{\text{disp}}^{(2)} \]  

(2.19)

where \( E_{\text{elec}}^{(1)}, E_{\text{exch}}^{(1)}, E_{\text{ind}}^{(2)}, E_{\text{disp}}^{(2)} \) are the first-order electrostatic, first-order exchange, second-order induction, and second-order dispersion contribution, respectively. The \textit{electrostatics} term represents the electrostatic (\textit{i.e.}, Coulombic) interaction between the monomer’s charge distributions. The \textit{exchange-repulsion} term captures the purely quantum mechanical effect of electrons of the same spin avoiding the overlap region of the monomers wavefunctions, and is a result of the Pauli Exclusion Principle. The \textit{induction} term arises from the mutual polarization of each monomer by each monomer’s unperturbed static electric field. Finally, the \textit{dispersion} term results from the interaction of instantaneous charge fluctuations, mostly as a result of dipole-dipole fluctuations.

\subsection*{2.1.5. Density Functional Theory}

Hartree-Fock-based methods rely on the \( N \)-electron wavefunction, which contains \( 4N \) variables (three spatial and one spin coordinate, for each electron). Density Functional Theory (DFT), based on the seminal proof by Hohenberg and Kohn, instead focuses on the electron density, \( \rho(r) \), containing a total of only three spatial variables.\textsuperscript{9} Hohenberg and Kohn posited that there exists a one-to-one correspondence between the ground-state
electronic energy and the electron density. Hohenberg and Kohn introduced two theorems upon which modern DFT is built.

2.1.5.1 Hohenberg-Kohn Theorems

The first theorem states that an external potential, \( V_{\text{ext}}(r) \), is a unique functional of \( \rho(r) \), and because \( \rho(r) \) uniquely determines the Hamiltonian, it also uniquely determines all other molecular properties. The second theorem is a recapitulation of the variational principle for DFT, stating that the ground-state energy may be obtained variationally and that the electron density that minimizes the total energy is the exact ground state. The second theorem allows the self-consistent machinery developed for wavefunction methods to be applied to DFT.

From the first theorem, the expectation value for an observable may be defined as a functional of the electron density:

\[
\langle A \rangle = A[\rho(r)]
\]

and that the energy is defined as:

\[
E[\rho(r)] = \langle \Psi | H | \Psi \rangle = T[\rho] + E_{Ne}[\rho] + E_{ee}[\rho]
\]

in which the Hamiltonian consists of a kinetic energy component, \( T[\rho] \), a nuclear-electron attraction component, \( E_{Ne}[\rho] \), and an electron-electron repulsion component, \( E_{ee}[\rho] \). The electron density is defined as:

\[
\rho(r) = N \int d^3r_2 \cdots \int d^3r_N |\Psi(r_1, r_2, ..., r_N)|^2
\]

The universal functional of Hohenberg and Kohn is then introduced as the sum of the electron-only contributions:
where \( J[\rho] \) and \( E_{\text{ncl}}[\rho] \) are the Coulomb functional and the non-classical correlation functional, respectively. \( E_{\text{ncl}}[\rho] \) encapsulates the effects of self-interaction, exchange, and electron correlation. While the form of \( J[\rho] \) is known exactly, the exact form of \( E_{\text{ncl}}[\rho] \) is unknown and must be approximated.

### 2.1.5.2. Kohn-Sham Theory

Although DFT as originally derived by Hohenberg-Kohn is orbital free and relies exclusively on the electron density, deriving an exact kinetic energy term as a function of the density has proven elusive. Therefore, Kohn and Sham proposed introducing orbitals, reducing the problem of interacting electrons in an external potential to one of a system of non-interacting electrons in an effective potential.\(^{10}\) As a consequence, the complexity has returned to 3N variables, and the approximate density of the system can be written as a sum of the electron densities of the occupied orbitals as:

\[
\rho_{\text{approx}} = \sum_{i} |\phi_i|^2
\]  

(2.24)

The kinetic energy term is then split into an orbital-based term and a small correction term. The orbital-based kinetic energy term is known exactly:

\[
T_S = -\frac{1}{2} \sum_{i} (|\phi_i| \nabla^2 |\phi_i|) 
\]  

(2.25)

and the correction term is often accounted for by the functional kernel selected. The universal functional then becomes:
\[ F[\rho] = T_s[\rho] + J[\rho] + E_{XC}[\rho] \]  

(2.26)

where \( E_{XC}[\rho] \) is the exchange-correlation energy. This term contains the correction to the kinetic energy and the non-classical electron correlation contribution:

\[ E_{XC}[\rho] = (T[\rho] - T_s[\rho]) + (E_{ee}[\rho] - J[\rho]) \]  

(2.27)

where the first term is the kinetic correlation energy, and the second term contains both the potential correlation energy and the exchange energy. The total energy of the system is then written as

\[ E_v[\rho] = T_s[\rho] + E_{eN}[\rho] + J[\rho] + E_{XC}[\rho] \]  

(2.28)

The Schrödinger equation is:

\[
\left[-\frac{1}{2} \nabla^2 - \sum_A \frac{Z_A}{r_{1A}} + \int \frac{\rho(r_2)}{r_{12}} \, dr_2 + V_{XC}(r_1)\right] \phi_i = \epsilon_i \phi_i
\]  

(2.29)

with the exchange-correlation potential, \( V_{XC} \), as:

\[ V_{XC} = \frac{\delta E_{XC}}{\delta \rho} \]  

(2.30)

Unfortunately, the exact form of this exchange-correlation potential is not known, and subsequently the accuracy of a DFT functional depends on the accuracy of its exchange-correlation potential and the approximations contained therein.

2.1.5.3. Approximate Exchange-Correlation Functionals

The choice of the functional form (i.e., the expression for the exchange-correlation potential) is the difference between the various DFT methods. In contrast to wavefunction methods, as each DFT functional contains its own approximations, a systematic approach
to improving overall accuracy is impossible. Perdew and Schmidt introduced a “Jacob’s ladder” hierarchy of functional approximations to aide in categorizing functionals based on the complexity of their functional form.\textsuperscript{11} We briefly review below four of the most common types of functionals currently in use.

**Local Density Approximation**

This is the simplest approximation for the exchange-correlation, and it treats local electron density as a uniform electron gas, assuming that the density slowly varies over space. In that context, the exchange energy is known exactly and is given by the Dirac formula:

\[
E_{X}^{LDA}[\rho] = -C_X \int \rho^{4/3} \langle \vec{r} \rangle d\vec{r}
\]

where \( C_X = \frac{3}{4} \sqrt{\frac{3}{\pi}} \). The correlation energy is not known exactly, except at high and low density limits; for intermediate values, its contributions are derived from quantum Monte Carlo simulations on the uniform electron gas. While the assumption of approximating the electron density as a slowly varying density is valid for systems like metals, in molecular systems this assumption is not as robust as the electron density varies significantly over space. Subsequently, this approach tends to underestimate the exchange energy and overestimate the correlation energy.
Generalized Gradient Approximation

Since the electron density is not uniform in space in molecular systems, the generalized gradient approximation includes information about the gradient of the electron density, \( \nabla \rho \), in addition to the electron density at a given point to take into account the inhomogeneity, in particular, of molecular systems. The exchange-correlation term then takes on the form:

\[
E_{XC}^{GGA}[\rho] = \int \rho(r) \epsilon_{XC}^{GGA}(\rho, \nabla \rho, \nabla \rho) dr
\]  

which accounts for any difference in electron spin densities.

Hybrid Functionals

Within the exchange-correlation potential, the exchange contributions are typically much larger than the correlation contributions. Hybrid functionals seek to improve the total energy by computing a more accurate exchange energy. This is accomplished by including some fraction of Hartree-Fock exchange in the DFT exchange-correlation functional:

\[
E_{XC}^{hybrid}[\rho] = a E_{X}^{HF} + (1 - a) E_{X}^{KS} + E_{C}^{KS}
\]  

Introducing the HF exchange has the advantage of minimizing the self-interaction error pathological to DFT. In DFT, the density of a single electron causes a non-zero Coulomb repulsion \( (J[\rho]) \). In HF, the exchange is exact in the limit of non-interacting electrons. While this approach has been shown to generally improve the accuracy of molecular properties, the accuracy relies on the fraction of HF exchange which is dependent on the system and properties of interest. To date, many hybrid functionals incorporating HF
exchange have been developed; among them, the most popular is the B3LYP functional.\textsuperscript{12-13}

\textit{Long-Range Corrected Functionals}

Despite these improvements, hybrid functionals fail to describe distance-dependent exchange interactions, resulting in incorrect exponential asymptotic behavior at long range. To resolve this inadequacy, long-range corrected functionals have been developed, in which the two-electron operator is partitioned into short-range and long-range components by the standard error function as\textsuperscript{14-15}

\[
\frac{1}{r_{12}} = \frac{1 - \text{erfc}(\omega r_{12})}{r_{12}} + \frac{\text{erf}(\omega r_{12})}{r_{12}} \tag{2.34}
\]

where \(\omega\) is a parameter for determining the distance for transitioning between the short-range and long-range contributions. The short-range component is handled by the DFT exchange, which accurately describes short-range interactions, while the long-range component is handled by HF exchange, which has the correct long-range asymptotic behavior. The general functional form is:

\[
E_{XC}^{LRC}[\rho] = E_X^{SR-KS} + E_X^{SR-HF} + E_X^{LR-HF} + E_C^{KS} \tag{2.35}
\]
2.2. Atomistic Simulations

While HF, post-HF, and DFT methods have enjoyed success in calculating a variety of molecular properties, electronic-structure methods are limited in application to small-to-medium sized molecules. As simulating large ensembles of molecules containing thousands of atoms is essential for describing the bulk morphological properties of materials, approximate methods must be used. Molecular Dynamics (MD) is an approximate technique that uses classical mechanics to describe the motion of particles within a bulk material by propagating an initial configuration according to Newton’s second equation. MD relies on force fields, which are composed of sets of parameters that define the potential energy, using fitted terms for different interactions, to calculate the energy as a function of nuclear coordinates.

2.2.1. Force Fields

Since electrons are neglected and the electronic Schrödinger equation is unused, information concerning bonded and non-bonded interactions between atoms must be explicitly provided by the use of force fields. The force field energy is generally written as:

\[ E = E_{str} + E_{bend} + E_{tors} + E_{vdw} + E_{el} \]  \hspace{1cm} (2.36)

The first three terms describe bonded interactions (stretch, bend, and torsion rotation, respectively), while the remaining terms describe non-bonded interactions (van der Waals and electrostatic energy, respectively). The physical parameters (e.g., equilibrium bond lengths, equilibrium angles, force constants) used to define each atom used within a MD
simulation are derived from experimental measurements or higher-level electronic-structure methods.

**Bonded Interactions**

The stretch energy, \( E_{str} \), is the energy of stretching a pair of bonded atoms A and B about their equilibrium bond length, \( R_{0}^{AB} \). This term is typically described by a harmonic potential, which is sufficient for a description at bond lengths near its energetic minimum:

\[
E_{str}(R^{AB}) = k_{AB}(R^{AB} - R_{0}^{AB})^2
\]  

(2.37)

The bend energy, \( E_{bend} \), is the energy needed to bend a molecule about an angle (\( \theta \)) formed by three bonded atoms, A-B-C. A harmonic potential again is used to describe this interaction:

\[
E_{bend}(R^{AB}) = \theta^{ABC}(\theta^{ABC} - \theta_{0}^{ABC})^2
\]  

(2.38)

The final bonded term, the torsion energy, \( E_{tor} \), describes the energy change when rotating about the bond B-C in a A-B-C-D, a set of four bonded atoms. The torsion potential does not share a harmonic potential as the previous two terms did, for the torsion potential function must be periodic (a rotation of 360° should return the same energy) and the energetic barrier of rotation is often small. To capture these effects, \( E_{tor} \) is written as a Fourier series:
\[ E_{\text{tors}}(\omega^{ABCD}) = \sum_{n} V_{n}^{ABCD}(\cos \omega^{ABCD}) \]  \hspace{1cm} (2.39)

**Non-Bonded Interactions**

The first non-bonded term, the van der Waals term \( E_{vdw} \), describes the repulsion or attraction between non-bonded atoms, including exchange-repulsion at short interatomic distances and weak attraction due to dispersion at intermediate distances. A Lennard-Jones potential is usually selected to express this term due to its computational efficiency:

\[ E_{vdw}(R^{AB}) = \varepsilon^{AB} \left[ \left( \frac{R_0^{AB}}{R^{AB}} \right)^{12} - 2 \left( \frac{R_0^{AB}}{R^{AB}} \right)^{6} \right] \]  \hspace{1cm} (2.40)

where \( R_0^{AB} \) is the minimum-energy distance, and \( \varepsilon^{AB} \) is the depth of the potential well. The pairwise interactions in the minimum-energy distance are usually expressed in terms of the atomic van der Waals radii and interaction energies via:

\[ R_0^{AB} = R_0^{A} + R_0^{B} \]  \hspace{1cm} (2.41)
\[ \varepsilon^{AB} = \sqrt{\varepsilon^{A}\varepsilon^{B}} \]

Finally, point charges are used to compute electrostatic interactions \( E_{el} \). These interactions include charge-charge, charge-dipole, dipole-dipole, and higher multipole interactions. The molecular charge distribution is taken as being atom-centered, and the interactions between the point charges are calculated using the Coulomb potential:

\[ E_{el}(R^{AB}) = \frac{Q^A Q^B}{\varepsilon R^{AB}} \]  \hspace{1cm} (2.42)
where \( \varepsilon \) is the dielectric constant. The values for the atomic charges \((Q_A^A \text{ and } Q_B^B)\) can be computed from quantum-mechanical calculations or from standard atomic charges for each atom.

2.2.2. Molecular Dynamics

As stated above, MD treats the motion of the particles in a simulation trajectory classically according to Newton’s second equation:

\[
-\frac{dV}{dr} = m\frac{d^2r}{dt^2} \tag{2.43}
\]

This equation must be integrated over the simulation run time. This run time is broken into discrete time steps, at which the velocities and positions of all the particles are calculated. The size of the time steps taken must be shorter than the rate of the fastest process of interest; in order to accurately capture molecular vibrations, a time step on the order of 1 femtosecond is required. At time step \( i + 1 \), the new atomic positions \((r_{i+1})\) can be written in terms of the old atomic positions \((r_i)\), velocities \((v_i)\), and accelerations \((a_i)\) of the previous time step \(i\). This is generally expressed as a Taylor series expansion:

\[
r_{i+1} = r_i + \frac{\partial r}{\partial t} (\Delta t) + \frac{1}{2} \frac{\partial^2 r}{\partial t^2} (\Delta t)^2 + \ldots \tag{2.44}
\]

\[
= r_i + v_i (\Delta t) + \frac{1}{2} a_i (\Delta t)^2 + \ldots
\]

where \(\Delta t\) is the time step between steps \(i\) and \(i + 1\).

There are many algorithms available to perform this integration. The one implemented in the software used in this dissertation is the Verlet algorithm, which is the most common
integration algorithm used. This algorithm uses the present atomic coordinates at time $t$ and the atomic coordinates at the previous time step $(t - \Delta t)$ to compute the new positions and accelerations for the next time step at time $t + \Delta t$. The velocities, while not used to compute the next time step, are typically approximated.

The MD method generates an ensemble at the end of a simulation. An ensemble is a large collection of microscopic states that can describe all possible states of a system. The results from an MD simulation can be related to macroscopic observables by invoking the ergodic hypothesis: given infinite time a system will pass through all possible states, implying that averaging over a single particle or a few for a sufficiently long length of time is equivalent to an average over a large number of particles at a discrete moment in time.

### 2.3. Programs Used

All electronic-structure methods used for calculations in this dissertation were implemented in the following software packages: Gaussian09 (Rev. B.01 and Rev. D.01)\textsuperscript{16,17}, PSI (4.0.0.-beta5+)\textsuperscript{18}, and ZINDO. All crystal structures were obtained from the Cambridge Crystallographic Database.\textsuperscript{19} Crystal structures were analyzed by and geometries extracted with Mercury 3.0.\textsuperscript{20} Custom scripts were developed to aide in data analysis. Molecular Dynamics simulations were carried out using GROMACS 4.5.4\textsuperscript{21} and the OPLS-AA force field.\textsuperscript{22}
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CHAPTER 3

CYANINES WITH BULKY SUBSTITUENTS: INFLUENCE OF CYANINE AND COUNTERION SIZES ON CYANINE AGGREGATION

3.1. Introduction

Translating the promising optical properties of cyanines found in dilute solution into high number density materials suitable for AOS applications is one of the critical challenges facing the field. Although the highly polarizable nature of the cyanine π-system makes these molecules desirable for NLO applications, this same property also leads to strong intermolecular interactions in the solid state.\(^1\) In particular, intermolecular interactions, including π-π interactions, between cyanines in thin films result in the formation of various aggregate geometry structures, such as J-aggregates or H-aggregates.\(^2\)\(^-\)\(^4\) Aggregation can severely adversely modify the cyanine NLO properties of interest for AOS.\(^5\)\(^-\)\(^9\) Limiting these intermolecular interactions to reduce cyanine-cyanine aggregation is thus critical to achieve materials with figures-of-merit suitable for these applications. Both molecular dynamics and experimental studies have suggested that increasing the cyanine steric bulk by attaching bulky out-of-plane groups to the cyanine backbone is an effective way to minimize aggregation.\(^10\)\(^-\)\(^11\)

One strategy recently pursued by the Marder group at the Georgia Institute of Technology has been to introduce a large rigid bulky substituent to the center of the cyanine backbone; these molecules have been shown experimentally to maintain dilute solution-like NLO
properties in thin films. The bulky substituent, composed primarily of two triphenylphosphine groups (PPh$_3$), is introduced to the thiopyrylium cyanine backbone via a square-planar metal center. In this Chapter, we use a combination of electronic structure and MD methodologies to investigate how the addition a carbon-metal bond influences the electronic structure of the thiopyrylium backbone, and what impact the addition of a large substituent to the center of the backbone has on the cyanine-cyanine packings. We compare these metallated thiopyrylium cyanines to heptamethine benzo[g]indolium cyanines, whose generally bulky structures have also been designed and synthesized by the Marder group to minimize aggregation (Figure 3.1).

Since cyanines carry a charge, this charge must be balanced by the presence of a counterion. As cyanine-counterion interactions (e.g., ion-pairing) can also induce geometric changes of the backbone which negatively impact NLO properties, it is critical to assess how the structures of the cyanine and counterion influence the locations the counterion can occupy about the cyanine backbone. Although larger counterions can reduce ion-pairing with the cyanine backbone$^5$ and have been shown to aid in reducing aggregation,$^1$ an investigation into their impact on aggregation when the cyanine itself is tailored to minimize aggregation is lacking, particularly from a theoretical perspective. We thus use MD to investigate the ability of the counterion to aid in minimizing aggregation in thin films.
**Figure 3.1:** List of compounds and chemical structures of cyanine dyes and counterions studied here.
3.2. Theoretical Methodology

3.2.1. Electronic Structure Calculations

Ground-state geometry optimizations were performed using DFT with the long-range corrected $\omega$B97X-D functional\textsuperscript{13-14} using the default range-separation parameter $\omega$ ($\omega = 0.2$ Bohr$^{-1}$) and the cc-pVDZ basis set.\textsuperscript{15} The cc-pVDZ basis sets for the Ni, Pd, and Pt atoms were taken from the EMSL Basis Set Exchange.\textsuperscript{16-17} For comparison with experiment, the geometry optimizations were conducted by considering an implicit dielectric medium corresponding to chloroform ($\varepsilon = 4.71$) within the Polarizable Continuum Model (PCM). The absence of imaginary frequencies confirmed the geometries were at a global minimum. The molecular van der Waals volumes of the counterions were computed using multiwfn.

Symmetry Adapted Cluster Configuration Interaction (SAC-CI)\textsuperscript{18-19} calculations (also performed in a chloroform-like medium) were used to obtain the vertical excited-state energies, transition dipole moments, and state dipole moments; since the SAC-CI active space incorporates single and higher-order excitations, it can correctly describe two-photon absorbing states, which is essential to accurately capture the molecular third-order NLO properties of cyanines. SAC-CI has previously been used to evaluate the excited-state properties for cyanines and dimers of cyanine/counterion complexes.\textsuperscript{6} The chosen active space included the 40 highest-lying occupied orbitals and the 110 lowest-lying unoccupied orbitals, which were obtained at the Hartree-Fock/cc-pVDZ level of theory. The static ($\hbar\omega = 0$) third-order polarizabilities ($\gamma(\omega; \omega, -\omega, \omega)$) were obtained by a sum-over-states perturbation approach using the SAC-CI results as inputs for an essential-state calculation.
involving 10 excited states. All electronic-structure calculations were performed in the Gaussian 09 (Rev. D.01) suite of programs.\textsuperscript{20}

\textbf{3.2.2. Molecular Dynamics Simulations of Amorphous Structures}

\textbf{3.2.2.1. Simulation Procedure}

The molecular dynamics simulations and subsequent analyses of the cyanine-cyanine and cyanine-counterion geometries were conducted as detailed in references 10 and 21. In brief, the GROMACS 4.5.4 package\textsuperscript{22} was used to conduct atomistic molecular dynamics (MD) simulations using the OPLS-\textit{AA} force field.\textsuperscript{23} This force field has previously shown good agreement with experiment for cyanine aggregates in solution.\textsuperscript{24} The initial geometries of the isolated cyanines and counterions were obtained using the same level of theory without PCM as detailed above, with the atomic charges used in the MD simulations obtained from NBO calculations at the same level theory. Since \textit{cis-trans} isomerization of the cyanines is not expected to occur in the films studied experimentally, all torsions about the C-C bonds in the polymethine backbone were constrained to within 10° of planarity to prevent isomerization during the high-temperature annealing. After generating an initial geometry by randomly placing cyanines and counterions in a periodic box, the energy was minimized at constant volume, and an initial run of 10 ps was performed at 50 K under the NVT ensemble. Following the initial run, the simulation box was equilibrated at 800 K under the NPT ensemble using the Berendsen barostat until the volume equilibrated, and then allowed to run for several additional ns. Several geometries at 1 ns intervals were extracted, and this series of amorphous geometries were equilibrated for 1 ns at the annealing
temperature using the Parrinello-Rahman barostat, cooled over 2 ns to 300 K, and finally simulated for 1 ns at 300 K. The following analyses exploited the final 1 ns of this simulation. The Nose-Hoover thermostat and periodic boundary conditions were used for all simulations, along with a time step of 1 fs; the Ewald summation was used for Coulomb interactions and the spherical cutoff for the summation of van der Waals interactions was set at 1.0 nm. The results were averaged over enough simulations to obtain a total of at least 1200 cyanine-counterion complexes.

3.2.2.2. Analysis of cyanine-counterion geometries

An internal coordinate system was defined to analyze the cyanine-counterion geometries. The origin $\mathbf{C}$ was set as the geometric center of the two hetero-atoms in the cyanine backbone. Vector $\mathbf{X}$ was computed as the normalized vector from $\mathbf{C}$ to the first terminal hetero-atom, with vector $\mathbf{Y}$ computed as the negative of the normalized component of a vector from $\mathbf{C}$ to the location of the central carbon atom orthogonal to $\mathbf{X}$. The cross product of $\mathbf{X}$ and $\mathbf{Y}$ defined vector $\mathbf{Z}$. Vector $\mathbf{D}$ was defined as the vector from $\mathbf{C}$ to the counterion’s central atom. The displacements along the internal axes ($D_x, D_y, D_z$) were computed as the dot products of $\mathbf{D}$ with $\mathbf{X}, \mathbf{Y},$ and $\mathbf{Z}$. The cutoff distance for cyanine-counterion pairs was set at -20 Å to 20 Å along each axis and each pair within this cutoff was considered and sorted into bins with a width of 1 Å in each direction. For each simulation, the analysis was conducted for 501 frames at 2 ps intervals and the results averaged. The bulk density of the cyanine-counterion pairs was calculated as the product of the number of cyanines and the number of counterions in each frame divided by the average frame volume. Each bin was
normalized by dividing its count by the bin volume and the bulk density. Each X-Y displacement plot was constructed by averaging over a depth ranging from -5 Å to +5 Å along the z axis.

3.2.2.3. Analysis of cyanine-cyanine aggregate geometries

The positions of each atom at the end of the cyanine backbone were used to analyze the cyanine-cyanine aggregate geometries (Figure 3.2). Given each pair of cyanines (A and B), vectors $\mathbf{A}$ and $\mathbf{B}$ were defined between the two terminal atoms of each cyanine, respectively. The geometric centers of the cyanines, $\mathbf{C}_A$ and $\mathbf{C}_B$, were computed as the average position of the two terminal backbone atoms. Vector $\mathbf{C}$ was defined as the vector between $\mathbf{C}_A$ and $\mathbf{C}_B$. Vector $\mathbf{F}$, the offset, is the projection of $\mathbf{C}$ onto $\mathbf{A}$; vector $\mathbf{R}$, the radial distance, is the projection of $\mathbf{C}$ into the plane perpendicular to $\mathbf{A}$. The offset and the radial distance were computed as the magnitudes of vectors $\mathbf{F}$ and $\mathbf{R}$, respectively. The torsion angle was computed by determining vector $\mathbf{B}'$ as the projection of $\mathbf{B}$ into the plane perpendicular to $\mathbf{R}$, then computing the angle ($D$) between $\mathbf{A}$ and $\mathbf{B}'$. Since the two ends of the cyanine are identical, the torsion angle was computed as $(180^\circ - D)$ if $D$ was greater than $90^\circ$. All ordered pairs of cyanines were considered, as the offset, radial distance, and torsion depend on whether cyanine A or B is chosen first. All cyanines pairs within a radial distance of 6 Å and an offset less than 12 Å were considered and sorted in bins of 1 Å offset and 10° torsion angle. Each bin count was normalized relative to the bulk density. The analysis was conducted for each simulation over 501 frames at 2 ps intervals and then averaged.
Figure 3.2: Atoms selected for analysis of cyanine aggregate geometries (top) and visualization of the analysis of cyanine-cyanine interaction geometries (bottom).

3.3. Results

The results in this Chapter are divided into two sections. In the first section, we focus on electronic-structure calculations of the M-functionalized thiopyrylium compounds, examining how the addition of the metallated substituent impacts the geometry, frontier MOs, excited states, and calculated static Re(γ). In the second section, we use molecular dynamics simulations to understand the interplay between the chemical structure and size of the cyanine and the size of counterion in cyanine-cyanine and counterion-cyanine packings.
3.3.1. Electronic Structure Results

We begin by examining the electronic structure and excited states of individual cyanines 1 – 4 in chloroform (ε=4.71) without the presence of a counterion as a function of metal center. Physical parameters, including BLA and dihedral angles (angles $a$ and $b$, corresponding to the dihedral angles between the phosphines of the metal substituent and the thiopyrylium backbone) for the backbone and $\text{M(PPh}_3\text{)}_2\text{Cl}$ substituent, are presented in Table 3.1. The commonly-used definition of BLA for linear conjugated systems is not appropriate for use as a comparison here, as the geometries of the thiopyrylium cyanines are not expected to be significantly modified upon addition of the metallated substituents, remaining overly symmetric. Instead, we compute the absolute average BLA, which is the average of the absolute differences between successive carbon-carbon bond lengths along the cyanine backbone.

\[
\text{Absolute Average BLA} = \frac{|b_{1-2} - b_{2-3}| + |b_{2-3} - b_{3-4}| + \cdots}{(N-2)}
\]

(3.1)

where $b_{x-y}$ is the bond length between atoms $C_x$ and $C_y$, and $N$ is the number of carbon atoms along the cyanine backbone.
Table 3.1: Physical properties of Cl-substituted (1) and M(PPh₃)₂Cl-substituted thiopyrylium cyanines (2–4) calculated in implicit solvent at the ωB97X-D/cc-pVDZ level of theory. C denotes the central carbon atom of the thiopyrylium backbone. Dihedral angles \( a \) and \( b \) correspond to the dihedral angles between the phosphines of the metal substituent and the thiopyrylium backbone.

<table>
<thead>
<tr>
<th></th>
<th>BLA (Å)</th>
<th>dihedral ( a ) (°)</th>
<th>dihedral ( b ) (°)</th>
<th>backbone torsion (°)</th>
<th>M-C bond length (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0069</td>
<td>-</td>
<td>-</td>
<td>-4.7</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>0.019</td>
<td>92.8</td>
<td>88.9</td>
<td>-4.6</td>
<td>1.90</td>
</tr>
<tr>
<td>3</td>
<td>0.019</td>
<td>87.4</td>
<td>90.1</td>
<td>-15.2</td>
<td>2.01</td>
</tr>
<tr>
<td>4</td>
<td>0.024</td>
<td>89.9</td>
<td>89.5</td>
<td>-0.7</td>
<td>2.01</td>
</tr>
</tbody>
</table>

We highlight the unsubstituted thiopyrylium 1 for comparison, which shows the ideal cyanine geometry: negligible BLA and a largely planar backbone. As indicated above, for 2–4, substitution at the central carbon atom with the M(PPh₃)₂Cl substituent does not significantly impact the cyanine backbone or substituent geometries. The BLA increases slightly for 2 and 3, while 4 shows the largest increase in BLA at ~0.024 Å. Despite these small increases in BLA, the M-functionalized thiopyrylium series largely retain their \( C_2V \) symmetry. While the backbone torsion angle generally remains small (< 5°), it is substantial (~15°) in the case of 3; however, this larger torsion angle does not significantly impact the excited-state properties, which will be discussed shortly.

Similarly, the substituent geometry is not modified upon addition to the cyanine. Regardless of the identity of the metal, the metal center maintains a square planar geometry. The dihedral angles between the phosphines of the metal substituent and the thiopyrylium backbone (dihedrals \( a \) and \( b \)) are ca. 90°. Maintaining this square planar geometry confers an interesting advantage to the cyanine: the substituent straddles the cyanine backbone, with the phosphine groups overhanging on either side. Of the three
phenyl rings bonded to each phosphine atom, two are above the plane of the backbone, while the third lies within the plane of the backbone. The function of these bulky out-of-plane substituents can then be thought of as a “bumper” around the cyanine backbone, increasing cyanine-cyanine intermolecular distances. We note that while the Pd-C and Pt-C bond lengths are identical between 3 and 4, the Ni-C bond length in 2 is shorter by ~0.1 Å.

As the OPA state and TPA state in cyanines involve excitations among the frontier MOs (HOMO-1, HOMO, LUMO, and LUMO+1), it is critical to investigate the impact the M(PPh$_3$)$_2$Cl substituent has on these MOs, which we do next. Taking again the thiopyrylium 1 for reference, the MOs (Figure 3.3) are shown to be identical for a prototypical cyanine: the HOMO, HOMO-1, LUMO, and LUMO+1 are localized along the thiopyrylium backbone. We also take into consideration the HOMO-2 and the LUMO+2 when comparing the frontier orbitals, which will be shown to contain electron density from the substituent in 2 – 4. In these two MOs, the density in the unsubstituted thiopyrylium is localized towards alternate ends of the backbone through the terminal phenyl rings.
Figure 3.3: Molecular orbital plots of the frontier orbitals, including LUMO+2 and HOMO-2, for 1, the unsubstituted thiopyrylium as calculated in implicit solvent at the ωB97X-D/cc-pVDZ level of theory.

In general for the series 2 – 4, the addition of the M(PPh₃)₂Cl-substituent does not significantly alter the frontier MOs (see Figure 3.4, Figure 3.5, and Figure 3.6 for the MOs of compounds 2, 3, 4, respectively). The HOMO, HOMO-1, LUMO, and LUMO+1 retain their unsubstituted cyanine-like character, being localized across the thiopyrylium cyanine. It is thus expected that any excitations among these orbitals will remain similar to the unsubstituted thiopyrylium, and will be local excitations based along the thiopyrylium backbone. Significant density on the substituent does not appear until the HOMO-2 and LUMO+2, in which case the density for the Pd and Pt systems resides predominantly on the substituent. As a node lies on the central carbon atom in the backbone in the HOMO and LUMO+1, the substituent can only interact electronically with the backbone via with the HOMO-1 and LUMO, as these two MOs have electron density on the backbone’s central carbon atom. This electronic coupling between the cyanine backbone and the
substituent can be observed with density from the metal center d-orbitals appearing in the LUMO and HOMO-1; additionally, a minor contribution of density from the Cl atom in the substituent appears in the HOMO-1.

The frontier orbitals of the Ni(PPh₃)₂Cl-substituted thiopyrylium, shown in Figure 3.4, differ in character more than those of the Pd and Pt metal centered ones. In particular, in the HOMO-2 and LUMO+2 of 2, the electron density is not restricted to the substituent. In the LUMO+2, the density on the substituent is present on the metal center and the phosphine atoms, delocalizing through the phenyl rings above the plane of the thiopyrylium backbone; additional density is also delocalized through the terminal phenyl rings at both molecular ends, and into the molecular center of the thiopyrylium cyanine through the substituent. In the HOMO-2, while the electron density is concentrated primarily on the center of the substituent and through all substituent phenyl rings, density slightly extends into the center of the backbone through the central carbon atom.
Figure 3.4: Molecular orbital plots of the frontier orbitals, including LUMO+2 and HOMO-2, for 2, the Ni(PPh₃)₂Cl-substituted thiopyrylium, as calculated in implicit solvent at the ωB97X-D/cc-pVDZ level of theory.

The LUMO+2 and HOMO-2 in 3 and 4 (Figure 3.5 and Figure 3.6, respectively) are similar with respect to each other. Concerning the HOMO-2, it is localized exclusively on the metallated substituent in both compounds, being composed of orbitals centered on the metal, chlorine, and phosphine atoms, along with density primarily on the phenyls that are in the plane of the backbone. For 4, the LUMO+2 is a combination of the unsubstituted thiopyrylium LUMO+2 and the substituent-centered orbitals (with some density on the backbone central carbon atom). However, for 3, the LUMO+2 is identical to the unsubstituted thiopyrylium LUMO+2, and no density is present on the substituent. Indeed, with the Pt(PPh₃)₂Cl substituent, the LUMO+2 and the LUMO+3 remain thiopyrylium-like, being localized on the thiopyrylium terminal phenyl rings and backbone, and density from the substituent does not appear until the LUMO+4. Thus, the Pt-based substituent has the smallest impact on the thiopyrylium orbitals in the metallated cyanines.
Figure 3.5: Molecular orbital plots of the frontier orbitals, including LUMO+2 and HOMO-2, for 3, the Pd(PPh$_3$)$_2$Cl-substituted thiopyrylium, as calculated in implicit solvent at the ωB97X-D/cc-pVDZ level of theory.

Figure 3.6: Molecular orbital plots of the frontier orbitals, including LUMO+2 and HOMO-2, for 4, the Pd(PPh$_3$)$_2$Cl-substituted thiopyrylium, as calculated in implicit solvent at the ωB97X-D/cc-pVDZ level of theory.
The frontier MO energies are plotted in Figure 3.7 as a function of metal center identity. In general, the addition of the M(PPh₃)₂Cl substituent destabilizes all frontier MOs. The HOMO-1 and the HOMO-2 are destabilized the most, by ca. 0.6 eV, due to the addition of density from the metal center in the HOMO-1 and the replacement of the thiopyrylium orbital with the substituent-centered orbital in the HOMO-2. Since the HOMO has a node on the central carbon atom, the addition of the substituent barely disturbs the orbital and its energy. The situation, however, is different in the LUMO: the LUMO energy is destabilized, and this increase in energy broadens the HOMO-LUMO gap by ca. 0.3 eV for each metallated cyanine as compared to the unsubstituted thiopyrylium. This is consistent with the fact that experimentally the maximum absorption peak for metallated cyanines are blue-shifted compared to unsubstituted cyanines.¹² There are only minor differences among the LUMO+1 and the LUMO+2 energies from the unsubstituted to metallated thiopyrylium. Among the metallated thiopyrylium cyanines with different metal centers, the frontier MO energies vary slightly as a function of metal identity.
The subtle differences in the M-C bond length and frontier MOs among the metal center series give rise to a different excited-state picture compared to 1, as seen in Figure 3.8. Table 3.2 collects the vertical excitation energies for the OPA and TPA states, transition dipole moments between ground and OPA state, transition dipole moments between OPA and TPA state, and CI decompositions for each state, as computed at the SAC-CI level of theory. The excited-state energies are relatively insensitive to the identity of the metal atom in the substituted thiopyrylium cyanines (2 – 4).
Figure 3.8: Evolution of OPA and TPA excited states upon addition of the M(PPH$_3)_2$Cl substituent as calculated in implicit solvent at the SAC-Cl/HF/cc-pVDZ level of theory.

The most significant change for the series 2 – 4 as compared to 1 is the blue-shift of the OPA and TPA vertical excitation energies in the M(PPH$_3)_2$Cl-substituted thiopyrylium cyanines. For the OPA state energy, this destabilization amounts to nearly 1 eV, regardless of the identity of the metal, while the TPA state energy destabilization is ca. 1.2 eV. This has the noteworthy consequence of leading to a slight broadening of the OPA-TPA energy window for the metallated thiopyrylium cyanines 3 and 4. Most significant is the appearance of a new excited state in compound 2 (denoted E$_{S2}$ in Table 3.2). This new state, which will be described in more detail below, is strongly TPA, appears in the middle of the OPA-TPA energy window, and is only 0.3 eV above the OPA; for 2, this new excited state closes down the energetic window.
Table 3.2: Vertical excitation energies for OPA and TPA states (eV), transition dipole moments between the ground and OPA state ($\mu_{ge}$, Debye) and between OPA and TPA state ($\mu_{ee}$ (Debye)) for the unsubstituted (1) and M(PPh$_3$)$_2$Cl-substituted (2 – 4) thiopyrylium cyanines as calculated in implicit solvent at the SAC-CI/HF/cc-pVDZ level of theory. For each state, its CI decomposition is listed; H denotes HOMO and L denotes LUMO. $E_{S_2}$ in compound 2 corresponds to the new TPA state.

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{OPA}(\mu_{ge})$</td>
<td>1.62 (22.39)</td>
<td>2.61 (17.39)</td>
<td>2.57 (18.38)</td>
<td>2.59 (18.64)</td>
</tr>
<tr>
<td>CI composition</td>
<td>0.92[H → L]</td>
<td>0.95[H → L]</td>
<td>0.95[H → L]</td>
<td>0.95[H → L]</td>
</tr>
<tr>
<td>$E_{S2}(\mu_{ee})$</td>
<td>3.59 (13.35)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CI composition</td>
<td>0.60[H → L + 1]</td>
<td>-0.42[H → L + 1]</td>
<td>-0.53[H → L, L]</td>
<td></td>
</tr>
<tr>
<td>$E_{TPA}(\mu_{ee'})$</td>
<td>3.28 (14.93)</td>
<td>4.47 (16.94)</td>
<td>4.52 (14.45)</td>
<td>4.54 (15.57)</td>
</tr>
<tr>
<td>CI composition</td>
<td>-0.53[H → L + 1]</td>
<td>-0.59[H → L + 1]</td>
<td>0.59[H → L + 1]</td>
<td>-0.57[H → L + 1]</td>
</tr>
<tr>
<td></td>
<td>-0.49[H → L + 1]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>-0.52[H, H → L, L]</td>
<td>0.26[H, H → L, L]</td>
<td>0.30[H, H → L, L]</td>
<td>-0.33[H, H → L, L]</td>
</tr>
</tbody>
</table>

The two (or in the case of compound 2, three) lowest singlet excited states were examined, and the description of each state is collected in Table 3.2. In all cases for compounds 1 – 4, we find that the first singlet excited state corresponds to the OPA state, with its electronic transition predominately (~90%) a local excitation centered on the thiopyrylium backbone. With the exception of compound 2, the second excited state corresponds to the TPA state, with three local excitations centered on the thiopyrylium backbone composed of a $|HOMO - 1 \rightarrow LUMO\rangle$, a $|HOMO \rightarrow LUMO + 1\rangle$, and a double $|HOMO \rightarrow LUMO\rangle$ transition. For 2 (with the Ni metal), the new second excited state (denoted $E_{S_2}$) and the third excited state are both a TPA state, described by the same three local excitations centered on the thiopyrylium backbone. The excited-state transition dipole moment from the OPA state to both TPA states ($\mu_{ee'}$) are similar in magnitude for state $E_{S_2}$ and $E_{TPA}$ in 2. For the M(PPh$_3$)$_2$Cl-substituted thiopyrylium cyanines, we note that the ground to OPA
state transition dipole moment \( (\mu_{ge}) \) becomes reduced by \(~4\) Debye compared to the unsubstituted thiopyrylium, but the magnitude does not greatly depend on the identity of the metal.

**Table 3.3:** \( \text{Re}(\gamma_{static}) \) and its decomposition into the three-term model, reported in \(10^{-33}\) esu.

<table>
<thead>
<tr>
<th>( \text{Re}(\gamma_{static}) ) ( (10^{-33}) esu)</th>
<th>D-term</th>
<th>T-term</th>
<th>N-term</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-29.9</td>
<td>0.136</td>
<td>38.1</td>
</tr>
<tr>
<td>2</td>
<td>0.141</td>
<td>0.0243</td>
<td>6.08</td>
</tr>
<tr>
<td>3</td>
<td>-4.54</td>
<td>0.192</td>
<td>3.07</td>
</tr>
<tr>
<td>4</td>
<td>-4.61</td>
<td>0.0121</td>
<td>3.42</td>
</tr>
</tbody>
</table>

The smaller \( \mu_{ge} \) and larger OPA state energy in the metallated thiopyrylium cyanines lead to a reduction in the magnitude of \( \text{Re}(\gamma_{static}) \) by an order of magnitude for \(2-4\) as compared to \(1\) (see Table 3.3). For compounds \(3\) and \(4\), \( \text{Re}(\gamma_{static}) \) remains large and negative, as the \(N\) term dominates the three-term expression. In compound \(2\), however, \( \text{Re}(\gamma_{static}) \) has become small (as compared with the rest of the series) and takes on a positive value due to a slight reduction in the magnitude of the \(N\) term and a large increase in the magnitude of the \(T\) term, which nearly cancel each other out. Indeed, the \(T\) term is twice as large in \(2\) as compared to compounds \(3\) and \(4\). This suggests that the FOM for \(2\) is unacceptable for use in AOS devices due to the combination of small and positive \( \text{Re}(\gamma_{static}) \) and increased losses due to TPA. We note that the predicted dependence and trend of \( \text{Re}(\gamma_{static}) \) on the identity of the metal atom is in line with what has been observed experimentally in the Marder group.\(^{25}\)
3.3.2. Molecular Dynamics Results

Having described how the addition of the large M(PPh₃)₂Cl substituent impacts the molecular properties of interest for NLO, we now turn to a discussion of atomistic MD simulations in order to understand the substituent’s impact on cyanine-cyanine aggregation and cyanine-counterion geometries. Previous MD simulations conducted on amorphous cyanine-counterion bulk systems revealed that substitution at the molecular ends and/or at the molecular center on the cyanine backbone can play a key role in reducing aggregation, and that increasing the bulk of the cyanine backbone by attaching bulky groups to the molecular ends is an effective strategy to minimize aggregation. Here, we seek to investigate: (1) the impact the Pd(PPh₃)₂Cl-substituent (compound 3) has on the packing of thiopyrylium cyanines in an amorphous solid; and (2) the interplay between cyanine size and counterion size in influencing cyanine/cyanine and cyanine/counterion geometries in experimentally relevant cyanines. We consider two cyanine backbones: (1) the thiopyrylium cyanine with the large bulky Pd(PPh₃)₂Cl substituent in the center and moderate bulk at the molecular ends; and (2) a benzo[g]indolium cyanine, which has a moderately bulky substituent at the molecular center. Each cyanine is paired with counterions of increasing size.

3.3.2.1 Effect of Pd(PPh₃)₂Cl substituent on cyanine/cyanine and cyanine/counterion geometries

To examine the impact the addition of a large bulky substituent to the molecular center of the cyanine has on cyanine/cyanine and cyanine/counterion geometries, we consider the
unsubstituted thiopyrylium with the BF$_4^-$ (compound 5) and [BAr$_4$F$_4$]$^-$ (compound 6) counterions and the substituted thiopyrylium with the Pd(PPh$_3)_2$Cl substituent with the small, hard Cl$^-$ counterion (compound 3). Compounds 5 and 6 are molecules that exemplify the messages from previous MD studies for maintaining solution-like cyanine properties, as their molecular structures consist of large groups at the molecular ends and large, soft counterions. Figure 3.9 shows the probabilities of finding cyanine-cyanine pairs in aggregate geometries (top) and the counterion most probable positions relative to the cyanine (bottom).

**Figure 3.9:** Cyanine-cyanine geometries (top) and cyanine-counterion geometries (bottom) for thiopyrylium cyanines 5, 6, and 3. The color scale corresponds to the probability of finding pairs, with a probability of 1 corresponding to the average bulk density of cyanine–counterion pairs. The superimposed cyanine images represent the orientation and scale of the molecule.
The bulkiness of the cyanine and counterion complement each other to reduce cyanine-cyanine aggregation. Given the unsubstituted thiopyrylium, a variety of aggregate geometries are possible for the smaller BF$_4^-$ counterion (5). When paired with the significantly larger [BAR$_F^4$]– counterion (6), all other aggregate geometries besides parallel geometries with small offsets are suppressed, as denoted by the majority of white in the probability plot for 6 (top). In 6, the increased probabilities for parallel geometries with small torsion angles implies π-stacking through the planar terminal phenyl rings, and indeed in 5 the tendency for π-π stacking can be observed with the slightly larger probability at parallel geometries with short offsets. The size of the [BAR$_F^4$]– counterion can therefore disrupt aggregation when it is able to pack between adjacent cyanine backbones, but by virtue of its size can also enhance aggregate geometries intrinsic to a cyanine by not being able to pack between all cyanine pairs. Given the unsubstituted thiopyrylium with terminal phenyl rings, we should expect the cyanine to have a predilection for π-π stacking, leading to electronic coupling between such molecules. More generally, such a dependence of aggregation on counterion size has been observed experimentally.\textsuperscript{26}

Since large, bulky counterions can aid in reducing cyanine-cyanine aggregation, pairing the metallated thiopyrylium with the small, hard Cl– counterion allows us to directly assess the ability of the Pd(PPh$_3$)$_2$Cl substituent to aid in minimizing cyanine-cyanine aggregation as the small Cl– counterion is expected to contribute minimally to preventing aggregation. The addition of the Pd(PPh$_3$)$_2$Cl substituent in 3 prevents most aggregate geometries (far right plot in Figure 3.9), especially those with small parallel offsets. The Pd(PPh$_3$)$_2$Cl substituent, however, increases the probability of finding geometries with short offsets and
large torsion angles, implying an increase in 45° aggregate geometries between two thiopyrylium cyanines. The addition of a significantly large substituent to the center of the thiopyrylium is thus an effective strategy to minimize cyanine-cyanine aggregation, and can overcome the stacking motifs preferred by unsubstituted thiopyrylium cyanines.

The size of the counterion can be seen to influence the degree of counterion localization along the cyanine backbone. The BF\(_4^-\) counterion, which has a molecular van der Waals volume of 64.8 Å\(^3\), has an increased probability of localizing more towards the center of the thiopyrylium and near the sulfur atoms, where it is sterically accessible and electrically favored. On the other hand, the significantly larger [BARF\(_4\)]\(^-\) counterion, with a volume of 708.8 Å\(^3\), occupies similar yet broader positions to the BF\(_4^-\) counterion, owing to its larger bulk. The 10 times increase in molecular volume between the BF\(_4^-\) and [BARF\(_4\)]\(^-\) counterions leads to an increase the backbone-[BARF\(_4\)]\(^-\) distance by an average of 5 Å in the x-displacement and an average of 3 Å in the y-displacement. The large Pd(PPh\(_3\))\(_2\)Cl substituent, with its phenyl groups which overhang the sides of the backbone, limits the counterion to near the sulfur atoms exclusively, as the thiopyrylium termini are the only sterically-accessible areas the counterion can approach. We note that the larger probability for finding a chloride ion located at the molecular center in compound 3 (Figure 3.9, bottom, far right) is a spurious effect and does not represent an increased probability of finding a counterion at that position. Instead, the increased probability is related to the presence of the chlorine atom contained within the Pd(PPh\(_3\))\(_2\)Cl substituent. As our analysis script does not distinguish between the chloride counterion and the substituent chlorine atom, we see an increased probability at the molecular center which is related to the molecular composition of the substituent.
3.3.2.2. Role of Counterion in Cyanines Designed to Minimize Aggregation

While increasing the counterion size can aid in reducing random cyanine-cyanine aggregate geometries, an increase in the steric bulk of the counterion can lead to a reduction in the concentration of molecules in neat films, especially when the accompanying cyanines are large themselves. Thin films of benzo[g]indolium cyanines designed to minimize aggregation, by incorporating steric bulk along the cyanine backbone, present absorption spectra similar to the absorption spectra of the cyanines in dilute solutions when paired with counterions larger than Cl\(^{-}\).\(^{25}\) In this section, we seek to understand whether or not the identity of the counterion matters when paired with cyanines designed to minimize aggregation. The cyanine-cyanine and cyanine-counterion geometry probability plots as a function of increasing counterion size are shown in Figure 3.10.
Figure 3.10: Cyanine-cyanine geometries (top) and cyanine-counterion geometries (bottom) for benzo[g]indolium compounds 7, 8, and 9. The color scale corresponds to the probability of finding pairs, with a probability of 1 corresponding to the average bulk density of cyanine–counterion pairs. The superimposed cyanine images represent the orientation and scale of the molecule.

The MD simulation results for compound 7 (Figure 3.10) show that the benzo[g]indolium structure, with moderate bulk at the molecular ends and center, inherently leads to fewer aggregate geometries with respect to the unsubstituted thiopyrylium 5; the probabilities for finding aggregate geometries below an offset of 4 Å are small (white areas), particularly for the parallel offsets observed with 5. Since this cyanine is paired with the small hard Cl\textsuperscript{−} counterion, the decrease in probability of aggregate geometries, especially compared to 5, can be attributed to the general increase in steric bulk along the benzo[g]indolium backbone, which limits the ability of the backbones to approach one another. Further reduction in aggregate geometry probabilities is obtained by pairing the benzo[g]indolium with the slightly larger PF\textsubscript{6}− counterion in 8, especially for geometries at offset distances
greater than 8 Å. However, no further significant improvement in reducing the aggregate
group probabilities is obtained when pairing with the large [BArF₄]⁻ counterion in 9.
This trend suggests that once sufficient bulk has added to the cyanine backbone, a bulky
counterion beyond a certain size (for the benzo[g]indolium series, the threshold size would
be greater than PF₆⁻) is ineffective at further reducing aggregate geometry formation.

While increasing the counterion size has diminishing improvement on minimizing cyanine-
cyanine aggregates, the size of the counterion critically influences the cyanine-counterion
ion pairing. The smaller, harder counterions (e.g., Cl⁻) exclusively localize towards the
sterically-accessible terminal nitrogen atoms to be near the positive charge on the cyanine
backbone. As the counterion size is increased (from PF₆⁻ to [BArF₄]⁻), the counterion
occupies increasingly broader and more distant positions along the benzo[g]indolium
backbone, as indicated by the smearing of the probabilities in space near the terminal N
atoms in 8 and the ring of increased probability around the backbone in 9. For the [BArF₄]⁻
counterion, its most probable positions are smeared out with approximately equal
probabilities around the backbone. An average increase of 2 Å in both the x- and y-
displacements for the region with highest counterion probability is obtained upon pairing
with the next larger counterion, such that the average center-to-center distance from the
counterion to the backbone in the XY-plane is 9.5 Å for Cl⁻ and is 13.9 Å for [BArF₄]⁻.

Cyanines are able to undergo symmetry breaking through ion-pairing with the counterions,
and a counterion contribution to symmetry breaking is expected to be maximized when it
is localized near one end of the cyanine backbone.⁵⁶ Thus, even though the optimized
cyanine structure limits aggregation, significant symmetry-breaking is anticipated with the
Cl⁻ counterion, which could negatively impact the cyanine advantageous individual
Increasing counterion size increases the average cyanine-counterion distance and broadens the possible counterion positions along the benzo[g]indolium backbone, and the counterion ability to ion-pair with the cyanine backbone is reduced. It is likely that because of the broadness of counterion positions with increased probability along the cyanine backbone that the cyanines exist in various degrees of symmetry brokenness in thin films. This is particularly likely in the case of PF$_6^-$, which is large enough to avoid localizing entirely near the terminal N atoms (like Cl$^-$), yet is still small enough to approach closer to the cyanine backbone than [BAr$_F^3$] is capable of doing.

### 3.4. Conclusions

In this chapter, we have carried out dual investigations on two types of large bulky cyanines whose geometries were designed to minimize aggregation in the solid state. First, we investigated a thiopyrylium cyanine with the M(PPh$_3$)$_2$Cl (M= Ni, Pd, Pt) substituent attached to the central carbon atom, focusing on what effect the addition of a metallated substituent has on the electronic structure and third-order response of the thiopyrylium. Next, we used MD simulations to understand: (1) the effect the Pd(PPh$_3$)$_2$Cl substituent has on cyanine-cyanine aggregation in the solid state; and (2) the interplay between cyanine and counterion structures in cyanine-counterion packing, using a benzo[g]indolium cyanine designed to minimize aggregation.

The addition of the M(PPh$_3$)$_2$Cl substituent destabilizes the excited-state energies and reduces the transition dipole moments, which leads to a reduction in the magnitude of Re($\gamma$) compared to the unsubstituted thiopyrylium. The identity of the metal atom can play...
a critical role in determining the NLO properties. Among the systems we have studied, Ni introduces a new excited state within the optical window between the first and second excited states, and in this molecule Re(γ) is positive and small. Pd and Pt are similar with respect to each other, with their frontier orbitals and excited-state spacing look unsubstituted cyanine-like, and Re(γ) is negative and large in both compounds.

We have used MD simulations to investigate experimentally-relevant cyanines with additional bulk at locations corresponding to either (1) moderate bulk at the molecular ends and center or (2) significant bulk at the molecular center. Aggregate geometry formation is reduced in these cyanines. In the case of the Pd(PPPh₃)₂Cl-substituent, the large substituent in the center of the backbone can overcome the tendency of the cyanine to aggregate in specific geometries inherent to its molecular structure (i.e., disrupt π-π stacking through the terminal phenyl rings). Increasing the counterion size can aid in reducing the uncontrolled cyanine-cyanine aggregation, but also can promote aggregate configurations triggered by the specifics of the molecular geometry. This suggests that a judicious selection of cyanine and counterion can provide a means to control the formation of aggregate geometries. However, once the cyanine structure has been optimized to reduce aggregation and has been paired with a counterion of sufficient bulkiness, no further reduction in aggregate geometry formation is obtained by going to a larger counterion. Critically, the size of the counterion determines the extent that the counterion can approach the cyanine backbone and the degree of localization near cyanine molecular end, with larger, bulky counterions being sterically prohibited from approaching closely and occupying broader positions along the cyanine backbone. The broad range of counterion positions near the cyanine backbone, particularly for counterions of medium size like
PF₆⁻, suggest that cyanines in the solid state exist in various degrees of symmetry-brokenness.
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CHAPTER 4
NON-COVALENT INTERACTIONS IN COUNTERION-CYANINE COMPLEXES

4.1. Introduction

As discussed in the Introduction, interactions between a cyanine and its counterion can lead to the loss of the promising cyanine NLO properties. This typically occurs via ion-pairing, in which the counterion localizes towards one end of the cyanine backbone and induces symmetry-breaking, a process enhanced especially with small, hard counterions such as chloride. A cyanine in a symmetry-broken structure exhibits increased charge localization on the backbone near the end with the counterion and a concurrent increase in BLA. As a consequence, the absorption peaks of the cyanines become blue-shifted and/or significantly broadened.

A quantum-mechanical study involving a model streptocyanine with dimethylamino end groups and a chloride counterion revealed that when the counterion localizes towards one end of the cyanine the degree of BLA is increased. This is consistent with an abundance of crystallographic data which show cyanines with large values of BLA and the presence of the counterion near one end of the cyanine backbone. When the counterion is in this position, Re(\(\gamma\)) becomes positive and Im(\(\gamma\)) increases. This leads to properties that are unsuitable for AOS applications.
Molecular dynamics simulations show that in thin films the counterion can be located at various positions broadly along the cyanine backbone.\(^\text{10-12}\) Thus, to improve our fundamental understanding of symmetry-breaking due to cyanine-counterion interactions, a more detailed understanding of the counterion-cyanine interactions and energetics is needed. Here, we consider cyanine-counterion complexes with the counterion displaced from the molecular center of the cyanine backbone out to one molecular end. We pair a streptocyanine of increasing backbone lengths of 5 carbon (5C), 7 carbon (7C), 9 carbon (9C), and 11 carbon (11C) atoms with two counterions: a small, chemically hard chloride (Cl\(^-\)) and a larger, chemically soft tetrafluoroborate (BF\(_4^-\)), to construct potential energy surfaces of the cyanine-counterion complexes (Figure 4.1). Streptocyanines, cyanines with amino end groups, have been used in a variety of NLO studies as prototypical cyanine molecules.\(^\text{6, 13-15}\) By applying the symmetry-adapted perturbation technique (SAPT), we can study the evolution of the interaction energy and non-covalent interactions as a function of counterion displacement and compare the preferred counterion displacements among backbone lengths and counterions. Understanding the nature of cyanine-counterion interactions can aid in developing strategies to control or minimize them.
4.2. Computational Methodology

Three series of ground-state geometry optimizations were performed: (1) unconstrained optimizations for each isolated streptocyanine with and without an applied electric field; (2) unconstrained optimizations for each streptocyanine with each counterion (Cl\(^-\) and BF\(_4^-\)); and (3) constrained optimizations for each streptocyanine with the Cl\(^-\) counterion (and for 5C with BF\(_4^-\)) displaced along the backbone.
The unconstrained ground-state geometry optimizations of the isolated streptocyanines were performed at the DFT level using the \( \omega \text{B97X-D} \) functional\(^{16} \) with the default range-separation parameter (\( \omega = 0.2 \text{ Bohr}^{-1} \)) and the cc-pVDZ basis set\(^{17} \), which has been shown previously to give reasonable BLA values for streptocyanines.\(^{6} \) The unconstrained ground-state geometry optimizations of the streptocyanine/counterion complexes were performed with the \( \omega \text{B97X} \) functional\(^{18} \) with its default range-separation parameter (\( \omega = 0.3 \text{ Bohr}^{-1} \)) and cc-pVDZ basis set for consistency with the constrained geometry optimizations (see below for reason why dispersion-corrected functionals could not be used). The absence of imaginary frequencies was used to confirm that the optimized geometries correspond to minima on the potential energy surfaces. Geometry optimizations with an electric field applied along the long molecular axis were conducted at the same level of theory; the applied field strengths ranged from 0.0 to +8.0 \( \times 10^{7} \) V/cm, which correspond to the usual field strengths considered in similar calculations.\(^{19} \)

The optimized geometries of the isolated streptocyanines were used as an initial starting point for constrained geometry optimizations of the streptocyanine/chloride counterion complexes (see following paragraph for a discussion on the imposed constraints). The constrained geometry optimizations of the streptocyanines-chloride complexes were performed using the \( \omega \text{B97X} \) functional with its default range-separation parameter (\( \omega = 0.3 \text{ Bohr}^{-1} \)) with the cc-pVDZ basis set.\(^{17} \) We note that the dispersion-corrected functional could not be used for the constrained geometry optimizations due to the presence of ghost atoms (which contain no charge or electrons), as the ghost atoms required to properly constrain the counterion position are not implemented in the Gaussian software with dispersion-corrected functionals. To avoid basis set superposition errors, the geometry
optimizations of the streptocyanine-counterion complexes were performed using the counterpoise correction.\textsuperscript{20}

In the streptocyanine-chloride complex optimizations, the geometry of the streptocyanine backbone was constrained to maintain the backbone angles between the hydrogen atom of the central carbon atom and the terminal nitrogen atom to those values of the optimized isolated streptocyanine backbone (Figure 4.2, top). We define an internal coordinate system such that the $x$-axis is parallel to the molecular long axis between the terminal nitrogen atoms; the $y$-axis is perpendicular to the $x$-axis within the molecular plane, and the $z$-axis is out of the molecular XY plane. The counterion was constrained to the XY plane of the streptocyanine backbone in order to be kept parallel to the backbone (Figure 4.2, bottom). The counterion was then displaced along the $x$ axis from the center of the streptocyanine backbone towards one molecular end at increments of 0.2 Å. The constrained geometry optimizations were performed for each displacement. All geometry optimizations were performed in Gaussian 09.\textsuperscript{21} The average bond-length alternation (BLA) was calculated as the difference between the average bond lengths of the nominally single and double bonds.
Figure 4.2: Illustration and corresponding constraints imposed upon the streptocyanine backbone (top) and counterion (bottom) (shown here as Cl'). The purple dots are the ghost atoms. An internal coordinate system is defined such that the $x$-axis points aligns between terminal nitrogen atoms, the $y$-axis is perpendicular to the $x$-axis such that the XY plane contains the streptocyanine, and the $z$-axis is perpendicular to the XY plane.

<table>
<thead>
<tr>
<th>Constraint</th>
<th>Angle</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>angle a-b-c</td>
<td>fixed</td>
<td></td>
</tr>
<tr>
<td>angle a-b-d</td>
<td>fixed</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Constraint</th>
<th>Angle</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>angle 1-4-2</td>
<td>90°</td>
<td></td>
</tr>
<tr>
<td>angle 1-4-5</td>
<td>90°</td>
<td></td>
</tr>
<tr>
<td>angle 4-2-3</td>
<td>90°</td>
<td></td>
</tr>
<tr>
<td>bond 1-4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>bond 2-3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>dihedral 1-4-2-3</td>
<td>180°</td>
<td></td>
</tr>
<tr>
<td>dihedral 1-4-5-6</td>
<td>180°</td>
<td></td>
</tr>
</tbody>
</table>

To understand the effect of counterion positioning on the magnitude and sign of Re($\gamma$), Re($\gamma$) was calculated using the INDO Hamiltonian along with a multi-reference determinant configuration interaction (MRDCI) scheme. The reference determinants selected for the MRDCI scheme included the ground-state reference determinant, the single-electron excitations corresponding to HOMO-1→LUMO and HOMO→LUMO+1, and the double-electron excitation HOMO→LUMO for orbitals centered on the streptocyanine backbone. All possible single-electron excitations within the first 30
occupied and 30 unoccupied orbitals were included. Re(γ) were computed using a sum-over-states perturbation approach, summing over 950 excited states. These calculations for each counterion displacement were performed within ZINDO.

The binding energy as a function counterion displacement was evaluated by using density-fitted 2nd-order Møller–Plesset perturbation theory with the jun-cc-pVDZ basis set.\textsuperscript{22} The binding energy ($E_{\text{bind}}$) is calculated as:

\[
E_{\text{bind}} = E_{\text{int}} + E_{\text{def}}
\] (4.1)

where $E_{\text{int}}$ is the interaction energy and $E_{\text{def}}$ is the deformation energy. The interaction energy is the energy needed to separate the streptocyanine/counterion complex into two infinitely separated monomers, each with the geometry that was found in the complex; the deformation energy is the energy needed to relax these separated monomers to their separate equilibrium geometries. Symmetry adapted perturbation theory (SAPT(0)/jun-cc-pVDZ) was used to decompose the non-covalent interaction energy as a function of counterion displacement into electrostatic, induction, dispersion, and exchange terms. Both SAPT and DF-MP2 calculations were performed using PSI4.\textsuperscript{23} The geometries for these calculations were taken from the constrained geometry optimizations of the streptocyanine/chloride complexes.

### 4.3. Results

We begin our discussion with the fully optimized streptocyanine/counterion complexes, then consider the evolution of the streptocyanine BLAs as a function of counterion displacement, and follow up with a discussion on the binding energies as function of
streptocyanine backbone length. We conclude by discussing the non-covalent interactions between the streptocyanine and counterion.

4.3.1. Impact on Streptocyanine Molecular Geometry

The distances, vector components, and BLA for the Cl\(^-\) and BF\(_4^-\) counterions from the closest terminal nitrogen atom and central carbon atom along the backbone at their fully optimized distances for each streptocyanine backbone length are presented in Table 4.1. We note that a previous investigation in our research group stated that the counterion increasingly localizes towards one molecular end of the backbone as a function of increasing backbone length in unconstrained geometry optimizations of streptocyanine/Cl\(^-\) complexes.\(^6\) Here, we stress a slightly different view: That the counterion localizes at a consistent distance from the terminal end of the backbone, near the nitrogen atom, regardless of the number of carbon atoms in the backbone or size of the counterion.
Table 4.1: Distance (Å) and vector components (Å) of counterion from a center of origin at the nearest terminal nitrogen atom (top) and a center of origin at the central carbon atom on the backbone (bottom), as measured in the unconstrained geometry optimizations of streptocyanine with Cl\(^-\) or BF\(_4^-\) counterions, as calculated at the ωB97X/cc-pVDZ level. BLA (Å) included for each counterion and backbone length.

<table>
<thead>
<tr>
<th></th>
<th>5C</th>
<th>7C</th>
<th>9C</th>
<th>11C</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cl(^-)</td>
<td>BF(_4^-)</td>
<td>Cl(^-)</td>
<td>BF(_4^-)</td>
</tr>
<tr>
<td><strong>Center of Origin: Nearest Terminal Nitrogen Atom</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>x (Å)</td>
<td>2.63</td>
<td>3.61</td>
<td>2.09</td>
<td>2.42</td>
</tr>
<tr>
<td>y (Å)</td>
<td>3.33</td>
<td>3.49</td>
<td>3.41</td>
<td>3.56</td>
</tr>
<tr>
<td>z (Å)</td>
<td>0.00</td>
<td>0.0949</td>
<td>0.00</td>
<td>0.125</td>
</tr>
<tr>
<td>distance (Å)</td>
<td>4.24</td>
<td>5.02</td>
<td>4.00</td>
<td>4.31</td>
</tr>
<tr>
<td><strong>Center of Origin: Center Backbone Carbon Atom</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>x (Å)</td>
<td>0.969</td>
<td>0.00</td>
<td>2.80</td>
<td>2.48</td>
</tr>
<tr>
<td>y (Å)</td>
<td>3.18</td>
<td>3.28</td>
<td>3.81</td>
<td>3.88</td>
</tr>
<tr>
<td>z (Å)</td>
<td>0.00</td>
<td>0.497</td>
<td>0.00</td>
<td>0.235</td>
</tr>
<tr>
<td>distance (Å)</td>
<td>3.33</td>
<td>3.64</td>
<td>4.73</td>
<td>4.92</td>
</tr>
<tr>
<td>BLA (Å)</td>
<td>0.0194</td>
<td>0.00</td>
<td>0.0483</td>
<td>0.0327</td>
</tr>
</tbody>
</table>

Each counterion stays roughly in the same location for each series of backbone lengths, and the distances from the terminal N atom are similar for both counterions, especially for the longer backbones (9C and 11C). Due to the increased size of the BF\(_4^-\) counterion compared to Cl\(^-\), BF\(_4^-\) sits further away from the nitrogen in the y-direction (along the cyanine short axis) but closer to the nitrogen in the x-direction (along the cyanine long axis). Unlike the Cl\(^-\) counterion, BF\(_4^-\) does not remain perfectly in the plane of the backbone.
along the z-axis, but becomes angled to expose more of the boron atom to the streptocyanine backbone.

As the chain length is increased, the counterion is increasingly further removed from the molecular center. For the shortest streptocyanine (5C), the BF$_4^-$ counterion optimized geometry is at the molecular center and the Cl$^-$ counterion is near the molecular center. Even though the counterion localizes consistently near one terminal end of the backbone, the distance relative to the center carbon atom increases as a function of increasing chain length. Overall, the degree of BLA is smaller for the larger, less-polarizing BF$_4^-$ counterion than for the smaller, more polarizing Cl$^-$ counterion. We will refer back to these optimized values as the preferred geometries in the subsequent discussion and sections, and consider the unconstrained optimization geometries again in the context of SAPT(0) later.

The evolution of the degree of BLA for the streptocyanine backbones as a function of Cl$^-$ counterion position is presented in Figure 4.3. For each streptocyanine backbone length, the degree of BLA smoothly evolves from cyanine-like (BLA ~ 0.0 Å) to nearly polyene-like (BLA ~ 0.1 Å) as the counterion is displaced from the molecular center of the backbone to one molecular end. The degree of BLA reaches its maximum for each streptocyanine backbone length when the Cl$^-$ counterion is at the molecular end near the terminal nitrogen atom, and subsequently most of the positive charge carried by the streptocyanine becomes localized there. Comparing the maximum BLA for each backbone length, we see that the longer the backbone length, the larger the maximum BLA; thus, the 11C streptocyanine backbone possesses the largest degree of BLA (0.0793 Å) among the backbone lengths investigated, given its longer backbone affording larger displacements. While the 11C possesses the largest BLA at the maximum counterion displacement, the degree of BLA
does not quite reach the polyene-limit. For displacements beyond the terminal nitrogen atom, the degree of BLA becomes reduced.

Figure 4.3: Evolution of BLA (Å) as a function of Cl⁻ counterion displacement (Å) for streptocyanine backbones containing 5C (blue diamonds), 7C (red squares), 9C (green triangles), and 11C (purple circles) atoms, as calculated at the ωB97X/cc-pVDZ level.

Importantly, the degree of BLA is similar for each backbone length at the same Cl⁻ displacement. As stated above, longer streptocyanines are significantly more polarizable than shorter ones, and the similarity between degrees of BLA for each counterion displacement is markedly different from the degrees of BLA obtained when a uniform electric field is applied along the long axis (Figure 4.4). At each strength of the applied electric field, the longer backbones have a larger degree of BLA compared to the smaller backbones, such that at a field strength of 4 x 10⁷ V/cm the BLA of the 11C backbone is
double that of the 5C backbone. The degree of BLA for the 11C has nearly reached the polyene-limit under application of a uniform field.

![Graph](image)

**Figure 4.4**: Evolution of BLA (Å) as a function of applied uniform electric field (0.0 to 8.00 x10^7 V/cm), as calculated at the ωB97X/cc-pVDZ level.

We can understand the difference in behavior in the relative degrees of BLA between the environments by comparing the electric fields generated by the counterion and an applied electric field (Figure 4.5). The electric field generated by the counterion is radial, so the direction and intensity vary along the backbone. The counterion electric field is localized near the counterion position at its displacement along the backbone, a situation different from an electric field applied uniformly along the streptocyanine backbone. Since the counterion electric field is non-uniform, we approximate the magnitude of the electric field
along the streptocyanine backbone as the difference between the counterion electric field magnitudes at the two terminal nitrogen atoms.

**Figure 4.5:** Comparison of electric fields generated by a counterion at a displacement of 2 Å as a function of chain length (top) and an applied uniform field (bottom). The counterion electric field is highly non-uniform, leading to different field strength magnitudes across the length of the backbone.

The electric field generated by the small, hard, Cl⁻ counterion is very localized along the streptocyanine backbone, such that the shorter backbones feel a stronger effective electric field compared to the longer backbones (Figure 4.6). The shorter streptocyanine backbones have a larger difference in the electric field between molecular ends at the same
displacement compared to the longer backbones. Although the displacements from the molecular center are the same, in the shorter backbones the counterion is closer to a molecular end. This molecular end experiences a stronger electric field compared to the opposite end, and an asymmetric environment is established along the backbone. When the counterion is close to the molecular center of the streptocyanine backbone, the streptocyanine experiences a symmetric electric environment, with the electric field magnitudes being similar at the molecular ends. As the counterion is displaced from the center towards one molecular end, the streptocyanine experiences an increasingly asymmetric environment, the asymmetry of which increases with increasing backbone length.

Ultimately, the calculated degree of BLA depends on both the intrinsic polarizability of the backbone and the effective counterion electric field. The localized counterion electric field induces localized geometry distortions along the streptocyanine backbone. The interactions among these three effects effectively compensate one another to produce similar degrees of BLA among the streptocyanine backbones at the same counterion displacements. As the degree of BLA is an indicator of ground-state polarization, the various degrees of BLA as a function of counterion displacement further suggest that cyanines in thin films with counterions at various displacements along the backbone (see Chapter 3) can have various degrees of polarization, and the cyanines most likely exist in a mixture of symmetric and symmetry-broken structures, depending on the strength of the cyanine-counterion interactions.
Figure 4.6: Difference in electric field magnitude (V/cm) between molecular ends of each streptocyanine backbone length as a function of increasing Cl⁻ counterion displacements from molecular center, as calculated at the ωB97X/cc-pVDZ level.

The effective counterion electric field as felt along the streptocyanine backbone is diminished for larger counterions, such as BF₄⁻, that are large and chemically soft, with charge distributed throughout the molecule. The small, hard, Cl⁻ counterion with its concentrated charge, is therefore able to exert a stronger effective electric field. The degree of BLA for the 5C streptocyanine as a function of BF₄⁻ displacement is reduced at each displacement compared to the Cl⁻ counterion (Figure 4.7). Although the maximum degree of BLA obtained is reduced when moving from the Cl⁻ counterion (BLA = 0.0524 Å) to the BF₄⁻ counterion (BLA = 0.463 Å), the BLA is still significant compared to the isolated streptocyanine and when the counterion is near the molecular center of the backbone. The counterion, regardless of identity, has the largest contribution to symmetry breaking when it is localized near one end of the backbone.
As Re(\(\gamma\)) depends on the degree of BLA, we briefly consider Re(\(\gamma\)) as a function of counterion displacement for the 5C, 9C, and 11C streptocyanines (Figure 4.8). As to be expected, at displacements with small degrees of BLA, Re(\(\gamma\)) is negative and large (on the order of \(10^{-33}\) esu), while at displacements corresponding to larger BLA, Re(\(\gamma\)) becomes positive (and large in the case of 11C streptocyanine). At displacements corresponding to and greater than the optimized counterion displacement from the molecular center, Re(\(\gamma\)) becomes saturated, which is consistent with the streptocyanine being in a fully symmetry-broken structure.\(^{34}\) The crossover point from negative to positive Re(\(\gamma\)) occurs at displacement smaller than the optimized counterion location, and the crossover point decreases with increasing backbone length. The message here is that backbone-counterion interactions must be controlled to preserve the prototypical streptocyanine structure, as

---

**Figure 4.7**: Degree of BLA (Å) as a function counterion displacement (Å) for the 5C streptocyanine with Cl\(^-\) and BF\(_4^-\) counterions, as calculated at the \(\omega\)B97X/cc-pVDZ level.
once the counterion is displaced from near the molecular center (displacements > 1 Å), large reductions in the magnitude of Re(γ) occur, consistent with previously observations that small increases in BLA can significantly reduce the magnitude of Re(γ).  

Figure 4.8: Evolution of Re(γ) as a function of counterion displacement for 5C and 11C streptocyanines.

As discussed in the previous Chapter, the most probable location for finding the counterion when paired with experimentally-synthesized cyanines is significantly further away from the molecular end of the backbone, especially for larger counterions. We recall that this is due to the increased steric bulk both along the backbone and on the counterion preventing the counterion from approaching closely. As the strength of the electric field generated by the counterion scales as $\frac{1}{r^2}$, we expect that the values presented here for the model streptocyanine/Cl⁻ complexes are the upper limit to those that can be obtained in thin films.
However, in thin films the degree of BLA and therefore extent of symmetry breaking depends on the total electrostatic interactions between all counterions and cyanines, and more work is needed to understand how multiple counterions near the backbone can influence the degree of BLA.

### 4.3.2. Binding Energy

To investigate the similarity in the preferred counterion positions among the streptocyanines, we next consider the binding, interaction, and deformation energies as a function of Cl\(^{-}\) counterion displacement. The binding energy for the streptocyanine backbones with the Cl\(^{-}\) counterion is shown in Figure 4.9.

![Figure 4.9: Binding energy for streptocyanine backbones as a function of Cl\(^{-}\) counterion displacement, computed at the DF-MP2/jun-cc-pVDZ level from ωB97X/cc-pVDZ constrained optimized geometries.](image-url)
The binding energy is most negative, and thus the streptocyanine-counterion complex is most stable, when the Cl\(^{-}\) counterion is near one molecular end of the streptocyanine backbone. The most stable configuration is at the Cl\(^{-}\) displacement which corresponds to the preferred location of the counterion in the unconstrained optimized geometry. At displacements near the molecular center of the backbone or at the terminal N atom or beyond, the binding energy decreases, indicating a weaker-bound complex. The binding energy decreases with increasing backbone length, indicating that the complexes of longer backbone lengths are less strongly bound than the complexes of shorter backbone lengths.

We can understand this trend by considering the differences between the interaction energy (Figure 4.10) and deformation energy (Figure 4.11), as these two terms sum into the binding energy.

In general, at each displacement, the interaction energy is weaker for the longer backbone lengths. For backbones longer than 5C, the greatest interaction energy between the streptocyanine and counterion (which again occurs at the counterion displacement equal to the location of the counterion in the fully optimized complex) is similar (~80 kcal/mol); the interaction energy for the 5C streptocyanine is greater at -83.5 kcal/mol. We recall that the shorter backbone length of the 5C backbone results in the preferred geometric position of the Cl\(^{-}\) counterion being closer to the molecular center of the streptocyanine backbone, resulting in a more equal charge distribution along the backbone and a smaller degree of BLA.
**Figure 4.10:** Interaction energy (kcal/mol) for various streptocyanine backbone lengths as a function of Cl⁻ counterion displacement (Å), as computed at the DF-MP2/jun-cc-pVDZ level from ωB97X/cc-pVDZ constrained optimized geometries.

**Figure 4.11:** Deformation energy (kcal/mol) for various streptocyanine backbone lengths as a function of Cl⁻ counterion displacement (Å), as computed at the DF-MP2/jun-cc-pVDZ level from ωB97X/cc-pVDZ constrained optimized geometries.
Critically, the potential energy surface as a function of counterion displacement is flat enough near the preferred counterion displacement for each backbone length that thermal energy at room temperature is enough to allow counterion to move within a fairly large range of displacements. This potential for displacement is asymmetric from the preferred displacement: the Cl⁻ counterion can move up to 0.8 Å closer to the terminal nitrogen at the molecular end, while it can only move up to 0.4 Å back towards the molecular center. A similar situation is seen in the case of the BF₄⁻ counterion, where thermal energy affords displacements that allow it to become closer to the terminal N atom by up to 1 Å. As displacing the counterion towards the molecular end leads to an increased degree of BLA, this implies that at room temperature the streptocyanines may have a larger degree of BLA than suggested from their fully optimized geometries, particularly with regards to the 5C streptocyanine.

The largest changes between each streptocyanine backbone length occur for the deformation energy. When the counterion is near the molecular center of the streptocyanine backbone, the energetic cost for the localized geometry distortions is small (< 2.5 kcal/mol), as both molecular ends essentially "see" the same environment. This cost grows as a function of increasing displacement and backbone length, as the longer backbones experience an increasingly asymmetric environment compared to the shorter backbones. At similar displacements, the 11C streptocyanine incurs a larger energetic penalty for the localized geometry distortions along its backbone. The weaker binding energy of the longer backbones is therefore related to increased deformation energy of the longer backbones.
4.3.3. Non-Covalent Interactions

To understand the Cl\(^-\) counterion preferred location relatively close to the terminal nitrogen atom, we have decomposed the non-covalent interaction energy via SAPT(0) into the usual four terms corresponding to electrostatic (the energy of the Coulombic interaction between the streptocyanine and counterion), exchange (a quantum-mechanical effect), induction (the polarization of the streptocyanine by the counterion and *vice versa*), and dispersion (induced dipole-dipole interactions) energies. We first compare the limiting cases of the 5C and 11C streptocyanines as a function of Cl\(^-\) counterion displacement, then consider each of the fully optimized complex geometries for both the Cl\(^-\) and BF\(_4^-\) counterions. We note that the SAPT(0) total interaction energies for the 5C and 11C streptocyanines with Cl\(^-\) counterion displacements are expressed as differences relative to the first displacement of 0.2 Å; since the individual terms have large magnitudes at each displacement, we therefore focus on the changes in the terms upon increasing displacement from the molecular center.

We recall that the preferred Cl\(^-\) location from the terminal nitrogen atom is similar across all backbone lengths and that due to the reduced backbone length of the 5C streptocyanine the counterion sits closer to the molecular center than in the longer streptocyanines (7C, 9C, 11C). For the 5C streptocyanine (Figure 4.12), the total negative interaction energy reaches a minimum at the preferred Cl\(^-\) displacement before rapidly increasing at displacements beyond that. For the energetically preferred displacement, the electrostatic term dominates the total interaction energy, with some small cancellation from the exchange term which carries a sign opposite to that of the electrostatic term. When the counterion is at the molecular end, the magnitude of the electrostatic, induction, and
dispersion terms are reduced, while the exchange term is maximized and dominates the total interaction energy, leading to its positive difference compared to the first displacement. While it is a purely quantum-mechanic effect, the exchange term can be visualized as a manifestation of steric repulsion; when the counterion is at a displacement of ~3 Å, the counterion sits nearer to the backbone than in the center due to the curvature of the backbone. As the counterion also sits between two hydrogen atoms, this leads to the exchange term being maximized. The electrostatic interaction is responsible for the stabilization of the counterion at its preferred displacement, although for 5C the electrostatic stabilization responsible is not significantly different compared to the counterion at the molecular center. While in 5C most of the charge is near the end groups, the preferred displacement from the molecular center for 5C affords the counterion a slightly stronger electrostatic interaction with one terminal N, without losing too much of the interaction with the other molecular end.
Figure 4.12: Differences in energy from the first displacement for SAPT(0)/jun-cc-pVDZ total energies and their components in the 5C streptocyanine/Cl⁻ complex, as a function of Cl⁻ counterion displacement.

As the length of the streptocyanine backbone grows, the differences in the electrostatic terms between the displaced and center counterion positions increase. For the 11C streptocyanine, this difference amounts to ~12.5 kcal/mol (Figure 4.13) at the preferred counterion displacement. Electrostatic and induction (polarization) are again responsible for the stabilization of the counterion at the preferred displacement, where the electrostatic term dominates the interaction energy; some cancellation from the exchange term occurs, while dispersion plays a relatively minor role. The dispersion term is maximized when the counterion is near the terminal N for the same reason as in the 5C case: the counterion sits between two hydrogen atoms nearer to the backbone than when it is near the center, due to the pronounced curvature in the 11C streptocyanine. When the counterion is displaced
closer to and beyond the terminal N atom, the stabilization from the electrostatic and induction terms diminish while the exchange term increases. We note that the electrostatic term is relatively flat near its energetic minimum, consistent with our earlier discussion concerning the accessible displacements at room temperature. As the counterion moves towards one end of the streptocyanine backbone, more of the streptocyanine backbone charge migrates towards that end of the molecule, increasing the electrostatic interaction between it and the backbone. At the preferred position, most of the backbone charge is localized near one molecular end, affording the greatest stabilization to the counterion charge.

Figure 4.13: Differences in energy from the first displacement of SAPT(0)/jun-cc-pVDZ total energies and their components in the 11C streptocyanine/Cl\(^-\) complex, as a function of Cl\(^-\) counterion displacement.
The absolute values for SAPT(0) energies and their components \((i.e.,\) not the relative differences among each backbone length) for the fully optimized streptocyanine/Cl\(^-\) and streptocyanine/BF\(_4^-\) complexes is presented in Figure 4.14 and as a function of backbone length. The total energy and energies of the individual terms are similar regardless of the number of carbon atoms within the backbone. At each backbone length, the electrostatic term dominates, with contributions from the induction (polarization) term, and a reduction in magnitude from the exchange term. Dispersion plays a minor role. The energetics between the Cl\(^-\) and BF\(_4^-\) counterions are broadly similar, although the terms are slightly smaller in the case of BF\(_4^-\). As the stabilization of the counterion and total interaction energies are independent of the backbone length, these results illustrate that the interaction between the streptocyanine and counterion is highly localized.
Figure 4.14: SAPT(0)/jun-cc-pVDZ total energies and their components in
streptocyanine/Cl\textsuperscript{-} complexes as a function of backbone length, with the complexes fully
optimized at the ωB97X/cc-pVDZ level.

Figure 4.15: SAPT(0)/jun-cc-pVDZ total energies and their components in
streptocyanine/BF\textsubscript{4}\textsuperscript{-} complexes as a function of backbone length, with complexes fully
optimized at the ωB97X/cc-pVDZ level.
4.4. Conclusions

In this Chapter, we have used a variety of computational techniques to investigate the non-covalent interactions between a series of streptocyanines of different backbone lengths (5C, 7C, 9C, 11C) and counterions of different sizes (Cl⁻ and BF₄⁻). Potential energy surfaces were generated as a function of Cl⁻ counterion displacement along the backbone, and SAPT(0) was employed to study the evolution of the interactions over these displacements.

As expected, the degree of BLA as a function of increasing counterion displacement from the molecular center evolves in a smooth fashion from cyanine-like (BLA = 0.0 Å) to near polyene-like (BLA = 0.1 Å). However, at each counterion displacement the BLA is similar regardless of the length of the streptocyanine backbone, a situation markedly different from the BLA seen when a uniform electric field is applied. As the electric field of the counterion is highly localized and non-uniform, the molecular ends of the longer streptocyanine can see very different environments than shorter streptocyanines at the same displacement, and localized geometry distortions occur at the counterion location. Thus, the BLA depends on the counterion electric field and intrinsic polarizability of the streptocyanines, and both effects largely compensate one another to lead to the appearance of similar BLA. The differences between displacements near the energetic minimum along the potential energy surface are small enough that at room temperature the counterion has the freedom to move up to ~1 Å (in the case of BF₄⁻) closer to the molecular end. The range of accessible displacements increases as the counterion size is increased, suggesting that the large tetraaryl counterion [BArF₄]⁻ used experimentally can access many displacements along the backbone at room temperature. Thus, the degree of BLA in thin films can be larger than what is to be expected from consideration of the fully optimized complexes only.
The counterion contributes the most to symmetry breaking when it is near one molecular end of the streptocyanine. The SAPT(0) results confirm that electrostatics are largely responsible for the non-covalent interactions between the streptocyanine and counterion. The counterion is stabilized near one end of the backbone due to the increased localization of backbone charge by the counterion at that position. Comparison of the SAPT(0) energy analysis for each backbone length with the Cl⁻ and BF₄⁻ counterions reveals broad similarities and highlights that the interaction between the streptocyanine and counterion is a local effect. As the length of the streptocyanine backbone is increased, the binding energy between the streptocyanine and counterion decreases due to the an increased energetic penalty incurred by the backbone geometry distortions at the longer backbone lengths, suggesting that larger, bulkier cyanines may be more weakly bound to their counterions.
4.5. References
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CHAPTER 5

ASSESSMENT OF FRONT-SUBSTITUTED ZWITTERIONIC CYANINE POLYMETHINES FOR ALL-OPTICAL SWITCHING APPLICATIONS

5.1. Introduction

Translating these promising molecular properties into useful materials with the large densities required for functional devices at the macroscale has, however, been challenging. We recall that in a thin film the charge of a cyanine unit must be balanced by the presence of a counterion. Environmental effects and cyanine-counterion interactions can induce geometric changes of the cyanine backbone which negatively impact NLO properties. The presence of the counterion can lead to ion-pairing, where the counterion and backbone charge tend to localize towards one end of the cyanine and induce symmetry breaking, which results in a molecular structure with large BLA.\textsuperscript{1-4} Symmetry-broken molecules effectively become polyene-like, with substantial TPA, elimination the OPA-TPA energetic window, and a reduction in Re(μ).\textsuperscript{1, 5-6} Thus, it is critical to minimize the counterion’s ion-pairing effect and subsequent symmetry-breaking in order to preserve the molecular NLO properties of cyanines and to realize materials suitable for AOS applications.

Results from experimental and theoretical studies have suggested using bulky counterions, such as the tetraaryl-borate anion, as a strategy to mitigate the ion-pairing effect.\textsuperscript{1-2, 7-8}
Another strategy is to covalently attach the counterion to the center of the cyanine backbone to create a zwitterionic cyanine-counterion structure. In this context, Li et al. have recently synthesized a zwitterionic cyanine-cyanine salt and found it to have reduced ion-pairing-induced charge localization compared to related complementary cyanine salts. Here, our goal is to undertake a theoretical assessment of the performance of zwitterionic structures as a means to eliminate the need for a separate counterion and therefore eliminate the detrimental effects of ion-pairing. To that end, we examine a series of zwitterionic heptamethine cyanines, see Figure 5.1, based on a cationic heptamethine thiopyrylium backbone. As thin films of heptamethine thiopyrylium dyes have met or exceeded the required FOM, they serve as an excellent molecular starting point to probe how modifications can lead to either enhancement or diminishment of their promising molecular properties. To further highlight our conclusions, we investigate additionally the effect of changing the backbone by studying a cationic pyridinium zwitterionic cyanine, as well as zwitterionic cyanines based on the anionic tricyanofuran backbone (TCF).

The zwitterionic cyanine structures investigated here (Figure 5.1) consist of a rigid π-conjugated substituent attached to the central carbon atom of the cyanine backbone, with a charge opposite to that on the backbone. The chemical makeup of the substituent has been selected to preserve the zwitterionic character of the molecule and to minimize any perturbation to the electronic structure of the heptamethine thiopyrylium backbone. This decoupling of the substituent and backbone is intended to be achieved by introducing an aromatic phenyl ring with electron withdrawing groups (A) to hold the negative charge. Side groups at the R and R' positions, see Figure 5.1, serve to introduce bulk to the
substituent to prevent it from attaining planarity (and thus increased electronic coupling) with the backbone.

We begin our discussion with an evaluation of how the addition of charged substituents as a function of the identity of $A$ modifies the electronic structure of the backbone. We then characterize what effect this has on the excited-state spacing and Re($\gamma$).

![Chemical structures of heptamethine thiopyrylium cyanine 1, of zwitterionic cyanines 2 – 12, of pyridinium zwitterionic cyanine 14, and tricyanofuran zwitterionic cyanines TCF1 and TCF2.]

**Figure 5.1:** Chemical structures of heptamethine thiopyrylium cyanine 1, of zwitterionic cyanines 2 – 12, of pyridinium zwitterionic cyanine 14, and tricyanofuran zwitterionic cyanines TCF1 and TCF2.
5.2. Computational Methodology

All geometry optimizations were performed in Gaussian 09 (revision B.01).\textsuperscript{11} Isolated ground-state geometries were optimized with the long-range corrected ωB97X-D functional\textsuperscript{12-13} at the default ω (ω = 0.2 Bohr\textsuperscript{-1}) value and the cc-pVDZ basis set\textsuperscript{14}. Compound 8 was additionally re-optimized by considering an implicit dielectric medium within the polarizable continuum model for ε values ranging from corresponding to heptane (ε = 1.91) to corresponding to water (ε = 78.36), in order to approximate the surrounding effects. The absence of imaginary frequencies was used to confirm that the optimized geometries correspond to minima on the ground-state potential energy surface (PES). Atomic charges were calculated through natural bond order analysis. The linear and nonlinear optical properties were calculated using a methodology we have extensively and successfully applied to many π-conjugated systems;\textsuperscript{5-8,15-16} it is based on a configuration-interaction (CI) approach incorporating single and double excitations (SDCI) with the INDO Hamiltonian. The CI active space included all single-electron excitations within the 30 highest-lying occupied molecular orbitals (MOs) and 30 lowest-lying unoccupied MOs, and all double-electron excitations within the 4 highest-lying MOs and 4 lowest-lying unoccupied MOs. The bond-length alternation (BLA) was calculated as the average of the difference between adjacent carbon-carbon bonds along the backbone. Re(γ) were computed using a sum-over-states perturbation approach, summing over 950 excited states.\textsuperscript{17}
5.3. Results and Discussion

5.3.1. Impact on Molecular Geometry

Since the third-order NLO properties depend strongly upon the molecular geometry of the cyanine, it is critical to evaluate the effect the addition of a charged substituent has on the molecular geometry. To do so, we consider several structural parameters evaluated from the optimized geometries, as identified in Figure 5.2. These include the torsion angle between the substituent and the backbone ($\theta$), the dihedral angle between both ends of the backbone ($\phi$), the BLA of the backbone, and the amount of charge on the substituent ($\delta_s$). We note that in the unsubstituted thiopyrylium (compound 1) the backbone is planar ($\phi = 0.01^\circ$), the charge ($\delta_s$) is +1, and the thiopyrylium chain is symmetric (BLA = 0.004). The net charge on the backbone can in fact evolve as a function of the electron-acceptor strength of the substituent.

![Figure 5.2: Model zwitterionic thiopyrylium, with the relevant geometric parameters indicated: substituent-backbone torsion angle ($\theta$), backbone torsion angle ($\phi$), and substituent and backbone charges ($\delta_s$ and $\delta_b$, respectively).](image)
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We begin our discussion by considering the isolated compounds in vacuum \((\varepsilon = 1)\). The molecular geometry and charge distribution depend strongly on the chemical nature of the substituent. A range of geometries and charge distributions is obtained as shown in Table 5.1, as a function of the identity of the acceptor \(A\) in substituents with \(R = R' = \text{methyl}\) groups (compounds 1-9). We highlight that the BLA values span from polyene-like (BLA ~ 0.1 Å) for weak electron acceptors \(A\) to cyanine-like (BLA ~ 0 Å) for strong electron acceptors \(A\). As the molecular NLO properties correlate to BLA, this suggests that the prototypical cyanine properties are lost for substituents that are weak electron acceptors, as they fail to preserve the zwitterionic charge of the molecule.

Table 5.1: Substituent-backbone torsion angle \((\theta)\), backbone dihedral angle \((\phi)\), BLA, and charge remaining on the substituent \((\delta_s)\) for the electron withdrawing groups investigated.

| Compound | A   | \(\theta\) (°) | \(\phi\) (°) | BLA (Å) | \(\delta_s\) (|e|) |
|----------|-----|----------------|--------------|---------|----------------|
| 1        | —   | —              | 0.01         | 0.004   | —              |
| 2        | F   | 40.0           | 50.6         | 0.072   | -0.026         |
| 3        | Cl  | 41.6           | 47.7         | 0.067   | -0.13          |
| 4        | Br  | 41.9           | 46.7         | 0.066   | -0.15          |
| 5        | CF₃ | 45.6           | 35.9         | 0.056   | -0.35          |
| 6        | COOH| 46.9           | 34.9         | 0.056   | -0.35          |
| 7        | COH | 49.0           | 32.7         | 0.048   | -0.44          |
| 8        | CN  | 51.0           | 29.8         | 0.045   | -0.49          |
| 9        | COCl| 90.0           | 0.64         | 0.01    | -1.0           |
For substituents that are comparatively weak (e.g., A = F in Figure 5.2), a negligible net charge remains on the substituent ($\delta_s \sim 0$). As the electron acceptor strength of A increases, more negative charge remains on the substituent and reaches unity in the case of the strong electron acceptor COCl in compound 9. Weaker electron acceptors energetically favor charge recombination between cyanine backbone and substituent; the formal charges no longer remain localized on their respective moieties but partially or fully combine via electron transfer from the nominally anionic substituent to the nominally cationic thiopyrylium backbone. The changes in electron acceptor strength alter the charge distribution, which in turn drives geometric differences, as indicated by the BLA values.

This charge recombination provides a driving force for geometry distortions. As the strength of the electron acceptor is decreased and more charge recombines at the central backbone position, the C-C bond between the backbone and substituent shortens, as it takes on increased double-bond character (Table 5.2). Likewise, the bond between the electron acceptor moiety and the substituent increases in double-bond character, leading to the substituent phenyl ring to adopt a quinoidal-like geometry (QBC, Table 5.2). The quinoidal-benzene character, QBC, is defined as $\sum_i \left( |r_i - 1.4 \text{ Å}| \right)$, where $r_i$ is the length of each C-C bond $i$ in the phenyl ring (Figure 5.3). For the series of compounds investigated, the QBC ranges from large and quinoidal (0.33, 2) to small and benzene-like (0.04, 9). Accordingly, the dihedral angel $\theta$ between the backbone and substituent strongly decreases from 90° down to 40° as $\delta_s$ goes from -1.00 down to -0.03 (A = COCl to A = F), steric interactions preventing the whole molecule from becoming more coplanar.
**Figure 5.3:** Molecular structure of substituent with atoms labeled. Atom C₈ corresponds to the central carbon atom of thiopyrylium backbone.

**Table 5.2:** Substituent phenyl bond lengths, in Angstroms. QBC denotes the quinoidal-benzene character.

<table>
<thead>
<tr>
<th>Compound</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>C₁ − C₂</td>
<td>0.076</td>
<td>0.068</td>
<td>0.067</td>
<td>0.054</td>
<td>0.052</td>
<td>0.046</td>
<td>0.043</td>
<td>0.006</td>
</tr>
<tr>
<td>C₂ − C₃</td>
<td>0.044</td>
<td>0.041</td>
<td>0.041</td>
<td>0.035</td>
<td>0.033</td>
<td>0.029</td>
<td>0.027</td>
<td>0.008</td>
</tr>
<tr>
<td>C₃ − C₄</td>
<td>0.047</td>
<td>0.048</td>
<td>0.049</td>
<td>0.044</td>
<td>0.041</td>
<td>0.037</td>
<td>0.027</td>
<td>0.006</td>
</tr>
<tr>
<td>C₄ − C₅</td>
<td>0.047</td>
<td>0.048</td>
<td>0.049</td>
<td>0.044</td>
<td>0.040</td>
<td>0.037</td>
<td>0.027</td>
<td>0.006</td>
</tr>
<tr>
<td>C₅ − C₆</td>
<td>0.044</td>
<td>0.041</td>
<td>0.041</td>
<td>0.036</td>
<td>0.033</td>
<td>0.029</td>
<td>0.027</td>
<td>0.007</td>
</tr>
<tr>
<td>C₆ − C₁</td>
<td>0.076</td>
<td>0.068</td>
<td>0.066</td>
<td>0.055</td>
<td>0.053</td>
<td>0.046</td>
<td>0.044</td>
<td>0.006</td>
</tr>
<tr>
<td>QBC:</td>
<td>0.33</td>
<td>0.31</td>
<td>0.31</td>
<td>0.27</td>
<td>0.25</td>
<td>0.22</td>
<td>0.20</td>
<td>0.04</td>
</tr>
<tr>
<td>C₁ − C₈</td>
<td>1.40</td>
<td>1.41</td>
<td>1.41</td>
<td>1.42</td>
<td>1.42</td>
<td>1.43</td>
<td>1.44</td>
<td>1.50</td>
</tr>
<tr>
<td>C₄ − C₇</td>
<td>1.34</td>
<td>1.36</td>
<td>1.36</td>
<td>1.39</td>
<td>1.40</td>
<td>1.41</td>
<td>1.41</td>
<td>1.48</td>
</tr>
</tbody>
</table>

With these changes in bond lengths, the backbone becomes composed of essentially two short polyene-like segments, one on either side of the central carbon, which are cross-
conjugated through this central carbon and display pronounced double-single bond alternation (Figure 5.4). Thus, these short polyene-like segments have a symmetric pattern of single bond-double bond pattern emanating from the central carbon. It is worth noting that a similar observation has been made experimentally, where a strong electron-donating substituent chemically bonded to the central carbon atom in a 5-carbon cyanine dye was found to profoundly modify the ground-state backbone BLA to favor a geometry similar to the right of Figure 5.4.18

Figure 5.4: Illustration of the change in molecular geometry as $\delta_s$ decreases in magnitude.

As mentioned above, a consequence of the charge recombination and subsequent reduction in backbone-substituent bond length is a small backbone-substituent torsion angle ($\theta$) as the substituent and backbone attempt to become co-planar. Weak electron acceptors A lead to a substituent-backbone torsion angle far from perpendicular. Smaller torsion angles have negative consequences for the NLO properties, as discussed in the following sections. Also, small $\theta$ angles bring the hydrogen atoms on the substituent’s methyl groups close to the hydrogen atoms on the backbone. The backbone then distorts significantly by twisting (increase in $\varphi$) to minimize the steric repulsion. The result of these geometry changes is the
loss of $C_{2v}$ symmetry and the adoption of a geometry that is not the prototypical cyanine geometry, a situation which becomes disadvantageous for AOS applications. A clear example of geometry differences can be seen by comparing compounds 2 and 9. Compound 2, with F as electron acceptor A, has essentially zero charge remaining on the substituent, leading to a torsion angle of only $\sim 40^\circ$ and a severely distorted backbone ($\phi \sim 50^\circ$), yielding polyene-like BLA. Although the dihedral angle $\theta$ reaches a minimum in the case of 2, as mentioned earlier, the substituent is prevented from achieving full planarity with the backbone due to the bulky substituents at R and R’. The situation is markedly improved in 9, where the COCl electron acceptor retains full charge separation, which maintains prototypical cyanine-like geometry ($\theta = 90^\circ$, $\phi \sim 0^\circ$, BLA cyanine-like) on the backbone.

The potential energy surfaces (PES) as a function of substituent torsion angle for 2 and 9 are significantly different from one another (Figure 5.5). The PES of 2, centered at $\theta = 40^\circ$, is sharper and steeper than 9, and reaches a maximum at $\theta = 90^\circ$ of $\sim 20$ kcal/mol. Due to the substituent being unable to rotate any less than $30^\circ$, the PES of 2 is strongly asymmetric as it is easier to increase $\theta$ than it is to decrease it; at room temperature, thermal energy affords only $\sim 5^\circ$ of rotation. The PES of 9, on the other hand, is broader and shallower; it is minimized at $\theta = 90^\circ$ and reaches a maximum ($\sim 20$ kcal/mol) when the substituent becomes much more parallel to the backbone ($\theta = 30^\circ$ and $\theta = 150^\circ$). Importantly, thermal energy allows a rotation of only some $10^\circ$ at room temperature, implying that the substituent remains mostly perpendicular.
As sterics play a key role in determining the backbone geometry and aid in preventing the substituent from gaining full planarity with the backbone, we next consider to what extent changing the steric bulk of the substituent impacts the $\theta$ angle. Increasing or decreasing the steric bulk is a common strategy available to control molecular geometry. Compound 8, with the cyano electron acceptor, was selected as it afforded, see Table 5.1, the largest torsion angle among the systems with $\theta$ not perpendicular; the substituent was modified at the R and R’ positions by either decreasing its bulkiness (e.g., removal of methyl side groups in 10) or increasing its bulkiness (addition of t-butyl groups in 13). The structural parameters corresponding to these modifications are collected in Table 5.3.

Figure 5.5: Potential energy surfaces as a function of substituent torsion angle ($\theta$) for A=F (compound 2) and A=COCl (compound 9)
As expected, decreasing the steric bulk in the series 10-12 leads to a reduction in the torsion angle $\theta$. When the methyl side groups on the substituent are replaced with H atoms, the fact that the substituent can approach more closely to the backbone in turn leads to a large backbone torsion $\phi$. For compound 10, containing the smallest sterically bulky substituent ($R = R' = H$), $\theta$ is about $30^\circ$, which is nearly $20^\circ$ less than in 8. As the size of the $R$ and $R'$ side groups become larger across the series 10-13, the minimum $\theta$ angle increases, $\phi$ decreases, and BLA is reduced. Substituent charge retention, $\delta_s$, also correlates with side-group size: less charge is retained with H atoms (-0.41 |e|) at the side groups than with the largest t-butyl groups (-0.68 |e|). Across this series, the BLA values are smaller and occur over a narrower range compared to the series 2-9. Across the series 10-13, with the increase in bulkiness, $\theta$ increases, $\phi$ decreases, and BLA is reduced. The addition of the t-butyl groups in 13 brings $\theta$ the closest to perpendicular at $\theta \sim 70^\circ$. While increasing the bulkiness does increase $\theta$ and lead to more charge retention, the substituent’s steric bulkiness alone is not sufficient to force the substituent to become perpendicular when it is not electronically favorable to do so.

Table 5.3: Structural parameters for modified substituent sterics as determined at the $\omega$B97X-D/cc-pVDZ level of theory.

| Compound | A  | R     | R'    | $\theta$ (°) | $\phi$ (°) | BLA (Å) | $\delta_s$ (|e|) |
|----------|----|-------|-------|--------------|------------|--------|----------------|
| 8        | CN | Me    | Me    | 51.0         | 29.8       | 0.045  | -0.49         |
| 10       | CN | H     | H     | 29.9         | 46.4       | 0.058  | -0.41         |
| 11       | CN | Me    | H     | 39.6         | 37.6       | 0.052  | -0.44         |
| 12       | CN | t-butyl| H     | 59.0         | 21.4       | 0.038  | -0.62         |
| 13       | CN | t-butyl| t-butyl| 68.8         | 12.7       | 0.031  | -0.68         |
We now turn to considering the impact of an implicit solvent to gain an understanding of what effect the medium plays. While $\varepsilon$ in thin films of guest:host thiopyrylium:amorphous polycarbonate (APC) is expected to be around 2.72-2.89 depending on cyanine loading concentration, it is of interest to examine the impact of a full range of dielectric constants. Taking again 8 as a representative example compound, we optimized its geometry in a series of solvents of increasing dielectric strength (Table 5.4). Moving from vacuum to a heptane-like medium ($\varepsilon = 1.91$) results in an increase in $\theta$ by nearly 10°, with $\delta_s$ jumping in magnitude from -0.49 to -0.88 $|e|$. Increasing further the dielectric constant leads to $\theta$ approaching 90° and a reduction in $\varphi$ and BLA, giving a nearly $C_{2v}$ symmetric structure. A Chloroform-like medium ($\varepsilon = 4.71$) is enough to retain charge separation ($\delta_s \sim 1$) and promote a favorable cyanine-like geometry, while a DCM-like medium ($\varepsilon = 8.93$) leads to a near perpendicular $\theta$ torsion angle and a tiny $\phi$ backbone torsion. Dielectric constants stronger than a DCM (e.g., ethanol and water) do not substantially improve upon the geometry obtained in a DCM-like medium. Strong dielectric constants contribute to screen the substituent and backbone charges from one another, and the charges remain localized on their respective moieties. Thus, the shielding afforded by the dielectric medium overcomes the charge recombination driving force and the substituent remains perpendicular. The importance message here is that the presence of a strong dielectric medium helps maintain the prototypical cyanine geometry.
Table 5.4: Structural parameters under implicit solvent as determined at the ωB97X-D/cc-pVDZ level of theory for compound 8 (A = CN, R = R’ = Me).

| Medium    | ε  | θ (°) | φ (°) | BLA (Å) | δs (|e|) |
|-----------|----|-------|-------|---------|--------|
| Vacuum    | 1  | 51.0  | 29.8  | 0.045   | -0.49  |
| Heptane   | 1.91 | 60.9 | 20.0  | 0.028   | -0.88  |
| Chloroform| 4.71 | 82.7 | 4.8   | 0.012   | -0.96  |
| DCM       | 8.93 | 86.7 | 1.9   | 0.011   | -0.96  |
| Ethanol   | 24.85 | 87.4 | 1.2   | 0.0098  | -0.96  |
| Water     | 78.36 | 87.6 | 0.9   | 0.0095  | -0.97  |

5.3.2. Effect on Molecular Orbitals

Having described the effect the addition of a charged substituent has on the molecular geometry, we now discuss its impact on the frontier molecular orbitals that are most relevant for the description of the optical properties. The degree of π-orbital mixing between the substituent and backbone naturally depends on the substituent-backbone torsion angle, with diminished π-orbital mixing when θ is large. As we discussed earlier, θ depends on the charge distribution and whether it is favorable for the zwitterionic charges to recombine. The driving force for charge recombination can be further understood by examining the frontier MOs of the isolated anionic substituent and cationic backbone. To illustrate this point, we examine in more detail the cases of compounds 2 and 9, for which θ = 40° and θ = 90° in vacuum, respectively.

The amount of charge recombination (and concurrently the magnitude of θ) is in fact related to the energetic difference between the HOMO of the isolated substituent and the
LUMO of the isolated thiopyrylium ($\Delta E_{(H-L)}$ in Table 5.5). For 2, the substituent HOMO lies much higher in energy than the thiopyrylium LUMO, nearly 3.9 eV higher. When $\Delta E_{(H-L)}$ is large, there is a strong driving force that can overcome the phenyl ring aromaticity and induce charge transfer from the electrons in the substituent HOMO to the lower lying thiopyrylium LUMO. When this charge transfer occurs, the substituent phenyl ring gains a quinoid character, and substituent rotates to become more coplanar with the thiopyrylium backbone ($\theta$ decreases), where it induces geometry distortions ($\phi$ increases). Indeed, as $\Delta E_{(H-L)}$ becomes larger, the molecule retains less zwitterionic character due to increased transfer of charge.

Table 5.5: Structural parameters correlated to difference in energy ($\Delta E_{(H-L)}$) between the HOMO of the isolated anionic substituent and the LUMO of the isolated cationic thiopyrylium, which is calculated to be -4.72 eV. All values evaluated at the ωB97X-D/cc-pVDZ level of theory with $\varepsilon = 1$.

<table>
<thead>
<tr>
<th>Compound</th>
<th>A</th>
<th>$\theta$ (°)</th>
<th>HOMO energy (eV)</th>
<th>$\Delta E_{(H-L)}$(eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>F</td>
<td>40.0</td>
<td>-0.83</td>
<td>3.89</td>
</tr>
<tr>
<td>3</td>
<td>Cl</td>
<td>41.5</td>
<td>-1.68</td>
<td>3.04</td>
</tr>
<tr>
<td>4</td>
<td>Br</td>
<td>41.9</td>
<td>-1.90</td>
<td>2.82</td>
</tr>
<tr>
<td>5</td>
<td>CF3</td>
<td>45.9</td>
<td>-2.49</td>
<td>2.23</td>
</tr>
<tr>
<td>6</td>
<td>COOH</td>
<td>46.8</td>
<td>-2.67</td>
<td>2.05</td>
</tr>
<tr>
<td>7</td>
<td>COH</td>
<td>49.0</td>
<td>-2.63</td>
<td>2.09</td>
</tr>
<tr>
<td>8</td>
<td>CN</td>
<td>51.0</td>
<td>-2.61</td>
<td>2.11</td>
</tr>
<tr>
<td>9</td>
<td>COCl</td>
<td>90.0</td>
<td>-4.22</td>
<td>0.5</td>
</tr>
</tbody>
</table>
The HOMO and LUMO of 2 are thus found to be a mixture of the isolated anionic substituent HOMO and isolated cationic thiopyrylium LUMO (Figure 5.6). These MOs reflect the charge distribution discussed previously: cross-conjugation between the $\pi$-orbitals on the thiopyrylium backbone and the $\pi$-orbitals on the substituent can be observed at the central carbon atom. The substituent phenyl ring has lost its aromatic character, adopting quinoidal character with increased density across the carbon atoms which have taken on increased double-bond character. The isolated cationic thiopyrylium’s HOMO becomes the HOMO-1 of the zwitterionic cyanine, while the LUMO+1 of the isolated cationic thiopyrylium becomes the LUMO+1 of the zwitterionic cyanine. These orbitals are essentially unmodified. The HOMO of the isolated substituent is the only MO to participate among the frontier MOs of the zwitterionic cyanine.
As the HOMO energy of the isolated anionic substituent approaches the LUMO energy of the isolated cationic thiopyrylium, charge recombination decreases and the substituent increasingly becomes more perpendicular. Thus, when this energetic difference, $\Delta E_{(H-L)}$, is small or negative, we can expect the zwitterionic cyanine to adopt a $C_{2v}$ symmetric geometry with the substituent perpendicular. For charge separation to be maintained, however, $\Delta E_{(H-L)}$ does not have to be negative (i.e., the isolated cationic thiopyrylium’s
LUMO energy does not need to be greater than the isolated anionic substituent’s HOMO energy) since electrostatic interactions and through-bond interactions between the two moieties significantly shift the orbital energies upon formation of the complex. As stronger electron acceptors are substituted onto the isolated anionic substituent, its HOMO energy approaches that of the isolated cationic thiopyrylium’s LUMO. This situation is fulfilled in compound 9, see Figure 5.7, where the $\Delta E_{(H-L)}$ is small (0.5 eV) and the isolated anionic substituent’s HOMO is nearly isoenergetic with the isolated cationic thiopyrylium’s LUMO (Figure 5.7). Since the driving force for recombination becomes small, the orbitals do not mix; instead the isolated anionic substituent’s HOMO becomes the new HOMO of 9. The isolated anionic substituent’s HOMO has electron density centered on the electron withdrawing group, preserving the phenyl ring’s aromaticity.
Figure 5.7: Molecular orbital correlation diagram for compound (9) (A = COCl), showing formation of new orbitals from isolated moiety orbitals. $\Delta E_{\text{H-L}}$ indicates the energetic difference between the HOMO of the isolated anionic substituent and the LUMO of the isolated cationic thiopyrylium.

The relationship between the torsion angle and $\Delta E_{\text{H-L}}$ is further demonstrated by considering another cationic (pyridium, 14) and an alternate anionic (tricyanofuran TCF, Table 5.6) cyanine backbone. Table 5.6 collects structural data for both (14) and TCF-based zwitterionic cyanine.
For 14, with an isolated pyridium LUMO of -3.87 eV, $\Delta E_{(H-L)}$ is 1.25 eV, leading to $\theta = 64.9^\circ$ and $\varphi = 14.9^\circ$. Compared to 8 with the same electron acceptor, the smaller $\Delta E_{(H-L)}$ increases the backbone-substituent torsion angle by over 10° and reduces the backbone dihedral angle by nearly 15°. In the zwitterionic tricyanofuran TCF1 and TCF2, we must consider the energetic difference between the HOMO of the isolated anionic TCF backbone and LUMO of the isolated cationic substituent.

**Table 5.6:** Structural parameters for pyridium-based compound 14 and TCF-based zwitterionic cyanines, TCF1 and TCF2. $\Delta E_{(H-L)}$ is difference in energy between HOMO/LUMO of isolated substituent and HOMO/LUMO of isolated backbone for pyridium/TCF-based zwitterions. “HOMO/LUMO energy” corresponds to HOMO/LUMO energy of isolated substituent for pyridium/TCF compounds. For reference, the isolated pyridium backbone LUMO energy is -3.87 eV and the isolated TCF backbone HOMO energy is -4.57 eV.

<table>
<thead>
<tr>
<th>Compound</th>
<th>$\theta$ (°)</th>
<th>$\varphi$ (°)</th>
<th>BLA</th>
<th>$\delta_s$</th>
<th>HOMO energy (eV)</th>
<th>$\Delta E_{(H-L)}$ (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>14</td>
<td>-64.64</td>
<td>-14.94</td>
<td>0.019</td>
<td>-0.80</td>
<td>-2.61</td>
<td>1.25</td>
</tr>
<tr>
<td>TCF1</td>
<td>89.58</td>
<td>-0.44</td>
<td>0.026</td>
<td>0.65</td>
<td>-4.96</td>
<td>0.39</td>
</tr>
<tr>
<td>TCF2</td>
<td>88.24</td>
<td>-1.02</td>
<td>0.026</td>
<td>0.67</td>
<td>-3.18</td>
<td>-1.38</td>
</tr>
</tbody>
</table>

$\Delta E_{(H-L)}$ in TCF1 is small and positive (0.39 eV) and in TCF2 is negative (-1.38 eV, *i.e.*, the isolated substituent LUMO lies below the isolated TCF backbone). In both compounds the substituent is perpendicular to the backbone and the backbone itself remains planar, and no mixing of the frontier molecular orbitals occurs (Figure 5.8). Thus, judicious
selection of backbone and substituent is required to ensure proper energetic matching to maintain the prototypical cyanine geometries.

Figure 5.8: Molecular orbital correlation plot for compound TCF1.

5.3.3. Excited-States Properties and Third-Order Polarizability

As suggested by the wide range of BLA values upon the choice of electron acceptor A, the third-order NLO properties are diverse. Figure 5.9 presents the lowest lying excited states
and their character for selected compounds at specific angles of $\theta$, while Table 5.7 collects the vertical excitation energies, transition dipole moments, differences in state dipole moments, and $\text{Re}(\gamma_{\text{static}})$ values at the static limit ($\hbar\omega = 0.0$ eV) for all compounds considered in this chapter. The unsubstituted thiopyrylium 1 is included for comparison, and only its OPA and TPA states are listed; we note that due to its large transition dipole moment between the ground state and OPA state and low OPA state energy, the N term, in which $\mu_{ae}^4$ appears, dominates the SOS expression and the static $\gamma$ is thus large and negative. Understanding within the context of the SOS expression how these properties change with changes in molecular structure allows valuable chemical insight into $\gamma$.

**Figure 5.9**: Lowest lying excited state energies and their state character.
In general, the addition of the charged substituent introduces low-lying charge transfer (CT) states for many systems. As the HOMO and LUMO of the zwitterionic cyanine is a mixture of the isolated anionic substituent HOMO and isolated cationic thiopyrylium LUMO, excitations among the frontier MOs involve transfers between substituent-based and thiopyrylium-based orbitals. In 9, where the HOMO is localized on the substituent and the LUMO is localized on the thiopyrylium, the HOMO → LUMO transition is expected to be strongly charge transfer in character.

In compounds with small torsion angles (e.g., 2) and mixing of the backbone and substituent π-systems, several important changes occur to the excited states and properties of interest for NLO. The low-lying states are destabilized to higher energy relative to the unsubstituted thiopyrylium (1) and have reduced transition dipole moments. Differences in state dipole moments between the ground state and excited state enlarge, compared to the unsubstituted thiopyrylium. Given the lower symmetry, these states are no longer distinctly an OPA or TPA state, but take on a combination of OPA and TPA character; importantly, the optical transparency window is lost. In these compounds, the first excited state becomes a CT state, involving an excitation from HOMO to LUMO+1. As expected, the CT transition is optically weak, with a small transition dipole moment (μge) of 1.12 Debye in 2. The electronic transition of this CT state involves a change in state dipole moments (Δμge) of 2.11 Debye. The larger excited-state energies, reduced μge, and increased Δμge lead to a large and positive Re(γ_{static}) in these systems as the N term no longer dominates the three-term model.

For intermediate values of θ (e.g., 6, 7, and 8), cyanine-like NLO properties begin to be recovered. The first excited state regains OPA character with moderate transition dipole
moment strength, and the combination of OPA/TPA states begin to be dominated by a single CT excitation. However, since the geometry is distorted and the HOMO and LUMO are delocalized across the backbone and substituent, large changes in state dipole moments upon excitation to the excited states are still present. Compound 8, with $\theta = 51.0^\circ$, has the largest positive $\text{Re}(\gamma_{\text{static}})$ ($2.36 \times 10^3 \times 10^{-36}$ esu), attributed to the large differences between state dipole moments, which leads to a large D term in the three-state model.

Prototypical cyanine-like NLO properties are regained with a strong electron acceptor. In compound 9, with complete separation of the $\pi$-systems and $\theta = 90^\circ$, the states are distinctly OPA and TPA again. While the OPA state is comparable in energy to the OPA state of the unsubstituted thiopyrylium, the TPA state is destabilized, leading to a broadening of the optical transparency window. While two charge transfer states are located between the OPA and TPA states, they are not optically active, possessing negligible transition dipole moments. $\text{Re}(\gamma_{\text{static}})$ becomes again large and negative due to the large first excited-state transition dipole moment and low state energy.

Compounds 10 through 13 follow similar trends for their values of $\theta$ as described above. Without changing the chemical identity of the acceptor, increasing $\theta$ leads to a lowering of the first two excited-states energies. While increasing the substituent steric bulk drives $\theta$ closer to perpendicular, the character of the lowest excited states increasingly becomes a CT state, and the molecule adopts an increasing ground-state diradical character. The diradical character of the ground state is maximized in 13, with t-butyl groups substituted at the R and R' positions, as the ground-state CI description includes not only the SCF determinant but also a determinant describing the HOMO→LUMO excitation, which is CT in character coupled through a doubly excited determinant with a small CI contribution.
The Re(γ_{static}) values in compounds 10 through 12 are positive, which is attributed to a large changes in state dipole moments, while in 13 it is small and negative. This reinforces the importance of selecting a chemical structure where the charge separation is electronically driven and not purely due to steric to obtain cyanine-like NLO properties.

To round out the comparison, we finally consider TCF1 and TCF2. Both TCF1 and TCF2 are similar in description to 9, in that the selection of a substituent with a strong electron donor with the TCF backbone maintains electronic separation and thus θ is at 90°. Distinct OPA and TPA states are present, preserving the optical transparency window with a width of ~1 eV. Again, the charge substituent introduces a low-lying CT state and CT states within the optical transparency window, but these are not optically active. In both compounds, Re(γ_{static}) is large and negative.
Table 5.7: Vertical excitation energy $E$ (eV), transition dipole moment $\mu_{ge}$ (Debye), and differences in state dipole moment $\Delta\mu_{ge}$ (Debye) between excited states and ground state. Real part of the static third-order polarizability $\text{Re}(\gamma_{static}) \times 10^{-36}$ esu.

<table>
<thead>
<tr>
<th>compound</th>
<th>$E_1$ ($\mu_{01}$) [$\Delta\mu_{01}$]</th>
<th>$E_2$ ($\mu_{02}$) [$\Delta\mu_{02}$]</th>
<th>$E_3$ ($\mu_{03}$) [$\Delta\mu_{03}$]</th>
<th>$E_4$ ($\mu_{04}$) [$\Delta\mu_{04}$]</th>
<th>$\text{Re}(\gamma_{static})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.90 (18.67) [0.24]</td>
<td>2.64 (1.22) [2.22]</td>
<td>*</td>
<td>*</td>
<td>-7.76 x10³</td>
</tr>
<tr>
<td>2</td>
<td>2.51 (1.12) [2.11]</td>
<td>2.59 (3.73) [1.09]</td>
<td>3.00 (5.40) [0.41]</td>
<td>3.45 (1.48) [2.78]</td>
<td>1.24 x10³</td>
</tr>
<tr>
<td>3</td>
<td>2.44 (5.00) [2.20]</td>
<td>2.45 (0.81) [2.71]</td>
<td>2.60 (0.97) [8.91]</td>
<td>2.94 (4.57) [0.27]</td>
<td>1.34 x10³</td>
</tr>
<tr>
<td>4</td>
<td>2.23 (0.90) [9.81]</td>
<td>2.42 (5.09) [2.38]</td>
<td>2.42 (0.88) [2.71]</td>
<td>2.92 (4.62) [0.11]</td>
<td>1.35 x10³</td>
</tr>
<tr>
<td>5</td>
<td>2.06 (5.95) [3.47]</td>
<td>2.23 (0.56) [3.55]</td>
<td>2.78 (3.36) [1.39]</td>
<td>3.30 (12.43) [3.82]</td>
<td>1.74 x10³</td>
</tr>
<tr>
<td>6</td>
<td>1.81 (7.74) [3.47]</td>
<td>2.23 (0.12) [4.90]</td>
<td>2.75 (3.20) [3.03]</td>
<td>3.13 (12.52) [5.56]</td>
<td>1.85 x10³</td>
</tr>
<tr>
<td>7</td>
<td>1.50 (9.27) [2.10]</td>
<td>2.09 (0.06) [7.07]</td>
<td>2.69 (3.28) [5.32]</td>
<td>2.90 (12.78) [7.25]</td>
<td>0.925 x10³</td>
</tr>
<tr>
<td>8</td>
<td>1.52 (8.31) [4.66]</td>
<td>1.94 (0.76) [5.58]</td>
<td>2.60 (3.17) [4.12]</td>
<td>3.00 (12.81) [6.81]</td>
<td>2.36 x10³</td>
</tr>
<tr>
<td>9</td>
<td>1.95 (16.34) [0.18]</td>
<td>1.97 (0.01) [8.93]</td>
<td>2.01 (0.55) [25.10]</td>
<td>2.90 (1.34) [2.16]</td>
<td>-7.76 x10³</td>
</tr>
<tr>
<td>10</td>
<td>2.03 (8.05) [2.52]</td>
<td>2.39 (0.10) [4.76]</td>
<td>2.82 (4.12) [1.92]</td>
<td>3.23 (12.27) [5.81]</td>
<td>1.72 x10³</td>
</tr>
<tr>
<td>11</td>
<td>1.80 (8.13) [3.02]</td>
<td>2.19 (0.41) [5.38]</td>
<td>2.73 (3.70) [3.07]</td>
<td>3.13 (12.52) [5.97]</td>
<td>1.88 x10³</td>
</tr>
<tr>
<td>12</td>
<td>1.30 (7.18) [1.00]</td>
<td>1.96 (1.15) [7.27]</td>
<td>2.61 (3.56) [5.49]</td>
<td>2.82 (12.07) [3.47]</td>
<td>0.883 x10³</td>
</tr>
<tr>
<td>13</td>
<td>0.88 (9.00) [5.41]</td>
<td>1.52 (1.49) [6.78]</td>
<td>2.37 (1.86) [6.67]</td>
<td>2.60 (11.09) [8.66]</td>
<td>-0.594 x10³</td>
</tr>
<tr>
<td>14</td>
<td>0.83 (7.76) [10.18]</td>
<td>1.78 (1.73) [14.62]</td>
<td>2.12 (15.37) [2.81]</td>
<td>2.64 (0.67) [16.02]</td>
<td>-0.738 x10³</td>
</tr>
<tr>
<td>TCF1</td>
<td>0.73 (0.27) [15.75]</td>
<td>1.78 (19.30) [1.95]</td>
<td>2.00 (0.04) [14.47]</td>
<td>2.25 (0.51) [14.54]</td>
<td>-17.9 x10³</td>
</tr>
<tr>
<td>TCF2</td>
<td>1.62 (1.08) [14.85]</td>
<td>1.73 (20.08) [2.14]</td>
<td>2.48 (0.71) [13.84]</td>
<td>2.51 (1.77) [3.22]</td>
<td>-13.9 x10³</td>
</tr>
</tbody>
</table>
5.4. Conclusions

Developing novel materials for AOS applications requires an understanding of how modifying chemical structures impacts properties of interest to NLO and subsequently $\text{Re}(\gamma_{\text{static}})$. Here, we investigated the suitability of zwitterionic cyanines that are designed to eliminate the need for a counterion and prevent counterion-pairing interactions for use in AOS devices. The ability of the charged substituent to retain its charge and maintain the zwitterionic structure is critical to preserve the advantageous third-order NLO properties inherent to cationic cyanines upon formation of a zwitterion.

For substituents with weak electron acceptors, anionic charge leaks from the substituent into the cyanine backbone. This modified ground-state charge distribution introduces electronic coupling between the backbone and substituent. This is reflected by the substituent-backbone torsion angle: for compounds where less charge is retained on the substituent, the substituent becomes increasingly planar with the backbone. This leads to mixing between the frontier orbitals, and geometric distortions along the backbone become pronounced, together with an increase in BLA. This charge recombination can be further rationalized by considering the energy difference between the LUMO of the isolated cationic backbone and the HOMO of the isolated anionic substituent; a small energetic difference between these orbitals is essential to minimize charge recombination. The substituent’s steric bulkiness alone is not sufficient to keep the substituent perpendicular for substituents with weaker electron acceptors.

Structures that show significant charge recombination have excited states that are markedly different from the unsubstituted thiopyrylium: the states are no longer distinctly OPA or
TPA, but a combination of both, with the consequence that the optical transparency window has vanished. \( \text{Re}(\gamma_{\text{static}}) \) in these compounds is large and positive. For zwitterionic structures where the charges remain separate and the substituent is perpendicular to the backbone, the charged substituent introduces CT states between the OPA and TPA states, but these are not optically active. As these systems resemble the unsubstituted thiopyrylium, \( \text{Re}(\gamma_{\text{static}}) \) remains large and negative.

We find that compound 9, with its substituent containing a strong electron acceptor and moderate bulk, leads to the positive charge remaining on the thiopyrylium backbone and the negative charge remains on the substituent \( (\delta_s = 1) \). No coupling between the frontier orbitals of the cyanine and substituent occurs, and the substituent remains perpendicular to the backbone. The ground-state geometry, excited-state, and NLO properties resemble those of the unsubstituted thiopyrylium. Charge separation between backbone and substituent must be favored electronically to preserve the unsubstituted thiopyrylium properties valuable for AOS applications; and that failure to do so can have profound, detrimental effects upon these properties.
5.5. References


6.1. Introduction

Interest in organic materials for use in NLO applications, particularly with regard to their third-order optical response, has been focused primarily on linear π-conjugated systems, such as cyanines\textsuperscript{1-5} and (donor-acceptor) polyenes.\textsuperscript{1-2, 6} Although cyanines possess the largest $\gamma$ among linear π-conjugated systems, at long chain lengths cyanines break symmetry and $\gamma$ is reduced. Recently, investigation of multicomponent organic systems such as binary charge-transfer (CT) complexes has suggested that these materials could afford new opportunities for organic electronics.\textsuperscript{7-8} Early experimental studies of CT complexes reported large third-order susceptibilities;\textsuperscript{9} in particular, large nonresonant $\gamma$ values on the order of $10^{-32}$ esu were measured for crystals of perylene tetracyanoethylene (Pe/TCNE) and pyrene tetracyanoethylene (Py/TCNE).\textsuperscript{10}

Binary CT complexes are composed of two components: one molecule which acts as a donor (D) and another molecule which acts as an acceptor (A). For complexes with 1:1 stoichiometry, two crystal structure motifs are observed: segregated-stack and mixed-stack (left and right, Figure 6.1). In segregated-stack systems, there are separate, adjacent stacks of the donor and acceptor molecules; in mixed-stack systems, the donor and acceptor molecules stack alternatively along the stacking direction.
These bimolecular crystals possess potential advantages that make them attractive to consider for NLO applications such as AOS:

1. The ability to form crystalline materials in which the component molecules are arranged in a highly ordered manner; as discussed in the Introduction, cyanines are known to strongly aggregate often uncontrollably at high concentrations, which severely modifies their molecular properties and limits their utility for AOS.

2. Low excited-state energies, due to their CT nature; small excited-state energies lead to smaller denominators in the SOS expression, which enhances $\gamma$.

3. A very long long-axis; an electron could be delocalized over several repeat units along the CT axis within the crystal, leading to a substantial induced dipole moment (recall $\mu = er$, where $r$ is the displacement), without worrying about symmetry-breaking effects.

While limited experimental studies on the third-order optical response of CT complexes have been performed, the only computational work reported to date has focused on...
understanding the second-order NLO response of a few complexes (which we are not considering here). A molecular understanding of $\gamma$ in these systems has not been discussed, yet it is desirable when designing systems for device applications. To gain such an understanding and to benefit from the features listed above, we have chosen to investigate the seven following mixed-stack CT complexes: DBTTF-TCNQ (dibenzotetrathiafulvalene tetracyanoquinodimethane)$^{11}$, DMQtT-F4TCNQ (dimethylquaterthiophene tetracyanoquinodimethane)$^{12}$, Pe-TCNE (perylene tetracyanoethylene)$^{13}$, Py-TCNE (pyrene tetracyanoethylene)$^{14}$, TTF-CA HT (the high temperature phase of tetrathiafulvalene p-chloranil)$^{15}$, TTF-CA LT (the low temperature phase of tetrathiafulvalene p-chloranil)$^{15}$, and Py-TCNQ (pyrene tetracyanoquinodimethane)$^{16}$. We have selected Pe/TCNE, Py/TCNE, and Py-TCNQ as the long-axis third-order molecular polarizabilities or electric susceptibilities ($\chi^{(3)}$) have been previously measured for these complexes.$^{9-10}$ DBTTF-TCNQ and DMQtT-F4TCNQ were chosen because crystals of these have shown good charge transport properties both experimentally and theoretically.$^{17-20}$ TTF-CA has been included as a good benchmark, since it undergoes a neutral-to-ionic phase transition with a lowering of symmetry at low temperature.

The chemical structures of the investigated complexes are presented below (Figure 6.2). We begin with a discussion of the NLO response of the individual monomer units, then build towards small clusters by considering dyads composed of one D and A component, triads composed of D-A-D or A-D-A components, and a parallel stack composed of two adjacent D-A stacks in order to understand the magnitude and sign of $\gamma$. 
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6.2. Theoretical Methodology

The excited-state properties (e.g., transition energies and dipole moments) to serve as input for the SOS calculations of $\gamma$ were evaluated at the TD-DFT level. These calculations were performed on the isolated molecules. The 50 lowest singlet excited states were calculated using the B3LYP\textsuperscript{21-22} functional with the 6-31G basis set. All TD-DFT calculations were performed with Gaussian 09, Revision D.01.\textsuperscript{23} The transition dipole moments between all excited states of interest were obtained at the end of the TD-DFT calculation with the Multiwfn code (version 3.3.7).\textsuperscript{24}
The geometries for the excited-state calculations were taken from the Crystallographic Information File (.cif) obtained from the Cambridge Structural Database files for each CT complex. Geometries include the individual monomers, the D-A dyad, D-A-D and A-D-A triads, and a parallel stack of 2 D-A dyads (see Figure 6.3). For the D-A dyad configuration, the geometries of molecules from the unit cell were taken. For the triads, the additional D or A molecule was stacked along the CT direction. For the parallel stack configurations, the unit cell was expanded until a D-A pair from an adjacent stack was obtained.

**Figure 6.3:** Schematics depicting configurations of dyads, triads, and parallel stacks.

A minimum state model was used to calculate the static $\gamma$ values via the SOS formalism; the $\gamma$ values were decomposed into their axial tensor components ($\gamma_{xxx}, \gamma_{yyy}, \gamma_{zzz}$) and into contributions from the D, T, and N terms corresponding to the three-state model (see eq. 1.4 in Chapter 1). The number of excited states considered within the SOS procedure for each CT complex was chosen to ensure $\gamma$ to converge. We define an internal set of coordinates (Figure 6.4) such that the $x$ direction corresponds to the CT direction, the $y$ direction corresponds to the molecular long axes, and the $z$ direction corresponds to the molecular short axis.
As we evaluate $\gamma$ at the static limit ($\hbar \omega = 0$), $\text{Im}(\gamma)$ is zero and thus we focus on $\text{Re}(\gamma)$ (reported as $\gamma$). The orientationally averaged $\gamma$ is computed from the tensor components as:

$$
\gamma_{\text{avg}} = \frac{1}{5}(\gamma_{xxxx} + \gamma_{yyyy} + \gamma_{zzzz})
$$

$$
+ \frac{1}{15}(\gamma_{xxyy} + \gamma_{yyxx} + \gamma_{xyyx} + \gamma_{yxxy} + \gamma_{yyyx} + \gamma_{yxyy} + \gamma_{xxzz} + \gamma_{zzxx} + \gamma_{xzxz} + \gamma_{zxzx} + \gamma_{zxxz} + \gamma_{zzzy} + \gamma_{zyyz} + \gamma_{yzzy} + \gamma_{zyzy} + \gamma_{yzzy})
$$

\hspace{1cm}

6.3. Results

6.3.1. Third-Order Optical Response of Monomers

In order to assess whether the third-order optical response in the CT complexes arises from the intermolecular interactions between donor and acceptor molecules in the complex/crystal or from the third-order response of the individual monomers, the responses
of the individual monomers were calculated for later comparison with the dyads and triads (Table 6.1).

Table 6.1: Average $\gamma$ values ($\gamma_{avg}$) and tensorial components $\gamma_{xxxx}$, $\gamma_{yyyy}$, and $\gamma_{zzzz}$ for the individual monomers involved in the CT complexes. All values reported in $10^{-36}$ esu.

<table>
<thead>
<tr>
<th>CT complex</th>
<th>Monomer</th>
<th>$\gamma_{avg}$</th>
<th>$\gamma_{xxxx}$</th>
<th>$\gamma_{yyyy}$</th>
<th>$\gamma_{zzzz}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DBTTF-TCNQ</td>
<td>DBTTF</td>
<td>137</td>
<td>0.144</td>
<td>128</td>
<td>211</td>
</tr>
<tr>
<td></td>
<td>TCNQ</td>
<td>127</td>
<td>0.622</td>
<td>146</td>
<td>60.3</td>
</tr>
<tr>
<td>DMQIT-F$_4$TCNQ</td>
<td>DMQIT</td>
<td>94.1</td>
<td>0.0</td>
<td>1.45 x $10^4$</td>
<td>8.48 x $10^{-3}$</td>
</tr>
<tr>
<td></td>
<td>F$_4$TCNQ</td>
<td>2.90 x $10^3$</td>
<td>34.1</td>
<td>96.1</td>
<td>78.0</td>
</tr>
<tr>
<td>Pe-TCNE</td>
<td>Pe</td>
<td>120</td>
<td>6.44</td>
<td>319</td>
<td>68.2</td>
</tr>
<tr>
<td></td>
<td>TCNE</td>
<td>5.03</td>
<td>0.704</td>
<td>7.36</td>
<td>3.20</td>
</tr>
<tr>
<td>Py-TCNE</td>
<td>Py</td>
<td>19.1</td>
<td>1.81</td>
<td>42.1</td>
<td>23.5</td>
</tr>
<tr>
<td></td>
<td>TCNE</td>
<td>5.29</td>
<td>1.91</td>
<td>6.71</td>
<td>0.232</td>
</tr>
<tr>
<td>Py-TCNQ</td>
<td>Py</td>
<td>19.1</td>
<td>1.81</td>
<td>42.1</td>
<td>23.5</td>
</tr>
<tr>
<td></td>
<td>TCNQ</td>
<td>131</td>
<td>2.05</td>
<td>350</td>
<td>26.1</td>
</tr>
<tr>
<td>TTF-CA HT</td>
<td>TTF</td>
<td>7.35</td>
<td>7.88</td>
<td>12.6</td>
<td>0.423</td>
</tr>
<tr>
<td></td>
<td>CA</td>
<td>6.51</td>
<td>8.71</td>
<td>0.369</td>
<td>9.95</td>
</tr>
<tr>
<td>TTF-CA LT</td>
<td>TTF</td>
<td>7.10</td>
<td>6.37</td>
<td>29.4</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>CA</td>
<td>6.40</td>
<td>3.79</td>
<td>0.00</td>
<td>24.7</td>
</tr>
</tbody>
</table>

Many of the individual monomers possess a calculated $\gamma_{avg}$ on the order of $10^{-36}$ esu. For those with an appreciable response at $10^{-34}$ esu (DBTTF, TCNQ, DMQIT, and Pe), the tensor along the molecular long-axis contributes the most to $\gamma_{avg}$; indeed, $\gamma_{avg}$ of DMQIT can be attributed to its longer long axis, which affords the largest distance among the monomers to delocalize charge across. The third-order response of many of the monomers is on the same order as many other organic materials. For those with an appreciable response, the response is orientated along the molecular long axis.
Rationalization of $\gamma_{avg}$ in these systems can be obtained by briefly considering the properties of the monomer first dipole-allowed ($\mu_{ge} > 3$ Debye) excited state. The first excited state energy sits high at an average of 3.76 eV, with DMQtT the lowest at 2.57 eV and TCNE (from Py/TCNE) the highest at 5.21 eV. The average of the transition dipole moments ($\mu_{ge}$) is moderate at 6.1 Debye, with DBTTF possessing the smallest at 3.5 Debye and DMQtT possessing the largest at 12.1 Debye; in the case of DMQtT, the long-axis component dominates the transition dipole moment. Due to high degrees of symmetry, the ground-state state dipole moments are zero for all monomers except for the monomers of TTF-CA LT, leading changes in state dipole moments ($\Delta \mu_{eg}$) to be 0. The individual monomers of TTF-CA LT have non-zero ground-state dipole moments due to the lowered symmetry of the crystal at lower temperature.\textsuperscript{15} We note that our results for pyrene are consistent in sign and magnitude with previous finite-field calculations,\textsuperscript{25} and consistent with experimental measurements of TCNE and TCNQ which showed values of $\gamma$ on the order of $10^{-36}$ esu.\textsuperscript{26} Comparison of the long-axis component of DMQtT to previous work at the MRDCI level shows that the B3LYP-derived excited-state properties lead to an overestimation of $\gamma$ by nearly 100, due to differences in excited state energies (3.06 eV vs. 2.88 eV, for MRDCI and B3LYP, respectively).\textsuperscript{27-28}

6.3.2. Third-Order Optical Response of CT Complexes

6.3.2.1. Physical Properties

The physical parameters of the CT complex dyad configurations, as obtained from the experimental unit cell, are collected in Table 6.2. To characterize the various dyad
configurations, we consider three geometric parameters: the intermolecular distance, measured as the distance between the center-of-mass centroid of the donor and acceptor; the intermolecular angle, the angle between the center-of-mass centroid of a terminal aromatic ring on the donor, the center-of-mass centroid of the whole donor, and the center-of-mass centroid of the acceptor; and the angle made between the plane containing the donor and the plane containing the acceptor. The intermolecular angle serves as a measure of displacement between the donor and acceptor; for large angles (e.g., $90^\circ$) the displacement is small, while smaller angles lead to a larger amount of displacement between the donor and acceptor molecules.

The physical parameters among the dyads studied here are varied. DMQtT-F$_4$TCNQ and Py-TCNQ are the opposite extremes among the physical parameters of the dyads: the intermolecular distance between the center-of-mass centroids of the donor and acceptor molecules is largest for DMQtT-F$_4$TCNQ (5.09 Å) and shortest for Py-TCNQ (3.57 Å), while the intermolecular angle is the smallest for DMQtT-F$_4$TCNQ ($40.59^\circ$) and largest for Py-TCNQ ($77.12^\circ$). DMQtT-F$_4$TCNQ possesses the largest ground-state dipole moment (8.77 D) and largest amount of electron transfer (0.36 |e|), while Py-TCNQ possess the smallest ground-state dipole moment at 1.94 D with 0.11 |e| transferred. The physical parameters of the selected complexes thus span a wide range. The amount of charge transferred between the donor and acceptor correlates with a variety of observed properties of the CT complexes, particularly for electrical transport.$^{29}$
Table 6.2: Physical parameters of the CT complex dyad configurations. The intermolecular distances are measured between the centroids of the donor and acceptor; the intermolecular angles are defined as the angle between the centroid of a terminal aromatic ring on the donor, the centroid of the donor, and the centroid of the acceptor; the angles between planes are the angle between the plane of the donor and plane of the acceptor. The ground-state dipole moment and charge transferred were obtained at the B3LYP/6-31G level of theory.

| Complex       | Intermolecular distance (Å) | Intermolecular angle (°) | Angle between planes (°) | Ground-state dipole moment (D) | Charge transferred (|e|) |
|---------------|-----------------------------|--------------------------|--------------------------|-------------------------------|-----------------------|
| DMQtT-F₄TCNQ  | 5.09                        | 40.59                    | 2.17                     | 8.77                          | 0.36                  |
| TTF-CA LT     | 3.69                        | 72.46                    | 1.02                     | 5.02                          | 0.28                  |
| DBTTF-TCNQ    | 4.61                        | 48.67                    | 4.38                     | 4.54                          | 0.21                  |
| TTF-CA HT     | 3.62                        | 72.39                    | 1.55                     | 3.87                          | 0.22                  |
| Pe-TCNE       | 4.12                        | 51.34                    | 1.80                     | 3.29                          | 0.17                  |
| Py-TCNE       | 3.99                        | 54.50                    | 3.41                     | 2.23                          | 0.12                  |
| Py-TCNQ       | 3.57                        | 77.12                    | 6.86                     | 1.94                          | 0.11                  |

6.3.2.2. Dyad Configurations of D-A Units

We take the CT complex exhibiting the strongest interaction, DMQtT-F₄TCNQ, as a representative example and discuss in detail its electronic structure, excited-state properties, and $\gamma_{avg}$ before turning to the general trends among the remaining CT complexes. The electronic structure and excited-state properties are broadly similar among the compounds investigated. As discussed in the Introduction, the highly polarizable nature and large negative $\gamma_{avg}$ of the ground state in cyanines can be attributed to the cyanine being in a geometry defined by two main resonance forms. It will be shown that the origin of the third-order response in CT complexes is different from the origin of the third-order response in cyanines.
As can be expected for the frontier orbitals of a compound with pronounced CT character, the HOMO resides on the donor molecule and the LUMO resides on the acceptor molecule (Figure 6.5). The remaining orbitals alternate being localized on the donor or acceptor molecule. In cyanines, the excitations describing the lowest two excited states involve excitations among the HOMO-1, HOMO, LUMO, and LUMO+1 orbitals. Likewise, the excitations describing the lowest CT complexes excited states involve the same orbitals, plus a lower lying occupied orbital (typically HOMO-2, as in the case of DMQtT-F$_4$TCNQ). Among the five lowest excited states, there are three types of excitations: a charge transfer HOMO → LUMO excitation, a local excitation centered on the donor molecule (here DMQtT) (HOMO → LUMO + 1 and HOMO − 1 → LUMO + 1), and a local excitation centered on the acceptor molecule (here F$_4$TCNQ) (HOMO − 2 → LUMO). This in turn gives rise to excited states that are either local excitation in character or CT in character.
The excited-state situation is different in the CT complexes compared to cyanines. The CT nature of the intermolecular interaction affords many low-lying excited states; for DMQtT-F₄TCNQ, there are 11 excited states whose energies are equal to or less than 3 eV. However, due to the CT nature of many of these states, they are not significantly dipole-coupled to the ground state. Indeed, for the 50 lowest excited states in DMQtT-F₄TCNQ, only 6 have \( \mu_{ge} > 3 \) Debye (Table 6.3), while the remaining states have small transition dipole moments (0 – 2 Debye). For DMQtT-F₄TCNQ the first excited state is low in energy.
and is moderately dipole-coupled to the ground state. The remaining excited states which are coupled to the ground state have moderate transition dipole moments ($3 - 4$ Debye).

For excited states that are CT in character, the $x$-component of the transition dipole moment, which corresponds to the CT direction, provides the largest contribution to the magnitude of $\mu_{ge}$. For excited states with local character, however, the $y$-component is largest. In general, the combination of low excited-state energies and at least moderate transition dipole moment are favorable properties to promote a large magnitude of $\gamma$.

<table>
<thead>
<tr>
<th>Excited State</th>
<th>Energy (eV)</th>
<th>$\mu_{ge}$ (Debye)</th>
<th>$\Delta \mu_{eg}$ (magnitude) (Debye)</th>
<th>CI Composition</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.07</td>
<td>$6.53x + 3.27y$ + $1.28z$</td>
<td>$-25.96x - 6.73y - 2.61z$ (26.48)</td>
<td>$+0.73</td>
</tr>
<tr>
<td>2</td>
<td>1.82</td>
<td>$0.39x - 2.90y - 1.10z$</td>
<td>$-9.08x - 8.29y - 3.37z$ (12.70)</td>
<td>$+0.67</td>
</tr>
<tr>
<td>5</td>
<td>2.62</td>
<td>$-11.77x + 2.09y + 0.42z$</td>
<td>$-6.22x - 0.57y + 0.35y$ (5.64)</td>
<td>$-0.37</td>
</tr>
<tr>
<td>7</td>
<td>2.69</td>
<td>$-3.94x + 0.95y + 0.29z$</td>
<td>$+2.69x - 9.86y - 4.86z$ (8.04)</td>
<td>$+0.58</td>
</tr>
<tr>
<td>11</td>
<td>3.21</td>
<td>$3.05x - 0.30y - 0.11z$</td>
<td>$+6.18x + 2.76y - 1.14z$ (6.33)</td>
<td>$+0.52</td>
</tr>
<tr>
<td>14</td>
<td>3.78</td>
<td>$4.49x - 0.77y + 0.30z$</td>
<td>$-17.17x - 6.31y - 2.38z$ (18.23)</td>
<td>$+0.55</td>
</tr>
</tbody>
</table>

Due to the lack of symmetry in the D-A dyad, $S_1$ can have a strong TPA response. Additionally, the few excited states that are dipole coupled to the ground state are in turn strongly coupled to many other excited states ($\mu_{ee'} > 4$ Debye). $S_1$ is coupled to 7 excited
states, $S_2$ to 8, and $S_5$ to 10, while $S_{14}$ is only coupled to 3. Similar to the contributions to $\mu_{ge}$, the $x$-component is the largest contributor to $\mu_{ee'}$, and in many excited states is effectively the single contributor. These observations suggest that significant TPA can occur the dyad configuration, and with their low first excited-state energy, their use in AOS applications at telecommunications wavelengths ($0.8 – 0.95$ eV) is potentially limited.

In molecular systems such as cyanines that maintain $C_{2v}$ symmetry, the differences between the ground state and OPA state dipole moments ($\Delta\mu_{eg}$) are vanishingly small: a promotion of an electron from HOMO to LUMO simply shifts electron density from the odd-numbered to the even-numbered carbon atoms without altering much the backbone geometry due to the nodal pattern of the cyanine frontier MOs. In contrast to the situation in cyanines, in the CT complexes a HOMO $\rightarrow$ LUMO transition moves an electron from an occupied orbital on the donor molecule to an unoccupied orbital on the acceptor molecule, which results in a significant difference between state dipole moments. In DMQtT-F$_4$TCNQ, the magnitude of $\Delta\mu_{eg}$ for the first excited state is 26.5 Debye and 12.7 Debye for the second excited state. The $x$-component of $\Delta\mu_{eg}$ has the largest change in magnitude. Additionally, the change in magnitude of the $y$-component for most states is moderate; as the monomers in the dyad configuration are not in a face-on geometry rather but in a slipped geometry from one another, we should expect changes of $\Delta\mu_{eg}$ to be mostly between the $x$- and $y$- components.
Table 6.4: $\gamma$ and its decomposition into axial and three-state terms for DMQtT-F$_4$TCNQ, reported in $10^{-36}$ esu.

<table>
<thead>
<tr>
<th></th>
<th>$\gamma$ x10$^3$</th>
<th>D x10$^3$</th>
<th>T x10$^3$</th>
<th>N x10$^3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>xxxx</td>
<td>114</td>
<td>133</td>
<td>18.4</td>
<td>-37.7</td>
</tr>
<tr>
<td>yyyy</td>
<td>2.72</td>
<td>2.79</td>
<td>1.13</td>
<td>-1.20</td>
</tr>
<tr>
<td>zzzz</td>
<td>0.0775</td>
<td>0.0645</td>
<td>0.0370</td>
<td>-0.0240</td>
</tr>
<tr>
<td>avg.</td>
<td>29.4</td>
<td>36.0</td>
<td>2.49</td>
<td>-9.09</td>
</tr>
</tbody>
</table>

$\gamma_{avg}$ for DMQtT-F$_4$TCNQ is positive and significantly enhanced over the individual monomers composing the complex (Table 6.4). As anticipated by the discussion on the state and transition dipole moments, the $\gamma_{xxxx}$ tensor dominates $\gamma$. $\gamma_{yyyy}$ and $\gamma_{zzzz}$ are several orders of magnitude smaller, suggesting that the individual monomer response does not appreciably contribute to $\gamma$. To rationalize the sign and magnitude of $\gamma$, we consider the simplified three-term model. We recall that in this equation, each term contains a factor of $\mu_{ge}^2$ in the numerator and each denominator is composed of $E_{ge}^3$ ($E_{ge}^2E_{ee'}$ in the case of the T term). The D term, which has an additional dependence on $\Delta \mu_{eg}$ in the numerator, dominates the three-term decomposition for DMQtT-F$_4$TCNQ, since the states that are significantly coupled to the ground state have large changes in their state dipole moments upon excitation. While the many couplings among excited states in DMQtT-F$_4$TCNQ with large transition dipole moments should lead to a large T term (in which there is also a dependence on $\mu_{ee'}$ in the numerator), the larger excited-state energies ($>3$ eV) which enter into the expression lead to larger denominators which decrease the magnitude of the T term. As the T and N terms are of similar magnitudes but opposite sign, the N term is partially cancelled by the T term; the remainder of the N term decreases the magnitude of the D term. $\gamma$ is thus attributable to the D term through the significant changes in state
dipole moments. The earlier implication that DMQtT-F₄TCNQ has significant TPA is further strengthened by examining the TPA cross-sections for several of the lowest excited states. The TPA cross-section of S₁ is 804 GM, while both S₂ and S₃ have TPA cross-sections of ~5,000 GM, indicating that these states are strongly TPA. The TPA cross-sections of S₄ and S₅ are 470 and 680 GM, respectively. It is anticipated that S₁ in the centrosymmetric triad configurations will not be TPA active due to symmetry considerations.

Having discussed in detail the NLO properties and response of DMQtT-F₄TCNQ, we now turn our attention to the complete series of CT complexes. The first 5 lowest excited states and transition dipole moments are collected in Table 6.5, in which the first several excited states are low lying (< 3 eV) and have moderate μₑₛ. The energies of the first excited states (S₁) are similar with respect to one another (~1 – 1.4 eV). There are many low-lying excited states below 3 eV, but only a handful of states are strongly dipole-coupled (μₑₛ > 3 Debye) to the ground state. These excited states which are strongly coupled to the ground state are in turn coupled to many more excited states. TTF-CA HT and LT have the least number of excited states coupled to the ground state (2 and 1, respectively), and subsequently have the fewest couplings between excited states.
Table 6.5: Excited-state energies in $E_n$ (eV), transition dipole moments $\mu_{0n}$ (Debye), and difference in state dipole moments $\Delta\mu_{n0}$ (Debye) among the 5 lowest excited states for the series of CT complexes at the B3LYP/6-31G level. Complexes are ranked in descending order by calculated amount of charge transferred in the ground state.

<table>
<thead>
<tr>
<th>Complex</th>
<th>$E_1$ ($\mu_{01}$)</th>
<th>$E_2$ ($\mu_{02}$)</th>
<th>$E_3$ ($\mu_{03}$)</th>
<th>$E_4$ ($\mu_{04}$)</th>
<th>$E_5$ ($\mu_{05}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$[\Delta\mu_{10}]$</td>
<td>$[\Delta\mu_{20}]$</td>
<td>$[\Delta\mu_{30}]$</td>
<td>$[\Delta\mu_{40}]$</td>
<td>$[\Delta\mu_{50}]$</td>
</tr>
<tr>
<td>DMQtT-F$_3$TCNQ</td>
<td>1.07 (7.41)</td>
<td>1.82 (3.12)</td>
<td>2.39 (1.64)</td>
<td>2.53 (0.87)</td>
<td>2.62 (11.9)</td>
</tr>
<tr>
<td></td>
<td>[26.5]</td>
<td>[26.48]</td>
<td>[7.88]</td>
<td>[29.8]</td>
<td>[5.64]</td>
</tr>
<tr>
<td>TTF-CA LT</td>
<td>1.37 (5.02)</td>
<td>2.67 (0.37)</td>
<td>2.75 (0.70)</td>
<td>2.82 (0.23)</td>
<td>2.97 (1.31)</td>
</tr>
<tr>
<td>DBTTF-TCNQ</td>
<td>1.08 (5.76)</td>
<td>2.31 (2.88)</td>
<td>2.34 (0.56)</td>
<td>2.54 (0.61)</td>
<td>2.82 (6.53)</td>
</tr>
<tr>
<td></td>
<td>[24.1]</td>
<td>[19.6]</td>
<td>[26.3]</td>
<td>[14.4]</td>
<td>[1.71]</td>
</tr>
<tr>
<td>TTF-CA HT</td>
<td>1.12 (4.71)</td>
<td>2.72 (0.88)</td>
<td>2.78 (0.67)</td>
<td>2.84 (0.69)</td>
<td>2.95 (0.33)</td>
</tr>
<tr>
<td></td>
<td>[14.6]</td>
<td>[5.26]</td>
<td>[1.22]</td>
<td>[3.67]</td>
<td>[-0.847]</td>
</tr>
<tr>
<td>Pe-TCNE</td>
<td>1.21 (4.0)</td>
<td>2.49 (0.36)</td>
<td>2.65 (0.26)</td>
<td>2.77 (0.78)</td>
<td>2.83 (4.42)</td>
</tr>
<tr>
<td></td>
<td>[18.9]</td>
<td>[18.6]</td>
<td>[18.5]</td>
<td>[17.4]</td>
<td>[5.89]</td>
</tr>
<tr>
<td>Py-TCNE</td>
<td>1.27 (2.20)</td>
<td>2.82 (2.29)</td>
<td>2.65 (0.30)</td>
<td>3.33 (1.47)</td>
<td>3.59 (3.67)</td>
</tr>
<tr>
<td></td>
<td>[6.13]</td>
<td>[18.4]</td>
<td>[18.2]</td>
<td>[16.9]</td>
<td>[6.13]</td>
</tr>
<tr>
<td>Py-TCNQ</td>
<td>0.97 (3.06)</td>
<td>1.68 (0.71)</td>
<td>2.39 (0.78)</td>
<td>2.75 (4.81)</td>
<td>3.03 (5.25)</td>
</tr>
<tr>
<td></td>
<td>[15.9]</td>
<td>[16.1]</td>
<td>[16.2]</td>
<td>[9.10]</td>
<td>[5.42]</td>
</tr>
</tbody>
</table>

Among the excited states with CT character, the largest component of $\mu_{ge}$ is the x-component. The magnitude of the transition dipole moment for $S_1$ is more varied than its excited-state energy among the complexes; with the exception of Py-TCNE, $S_1$ is coupled to the ground state ($\mu_{g1} > 3$ Debye). The trend in transition dipole moment magnitudes roughly correlates with the amount of charge transferred in the CT complex (i.e., the more
charge transferred the larger $\mu_{ge}$ is). Due to the reduced symmetry of low temperature TTF-CA compared to its high temperature analog, the $S_1$ energy and $\mu_{g1}$ are both larger in TTF-CA LT. Large changes (~20 Debye) between the ground-state and excited-state state dipole moments are seen upon excitation to the first excited state (with the exception of Py-TCNE).

The excited-state properties of Py-TCNE differ from those complexes within the rest of the series. In Py-TCNE, the first several excited states are not strongly coupled to the ground state, possessing $\mu_{ge} < \sim 2$ Debye. Subsequently, the first excited state with a transition dipole moment greater than 3 Debye is the fifth excited state ($S_5$). The energy of $S_5$ is at 3.59 eV, some 2.5 eV higher than $S_1$ energy (1.16 eV). The CI description of $S_5$ contains a HOMO $\rightarrow$ LUMO+1 transition, which corresponds to a local excitation on the donor molecule. Due to $S_5$ being a local excitation, $\Delta\mu_{eg}$ is comparatively small at ~6 Debye. As to be discussed shortly, the different excited-state properties of Py-TCNE lead to a substantially smaller response compared to the rest of the CT complexes.

The trends in $\gamma$ broadly follow the trends in amount of charge transferred in the CT complex: the greater amount of charge transferred, the larger $\gamma_{avg}$ is (Table 6.6). $\gamma_{avg}$ for the CT complexes is greatly enhanced over the responses of the individual monomers; $\gamma_{xxxx}$ largely determines $\gamma_{avg}$. The $D$ term dominates the three-term expression, for the same reasons discussed previously in the case of DMQrT-F$_4$TCNQ. We note that $\gamma_{avg}$ for DMQrT-F$_4$TCNQ and DBTTF-TCNQ is similar to $\gamma_{avg}$ calculated for a polyene with 30 $\pi$-electrons; however, since DMQrT-F$_4$TCNQ and DBTTF-TCNQ contain 38 and 48 $\pi$-electrons, respectively, this implies that the CT complexes are not as efficient as polyenes.
at the same number of \( \pi \)-electrons. This further highlights that third-order response originates from the intermolecular interaction between the monomer units and does not scale with the number of \( \pi \)-electrons.

**Table 6.6:** Calculated \( \gamma_{avg} \) and its decomposition into axial tensors (top) and the three-state model (bottom) for CT complexes, reported in \( 10^{-36} \) esu. \( \gamma_{avg} \) repeated for both decompositions for ease of comparison. Complexes are ranked in descending order of calculated amount of charge transferred in the ground state.

<table>
<thead>
<tr>
<th>complex</th>
<th>( \gamma_{avg} ) x10(^3)</th>
<th>( \gamma_{xxxx} ) x10(^3)</th>
<th>( \gamma_{yyyy} ) x10(^3)</th>
<th>( \gamma_{zzzz} ) x10(^3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DMQtT-F(_4)TCNQ</td>
<td>29.4</td>
<td>114</td>
<td>2.72</td>
<td>0.0776</td>
</tr>
<tr>
<td>TTF-CA LT</td>
<td>1.68</td>
<td>1.65</td>
<td>1.65</td>
<td>0.329</td>
</tr>
<tr>
<td>DBTTF-TCNQ</td>
<td>10.1</td>
<td>19.9</td>
<td>5.29</td>
<td>0.0665</td>
</tr>
<tr>
<td>TTF-CA HT</td>
<td>3.58</td>
<td>3.42</td>
<td>3.39</td>
<td>0.530</td>
</tr>
<tr>
<td>Pe-TCNE</td>
<td>3.34</td>
<td>7.27</td>
<td>0.414</td>
<td>1.03</td>
</tr>
<tr>
<td>Py-TCNE</td>
<td>0.0368</td>
<td>0.138</td>
<td>6.79 x10(^{-4})</td>
<td>7.95 x10(^{-3})</td>
</tr>
<tr>
<td>Py-TCNQ</td>
<td>3.01</td>
<td>10.1</td>
<td>0.618</td>
<td>4.99 x10(^{-3})</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>complex</th>
<th>( \gamma_{avg} ) x10(^3)</th>
<th>D x10(^3)</th>
<th>T x10(^3)</th>
<th>N x10(^3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DMQtT-F(_4)TCNQ</td>
<td>29.4</td>
<td>36.0</td>
<td>2.49</td>
<td>-9.09</td>
</tr>
<tr>
<td>TTF-CA LT</td>
<td>1.68</td>
<td>1.72</td>
<td>0.249</td>
<td>-0.283</td>
</tr>
<tr>
<td>DBTTF-TCNQ</td>
<td>10.1</td>
<td>11.4</td>
<td>0.275</td>
<td>-1.67</td>
</tr>
<tr>
<td>TTF-CA HT</td>
<td>3.58</td>
<td>3.74</td>
<td>0.259</td>
<td>-0.418</td>
</tr>
<tr>
<td>Pe-TCNE</td>
<td>3.34</td>
<td>3.62</td>
<td>0.0303</td>
<td>-0.310</td>
</tr>
<tr>
<td>Py-TCNE</td>
<td>0.0368</td>
<td>9.12 x10(^{-3})</td>
<td>0.0375</td>
<td>-9.90 x10(^{-3})</td>
</tr>
<tr>
<td>Py-TCNQ</td>
<td>3.01</td>
<td>3.02</td>
<td>0.459</td>
<td>-0.471</td>
</tr>
</tbody>
</table>

The differences in \( \gamma \) between the CT complexes can be explained in light of the variations among their excited-state properties. While the first excited-state energies are within \( \sim 0.4 \) eV of one another, the transition dipole moments for the first coupled state vary by about 4 Debye from the weakest to the strongest transition. The sign and magnitude of the CT
complexes is determined by the $D$ term, as the $T$ and $N$ terms largely cancel one another out. Differences between the $D$ term among the CT complexes are primarily responsible for the different magnitudes of $\gamma$.

The larger energy of the first dipole-allowed excited state and corresponding smaller transition dipole moment in Py-TCNE leads to its smaller $\gamma_{avg}$. The $D$ term is small and is cancelled by the $N$ term. $\gamma_{avg}$ is then determined by the $T$ term; even though there are many couplings among excited states in Py-TCNE, the couplings are to comparatively energetic higher-lying excited states ($E_{e'} > \sim 4 \text{ eV}$), so the larger denominators of the $e'$ states reduce the magnitude of the $T$ term.

Again, the asymmetry of the dyad configuration leads to TPA cross-sections for $S_1$ to be on the order of $\sim 600$-800 GM. In addition, several of the lowest excited states contain large TPA cross-sections. For DMQtT-F4TCNQ, DBTTF-TCNQ, Pe-TCNE, and TTF-CA LT, several of the low-lying excited states have moderate (100’s GM) to significant (1,000’s GM) TPA cross-sections. The low-lying states in Py-TCNE and Py-TCNQ are not strongly TPA.

6.3.2.3. Triad Configurations of D-A-D and A-D-A units

The previous section focused on dyads composed of one donor and one acceptor molecule, which were shown to undergo a substantial change between state dipole moments for excited states of CT excitation character. As stated in the introduction of this Chapter, crystals of the CT complexes are centrosymmetric, so $\Delta \mu_{eg} = 0$ should be zero by symmetry within the crystal environment. The dyad configuration is asymmetric with
respect to the crystal symmetry, and may lead to an artificially large $\Delta \mu_{eg}$, which enhances the $D$ term to inflate $\gamma$. As we expect the CT state to delocalize over several units within the crystal and to gain a more detailed understanding of the physicality of a large $D$ term and its impact on $\gamma_{avg}$, we now move to larger systems and investigate $\gamma$ in centrosymmetric triad configurations composed of D-A-D or A-D-A units. We consider both configurations due to the triad asymmetry, as the number of D and A units is not equal. Within these configurations, $\Delta \mu_{eg}$ is 0 by symmetry. The triad configurations largely follow the trends established by the dyad configurations; the following discussion will briefly highlight the differences incurred by the addition of another donor or acceptor unit.

In the triad configurations, the HOMO and LUMO are now symmetrically on both donor (in the D-A-D configuration) and acceptor (in the A-D-A) molecules, respectively. Excitations now involve transitions from orbitals on both donor molecules to the acceptor (in the D-A-D configuration) or from the donor to both acceptors (in the A-D-A configuration). In many of the MOs, the electron density is distributed over one half of each repeated monomer but at opposite ends on each repeat monomer.

The addition of the third molecule introduces several pairs of degenerate excited states with energies. As we have doubled the number of donor or acceptor units within the triad, this doubles the number of donor or acceptor states and also introduces new degenerate CT states. These states come as linear combinations, with only one component of the transition dipole moment optically coupled to the ground state (with $\mu_{ge} < 1$ Debye for the states not optically coupled). The number of excited states coupled to the ground state is similar between dyad and triad configurations. Importantly, while the $x$-component of the transition dipole moment is still the largest in magnitude, it no longer solely dominates $\mu_{ge}$.
In some excited states, the y-component approaches the x-component in magnitude. As the frontier orbitals are partially distributed across both repeat molecules within the triad configuration, moving from the occupied orbital to the unoccupied orbital involves a transition not only along the x-coordinate but also along the y-coordinate.

Table 6.7: Normalized $\gamma$ and its decomposition for triads of CT complexes in donor-acceptor-donor (D-A-D) and acceptor-donor-acceptor (A-D-A) configurations, reported in $10^{-36}$ esu. CT complexes ranked in descending order of amount of charge transferred.
The normalized values for the triads are presented in Table 6. To account for the doubling in size by the addition of a second donor or acceptor molecules, we normalize by dividing the triad $\gamma_{avg}$ by 2. $\gamma$ continues to correlate with the amount of charge transferred and the tensor corresponding to the CT direction ($\gamma_{xxxx}$) dominates the response, and the trends ordering of the response follows those established by the dyads. This normalized $\gamma_{avg}$ still leads to an enhancement over the dyads; for Pe-TCNE and Py-TCNE, $\gamma_{avg}$ is closer to the experimentally-measured value. This suggests the need to look at larger clusters in order to obtain a more quantitative result with experiment.

Importantly, while in the dyads the $D$ term was responsible for $\gamma$, in the triads the $T$ term is responsible. The $D$ term is 0 due to the triad symmetry, and the magnitude of $\gamma$ is now determined by the relative magnitudes of the $T$ and $N$ terms. The exception is TTF-CA LT, where the $D$ term is non-zero due to the reduced symmetry of the crystal at the lower temperature and is responsible for $\gamma$.

There are several couplings among the excited states that possess large excited-state transition dipole moments, leading to the $T$ term being larger than the $N$ term. Of the triads, DMQtT-F$_4$TCNQ has a significant number of couplings among the excited states, particularly for the D-A-D triad, leading to a large $T$ term. In this centrosymmetric configuration, this suggests significant TPA. The relative differences in $\gamma$ values between the D-A-D and A-D-A triads can be rationalized in light of the differences in their excited-state properties: the smaller excited-state energies and larger transition dipole moments of the D-A-D configurations lead to a larger $\gamma$ compared to the A-D-A configuration. Furthermore in the triads, there are many degenerate states with large TPA cross-sections.
(δ_{2P}), particularly at higher excited states which are double in energy of the lower excited states (see Table 6.8). In all cases, the first excited state is an OPA state.

**Table 6.8:** Excited state number (#), energy (eV), and TPA cross-section δ_{TPA} (GM) for the several states with the largest δ_{TPA}. The first excited state is included for comparison.

<table>
<thead>
<tr>
<th>complex</th>
<th># (eV) [δ_{TPA}]</th>
<th># (eV) [δ_{TPA}]</th>
<th># (eV) [δ_{TPA}]</th>
<th># (eV) [δ_{TPA}]</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>D-A-D</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DMQtT-F_{4}TCNQ</td>
<td>1 (0.96) [0.0]</td>
<td>2 (1.19) [4940]</td>
<td>5 (1.95) [858000]</td>
<td></td>
</tr>
<tr>
<td>TTF-CA LT</td>
<td>1 (0.87) [0.0]</td>
<td>2 (1.37) [769]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DBTTF-TCNQ</td>
<td>1 (1.01) [0.0]</td>
<td>2 (1.20) [1320]</td>
<td>4 (2.45) [2070]</td>
<td></td>
</tr>
<tr>
<td>TTF-CA HT</td>
<td>1 (0.98) [0.0]</td>
<td>2 (1.23) [749]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pe-TCNE</td>
<td>1 (1.27) [0.0]</td>
<td>2 (1.45) [449]</td>
<td>4 (2.73) [218]</td>
<td>6 (2.76) [554]</td>
</tr>
<tr>
<td>Py-TCNE</td>
<td>1 (1.47) [0.0]</td>
<td>6 (2.91) [2130]</td>
<td>10 (3.54) [154]</td>
<td></td>
</tr>
<tr>
<td>Py-TCNQ</td>
<td>1 (1.04) [0.0]</td>
<td>2 (1.10) [120]</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>A-D-A</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DMQtT-F_{4}TCNQ</td>
<td>1 (1.11) [0.0]</td>
<td>2 (1.26) [2250]</td>
<td>3 (1.68) [1290]</td>
<td>6 (2.028) [6010]</td>
</tr>
<tr>
<td>TTF-CA LT</td>
<td>1 (0.83) [0.0]</td>
<td>2 (1.33) [789]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DBTTF-TCNQ</td>
<td>1 (1.06) [0.0]</td>
<td>2 (1.23) [1140]</td>
<td>3 (2.06) [4570]</td>
<td>5 (2.33) [6370]</td>
</tr>
<tr>
<td>TTF-CA HT</td>
<td>1 (0.95) [0.0]</td>
<td>2 (1.18) [694]</td>
<td>3 (2.56) [194]</td>
<td></td>
</tr>
<tr>
<td>Pe-TCNE</td>
<td>1 (1.31) [0.0]</td>
<td>3 (2.54) [4010]</td>
<td>7 (2.83) [1820]</td>
<td>10 (3.08) [1060]</td>
</tr>
<tr>
<td>Py-TCNE</td>
<td>1 (1.37) [0.0]</td>
<td>12 (3.95) [206]</td>
<td>24 (4.88) [4040]</td>
<td></td>
</tr>
<tr>
<td>Py-TCNQ</td>
<td>1 (1.08) [0.0]</td>
<td>2 (1.15) [110]</td>
<td>7 (2.16) [104]</td>
<td></td>
</tr>
</tbody>
</table>

6.3.2.4. Parallel Stacks of D-A Dyads

We consider a parallel stack of D-A dyads to investigate if in the four molecule configuration any interchain interactions impact γ. Non-centrosymmetric configurations composed of two parallel D-A dyads follow similar trends in excited-state energies, transition dipole moments, and state dipole moments to those discussed for the dyad and
triad configurations. We briefly focus in this section on DBTTF-TCNQ, as this complex was demonstrated to have one of the largest $\gamma$ at the previous configurations.

As seen in the case of the triads, the addition of a parallel stack introduces several low-lying degenerate states as compared to the dyad configuration. Similarly, only a few of these excited states are coupled to the ground state. The largest components of the transition dipole moments are along the CT direction, and analogously to the triad configurations, some of the other components in the transition dipole moment can be large due to orbitals being localized on the different parts of the molecules within the stack. Compared to the dyad configurations, the first few excited states coupled to the ground state possess similar excited-state energies but larger transition dipole moments. Since the parallel stacks configurations consist of D-A dyads, a large change between state dipole moments occurs for the CT excitations.

We can understand the third-order response of the parallel stacks configurations in light of the discussion of the dyad and triad configurations. $\gamma$ is on the order of $10^{-33}$ esu (Table 6.9), similar in magnitude to $\gamma$ in the previous sections. At this configuration, the $D$ term is large. Although there are a large number of couplings among the excited states with large excited-state transition dipole moments (6–10 Debye in magnitude), the larger excited state energies reduce the magnitude of the $T$ term. Again for these two complexes, there are several excited-states with large TPA cross-sections in this configuration.
Table 6.9: Normalized $\gamma_{avg}$ and its decomposition for DBTTF-TCNQ in a parallel stack of donor and acceptor molecules, reported in $10^{-36}$ esu.

<table>
<thead>
<tr>
<th>complex</th>
<th>$\gamma_{avg}$ x$10^3$</th>
<th>$\gamma_{xxx}$ x$10^3$</th>
<th>$\gamma_{yyy}$ x$10^3$</th>
<th>$\gamma_{zzz}$ x$10^3$</th>
<th>D x$10^3$</th>
<th>T x$10^3$</th>
<th>N x$10^3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DBTTF-TCNQ</td>
<td>9.2</td>
<td>17.9</td>
<td>4.39</td>
<td>0.367</td>
<td>10.3</td>
<td>0.96</td>
<td>-2.08</td>
</tr>
</tbody>
</table>

We normalize $\gamma_{avg}$ by dividing by 2 to compare to the dyad configuration. The normalized values for the parallel stacks configuration are essentially the same as in the dyad configuration (recall that for DBTTF-TCNQ $\gamma_{avg} = 10.1 \times 10^{-33}$ esu and $\gamma_{xxx} = 19.9 \times 10^{-33}$ esu in the dyad). The total response can be considered as the sum of the two dyad configurations, and thus interactions between stacks do not contribute to the third-order response, an observation further supported by the small values for the $\gamma_{yyy}$ and $\gamma_{zzz}$ tensors.

6.4 Conclusions

In this Chapter, we have focused on understanding the sign and magnitude of seven CT complexes. We have investigated the third-order response of the CT complexes at four configurations: the individual monomers comprising the CT complex, a dyad consisting of one D-A unit, triads consisting of D-A-D and A-D-A units, and a parallel stack configuration composed of two D-A dyads in non-centrosymmetric configurations. With the exception of DMQtT, the monomers of the CT complexes do not show a calculated $\gamma_{avg}$ larger than $10^{-36}$ esu. The significant enhancement of $\gamma_{avg}$ (to the order of $10^{-33}$ esu) in the CT complexes in the dyad, triad, and parallel stack configurations is thus attributable
to the intermolecular interactions between the D and A units, and not due to the intrinsic
third-order response of the individual monomers themselves. $\gamma_{avg}$ is correlated to the
amount of charge transferred in the CT complex, with larger calculated $\gamma_{avg}$ demonstrated
by complexes with a greater amount of charge transfer.

The CT interaction between the D and A units affords a long molecular axis, and many of
the transition dipole moments are dominated by the component pointing along the CT
direction. Thus, the third-order response is strongly anisotropic, with $\gamma_{avg}$ being
determined by the $\gamma_{xxxx}$ tensor. The molecular properties of the CT complexes, in
particular the moderate magnitudes of the transition dipole moments and the low excited-
state energies of the CT states, are favorable to promote a large $\gamma_{avg}$. $\gamma_{avg}$ is rationalized
in the dyad configuration by the presence of large changes between state dipole moments
due to the asymmetry of the D-A configuration, which leads to the D term dominating the
three-term model. For the configurations consisting of triads of D-A-D and A-D-A units,
the D term is negligible and the T term is responsible for the sign and magnitude of $\gamma_{avg}$,
due to the many couplings among the excited states with large excited-state transition
dipole moments. Interchain interactions do not contribute to the total response. In general,
the many low-lying degenerate states and many strong couplings among the excited states
suggest that these complexes are strongly TPA, especially DMQtT-F4TCNQ and DBTTF-
TCNQ that present the largest calculated $\gamma_{avg}$ values, greater than those of the
experimentally-measured complexes.
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CHAPTER 7

CONCLUSIONS AND OUTLOOK

7.1. Conclusions

All-optical switching (AOS) has the potential to realize the faster switching speeds demanded by an ever-increasing amount of data transmission, particularly as greater numbers of users integrate the Internet more into their daily lives and rely on it for their entertainment needs. One of the challenges to overcome before AOS devices see widespread adoption is the paucity of suitable materials. Linear \( \pi \)-conjugated organic materials, particularly cyanine-like polymethines, have shown to date the greatest promise; however, intermolecular cyanine-cyanine and cyanine-counterion interactions must be limited to prevent substantial modification of the cyanine properties. In this Thesis, we have explored from a quantum-mechanics and molecular-dynamics standpoint promising molecular design strategies to minimize these deleterious intermolecular interactions. We have stressed how changes to molecular structure can impact the molecular properties critical for AOS and shown how modifications between cyanine and counterion structures can impact aggregation in the bulk. A running theme is the importance of minimizing cyanine-counterion interactions, and what effect the counterion or strategies to minimize it has on a cyanine.

Maintaining the promising isolated cyanine NLO properties at high chromophore number densities required for AOS devices is challenging due to cyanine-cyanine and cyanine-counterion interactions, which lead to aggregation and ion-pairing, respectively. We have
shown that thiopyryliums with a large, bulky, Pd(PPh₃)₂Cl group in the molecular center containing out-of-plane substituents is effective at reducing overall aggregation compared to the unsubstituted thiopyrylium. Whereas the Ni(PPh₃)₂Cl substituent modified the thiopyrylium backbone and introduced a new TPA state in the middle of the transparency window, the Pd(PPh₃)₂Cl and Pt(PPh₃)₂Cl substituents did not disturb the thiopyrylium backbone. In experimentally relevant cyanines designed to minimize aggregation, increasing the counterion size can aid in reducing the uncontrolled cyanine-cyanine aggregation, however, once a bulky cyanine is paired with a moderately bulky counterion, no further reduction in aggregate geometry reduction is gained by increasing the counterion size. The size of the counterion can impact the type of aggregation observed, limiting uncontrolled aggregation but also promoting aggregate configurations inherent to the specifics of the molecular geometry. Importantly, the size of the counterion determines how closely the counterion can approach the backbone and the degree of localization near the cyanine molecular end. Medium-sized counterions can occur at a broad range of positions along the cyanine backbone, suggesting that cyanines in the solid state exist in various degrees of symmetry-brokenness. These results underscore how molecular-dynamics simulations can aid in rationally choosing cyanines and counterions to control the extent of aggregation in thin films.

Having shown that counterions can occupy a broad range of positions along the cyanine backbone in thin films, we then investigated the potential energy surface and non-covalent interactions of streptocyanine/counterion (Cl⁻ and BF₄⁻) complexes as a function of counterion displacement along the streptocyanine backbone. As expected, the degree of BLA as a function of increasing counterion displacement from the molecular center
evolves in a smooth fashion from cyanine-like to near polyene-like. However, we showed that between streptocyanines of different backbone lengths, the degree of BLA is similar at each counterion displacement. This evolution in BLA is different compared the evolution of BLA as a function of an applied uniform electric field. The counterion electric field is highly localized and non-uniform across the streptocyanine backbone, such that shorter streptocyanines experience a more asymmetric environment as the counterion is nearer to one molecular end than in a longer streptocyanine at the same displacement. The counterion electric field and intrinsic polarizability of the streptocyanines compensate one another, leading to the appearance of similar degrees of BLA at the same counterion displacement. We showed that the interaction between the streptocyanine and counterion is largely electrostatic in nature and is a local effect, and that the localization of the counterion near one molecular end of the streptocyanine is due to the increased localization of backbone charge which leads to a stronger electrostatic interaction. While increasing the backbone length does not impact the electrostatic interaction, it does lead to a reduction in the binding energy of the streptocyanine/counterion complex due to an increased energetic penalty from the backbone geometry distortions at the longer backbone lengths. Critically, when taking account of thermal energy at room temperature, the counterion can occupy a range of displacements, up to 1 Å closer to the molecular end and increasing with increasing counterion size, leading to a larger degree of BLA than expected from considering only the fully optimized geometries. These results stress that the interactions between counterion and cyanine can strongly modify the ground-state cyanine properties, and that these interactions must be controlled; our results underline that bulkier cyanines can lead to less strongly bound cyanine/counterion complexes.
One way to potentially control and mitigate cyanine-counterion interactions is to covalently tether the counterion to the cyanine backbone. We investigated zwitterionic cyanines for such a purpose, in which a substituent bearing a charge opposite to that on the backbone is attached to the molecular center of a thiopyrylium cyanine. We showed that the molecule must maintain a high degree of zwitterionic character to avoid charge recombination that leads to a modification of the ground-state charge distribution and electronic coupling between the substituent and backbone orbitals. This mixing between frontier orbitals leads to an increase of BLA and geometric distortions in the backbone, as well as to excited states that are not distinctly OPA or TPA and the loss of the transparency window. Strong electron acceptors are able to fully retain the anionic charge on the substituent, leading to a small energy difference between the LUMO of the isolated cationic backbone and the HOMO of the isolated anionic substituent, which is essential to minimize charge recombination and avoid coupling between the frontier molecular orbitals. This understanding that charge separation between the backbone and substituent must be favored electronically to maintain the unsubstituted thiopyrylium properties provides guidance for designing new cyanine-based materials for AOS applications.

Among linear π-conjugated organic molecules γ is largest in cyanines and increases with increasing cyanine backbone length. However, at a critical backbone length, cyanines undergo a symmetry-breaking transition and the inherent advantageous properties of cyanines for AOS are lost. Binary charge transfer (CT) complexes analogously have a long axis along which they stack and show large nonresonant γ without suffering from symmetry breaking. We examined the origin of the third-order response of mixed-stack binary CT complexes and showed that the strong directionality of the intermolecular charge transfer
interaction along the charge transfer axis between the donor and acceptor molecules is responsible for the enhancement of \( \gamma \) over the individual isolated molecules composing the CT complex. The magnitude of \( \gamma \) correlates with the amount of charge transferred in the ground state, with complexes exhibiting a greater amount of charge transfer displaying larger values of \( \gamma \). After investigating the CT complexes for which experimental measures show a strong response, we identified two additional CT complexes that are predicted to have an even larger response.

### 7.2. Outlook

In this Thesis, we have investigated promising strategies for limiting cyanine-cyanine and cyanine-counterion interactions, however, a number of strategies remain unexplored. Our molecular-dynamics simulations focused on understanding the interplay between cyanine structure and increasing counterion size. Given the observation that counterion size can trigger and promote aggregation inherent to the cyanine molecular structure, further work is needed in understanding how much this interplay can be exploited to favor controlled aggregation in thin films. Although the counterions investigated here were of a roughly spherical geometry, this is only a limited sampling of the available counterions. Linear counterions such as CN\(^-\) or planar counterions based on benzene or proton sponges may trigger the inherent aggregation to a different extent. While ultimately the cyanine molecular structure is responsible for the type of aggregation observed, a more detailed understanding as a function of cyanine molecular structure is needed to understand the ability of the cyanines to self-assemble and the geometries obtained. This methodology can
be applied to areas of research such as that or more broadly to understand counterion positioning in systems where the cyanine is relatively immobilized (e.g., affixed to a substrate) in order to design new cyanines.

A cyanine-counterion complex in a thin film is not in isolation, but rather is surrounded by many other cyanines and counterions. Although we have shown that the interaction between a counterion and streptocyanine is highly localized, a more complete picture of how a cyanine responds to its local environment can be obtained by considering the impact of multiple counterions or a counterion with multiple charges near a cyanine. Molecular-dynamics simulations can also be of use, by selecting a cyanine and its nearest counterion neighbors from a trajectory to run further quantum-mechanical calculations on. Understanding the binding energies and potential energy surfaces of more complex cyanines with different end groups or substitution patterns could provide a strategy for minimizing the interaction between cyanines and counterions in thin films.

A reoccurring message throughout this Thesis was that cyanines, by virtue of their molecular structure or environment, could exist in various degrees of symmetry-brokenness. In the example of zwitterionic cyanines, the identity of the central substituent electron acceptors can provide another route to control the degree of ground-state polarization, potentially as a strategy to design cyanines that are “on the edge,” at the limit between symmetrical and symmetry-broken structures. Further work is needed to determine the shape of the potential energy surface as a function of substituent molecular structure and cyanine backbone to determine how closely a zwitterionic cyanine can approach the edge without thermal energy leading to a complete symmetry-broken situation (or visa versa, leading to a dynamic symmetry-breaking process). The degree of
coupling between the cyanine backbone and substituent can be tuned by the strength of the substituent electron acceptor, and for moderate electron acceptor strengths an investigation into the response of the molecular in an applied electric field could provide a deeper understanding of the dynamic symmetry-breaking process. Further work is needed to understand if such “on-the-edge” cyanines can transition between symmetric and symmetry-broken structures depending on their environment.