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SUMMARY AND THESIS CONTRIBUTION

The object of study in this thesis is a spin—1 quantum mechanical system. The experimental system we use is an $^{87}$Rb Bose-Einstein Condensate (BEC). The results presented in this thesis can be divided into two categories — one corresponding to the physics of non-interacting spin—1 atoms and the other corresponding to interacting spin—1 atoms. The former includes the study of certain geometric and topological aspects of the phase space of spin—1 atoms and the latter includes study of collective properties of an interacting spin—1 many-body system such as entanglement and staircase response phenomena. In the following, we provide an outline of these results.

**Non-interacting spin—1 atoms**

The physics of a non-interacting spin—1 BEC is effectively the same as the physics of any general spin—1 quantum system. The phase space of a general spin—1 quantum system is a four dimensional compact manifold known as the complex projective plane ($\mathbb{CP}^2$) and has a non-trivial topology. We study some of the physically observable consequences of the topological and geometrical properties of $\mathbb{CP}^2$. In particular, we develop a geometric representation of spin—1 quantum states and use it to define and experimentally observe a variant of Berry’s geometric phase. We also develop a technique of arbitrary control and arbitrary projection values measurements (PVMs) of spin—1 quantum states. We provide a summary of these two projects in the next two sections.

**Geometric Representation and Geometric Phase**

A spin—1/2 quantum state is uniquely represented, up to a global phase factor, by a point on the Bloch sphere. We develop an analogous geometric representation for spin—1 quantum states. We show that a spin—1 quantum state is uniquely represented by a point on or inside the Bloch sphere that represents the expectation value of its spin vector together with an ellipsoid representing the spin fluctuations. Using this representation, we develop a variant of Berry’s geometric phase, defined for all loops on or inside the Bloch sphere.
We formulate this geometric phase as an $SO(3)$ operator that is picked up by the spin fluctuation tensor, when the spin vector is transported along the loop. We generalize the standard notion of solid angles to generalized solid angles to interpret this geometric phase. Finally, we use a coherent control of spin$-1$ BEC to observe this geometric phase. The details are covered in Chapters 1$–$6.

**Arbitrary Control and PVM of Spin$-1$ Systems**

In this work, we theoretically develop a technique to perform a high fidelity, arbitrary control operation and to make an arbitrary PVM on a spin$-1$ system. The set of control operations on a spin$-1$ system is represented by the group $SU(3)$. We show how the action of an arbitrary element $U \in SU(3)$ can be induced in the lab. A PVM is represented by a $3 \times 3$ projection operator $\Pi$. The extreme points in the space of PVMs are the 1-dimensional projections; they are represented by rank$-1$ projection operators $\Pi$. The space of rank$-1$ projection operators is $\mathbb{CP}^2$. We show how the measurement corresponding to an arbitrary rank-1 projection operator can be done in the laboratory. This technique can also be used to perform a single shot tomography on a spin$-1$ ultracold atomic system. These results are presented in Chapter 7.

**Interacting Spin$-1$ Systems**

The interaction in a $^{87}$Rb comes from the s-wave scattering between pairs of atoms. This interaction results in interesting features such as many-body entanglement and staircase response functions. In this thesis, we theoretically study both of these phenomena. The next two sections summarize these results.

**Staircase Response Functions in a Spin$-1$ BEC**

When an observable parameter of a physical system responds discretely to continuous tuning of a control parameter, the relevant response function takes a staircase structure. A classic example of this phenomena is the integer quantum Hall effect, where the Hall conductivity of a two dimensional electron gas changes discretely in response to a continuous tuning of the applied magnetic field. We show that a similar phenomena appears in a
spin–1 BEC, where, the magnetization of the atoms changes discretely, both in its magnitude and direction, in response to a continuous change in the applied magnetic field or the atom density. Chapter 8 provides the details of this result.

*Entanglement in a Spin–1 BEC*

Evolution of a spin–1 BEC under an interacting Hamiltonian results in the generation of many-body entanglement. Demonstrating this entanglement and quantifying it through experimentally measured observables has remained an active area of research. In this work, we use techniques from convex algebraic geometry to develop entanglement criteria and entanglement measures, using a set of experimentally accessible observables of a BEC. This material is covered in detail in a separate thesis [4]; however, the basic idea is developed in Chapter 9.
1.1 Geometric Representation of Spin−1 Quantum States

It is well known that a pure spin−1/2 quantum state can be represented uniquely up to an arbitrary global phase, by a point on the Bloch sphere [7], whose coordinates are also the expectation values of the spin operators of the state. Spin−1 quantum states, however, differ in two ways — the expectation value of the spin vector can be anywhere on or inside the Bloch sphere and the quantum state is not uniquely represented by the expectation value of the spin vector. That is, there are multiple quantum states that all share the same spin vector. This ambiguity can be broken by considering the second order spin moments that represent the uncertainties in the spin components, described by a rank−2 tensor known as the spin fluctuation tensor:

\[
T = \begin{pmatrix}
\langle S_x^2 \rangle - \langle S_x \rangle^2 & \frac{1}{2}\langle \{S_x, S_y\} \rangle - \langle S_x \rangle\langle S_y \rangle & \frac{1}{2}\langle \{S_x, S_z\} \rangle - \langle S_x \rangle\langle S_z \rangle \\
\frac{1}{2}\langle \{S_x, S_y\} \rangle - \langle S_x \rangle\langle S_y \rangle & \langle S_y^2 \rangle - \langle S_y \rangle^2 & \frac{1}{2}\langle \{S_y, S_z\} \rangle - \langle S_y \rangle\langle S_z \rangle \\
\frac{1}{2}\langle \{S_x, S_z\} \rangle - \langle S_x \rangle\langle S_z \rangle & \frac{1}{2}\langle \{S_y, S_z\} \rangle - \langle S_y \rangle\langle S_z \rangle & \langle S_z^2 \rangle - \langle S_z \rangle^2 
\end{pmatrix}
\]

(1.1)

Here, \(\langle \cdot \rangle\) represents an expectation value and is for instance, given by \(\langle S_x \rangle = \text{Tr}(\rho S_x)\) for a general mixed state \(\rho\). And \(\{\cdot, \cdot\}\) represents an anticommutator. Geometrically, this tensor represents an ellipsoidal region of uncertainty around the spin vector. The lengths of the semimajor axes of the ellipsoid are given by the square roots of the eigenvalues of \(T\) and their orientation is given by the corresponding eigenvectors Fig. 1.1.

The expectation value of the spin vector, \(\vec{S} = (\langle S_x \rangle, \langle S_y \rangle, \langle S_z \rangle)\), which we shall hereafter refer to as the spin vector, together with the spin fluctuation tensor \(T\) uniquely represent a general mixed spin−1 quantum state. This follows from the observation that in the set
Figure 1.1: **Geometrical Representation:** A spin–1 quantum state is uniquely represented by a point inside the Bloch sphere surrounded by an ellipsoid. The former represents the spin vector, $\vec{S} = (\langle S_x \rangle, \langle S_y \rangle, \langle S_z \rangle)$ and the latter represents the spin fluctuation tensor $T$. 
of ten operators \( \{ I, S_x, S_y, S_z, S_x^2, S_y^2, S_z^2, \{ S_x, S_y \}, \{ S_y, S_z \}, \{ S_z, S_x \} \} \), nine are linearly independent and they span the nine dimensional vector space of \( 3 \times 3 \) Hermitian matrices. Here, \( I \) is the identity matrix and \( S_x^2 + S_y^2 + S_z^2 = 2I \). This is a convenient set of basis vectors, and an alternative to the Gell-Mann matrices. Therefore a general mixed state, represented by a \( 3 \times 3 \) density matrix \( \rho \), which is also Hermitian, can be represented by set of its inner products with these nine basis vectors, where, the innerproduct between two Hermitian matrices can be defined as the trace of their product. That is, \( \rho \) is represented by its coordinates \( \{ \text{Tr}(\rho), \text{Tr}(\rho S_x), \cdots \text{Tr}(\rho \{ S_x, S_z \}) \} \). The first component is normalized to unity, i.e., \( \text{Tr}(\rho) = 1 \) and the remaining eight are retrievable from the components of \( \vec{S} \) and \( T \). Therefore, the pair \( (\vec{S}, T) \) uniquely represents a mixed spin−1 quantum state.

Geometrically, spin−1 quantum states are uniquely represented up to an arbitrary global phase factor by a point inside the Bloch sphere surrounded by an ellipsoid. The former represents the spin vector and the latter represents the spin fluctuation tensor.

\subsection*{1.2 Pure States.}

Hereafter, we restrict ourselves to pure spin−1 quantum states. The semimajor axes of the ellipsoid are constrained by the length of the spin vector, for pure states. In particular, the eigenvalues of \( T \) are given by \( 1 - |\vec{S}|^2 \) and \( \frac{1 \pm \sqrt{1-|\vec{S}|^2}}{2} \). Therefore, the axes are given by \( \sqrt{1 - |\vec{S}|^2} \) and \( \sqrt{\frac{1 \pm \sqrt{1-|\vec{S}|^2}}{2}} \).

It is straightforward to derive these expressions. The system has an \( SO(3) \) symmetry, i.e., if \( R \in SO(3) \) and \( \mathcal{D}(R) \in SU(3) \) is its representation in \( SU(3) \). Under the transformation of the quantum state vector \( \psi \), \( \psi \rightarrow \mathcal{D}(R)\psi \), the spin vector transforms as \( \vec{S} \rightarrow R\vec{S} \) and the spin fluctuation tensor transforms as \( T \rightarrow RTR^T \). Therefore, for the purpose of derivation of the eigenvalues of \( T \), without loss of generality we may assume that \( \vec{S} = (0, 0, |\vec{S}|) \). Any normalized quantum state vector \( \psi = (z_{-1}, z_0, z_{+1})^T \), (i.e.,
〈ψ, ψ〉 = 1) with this spin vector must satisfy:

\[ z_{-1}z_0^* + z_0z_{+1}^* = 0 \]  
\[ |z_{+1}|^2 - |z_{-1}|^2 = |\vec{S}| \]  

(1.2)

When 0 < |\vec{S}| < 1, the solutions to the above equation are

\[ \psi = \begin{pmatrix} \sqrt{\frac{1-|\vec{S}|^2}{2}}e^{-i\theta} \\ 0 \\ \sqrt{\frac{1+|\vec{S}|^2}{2}}e^{i\theta} \end{pmatrix} \]  

(1.3)

Each θ ∈ [0, π) produces a distinct quantum state with spin vector equal to \vec{S}. From Eq. 1.1, the corresponding spin fluctuation tensor can be computed:

\[ T = \begin{pmatrix} \frac{1}{2} + \frac{\sqrt{1-|\vec{S}|^2}}{2} \cos 2\theta & \frac{\sqrt{1-|\vec{S}|^2}}{2} \sin 2\theta & 0 \\ \frac{\sqrt{1-|\vec{S}|^2}}{2} \sin 2\theta & \frac{1}{2} - \frac{\sqrt{1-|\vec{S}|^2}}{2} \cos 2\theta & 0 \\ 0 & 0 & 1 - |\vec{S}|^2 \end{pmatrix} \]  

(1.4)

One of the eigenvectors of this matrix is \vec{S} = (0, 0, |\vec{S}|)^T with an eigenvalue 1 − |\vec{S}|^2. The other two eigenvalues are easily seen to be \( \frac{1 \pm \sqrt{1 - |\vec{S}|^2}}{2} \).

The eigenvector corresponding to \( 1 - |\vec{S}|^2 \) is parallel to \vec{S} if |\vec{S}| ≠ 0. Therefore, the ellipsoid has one degree of freedom — it can be rotated about \vec{S}, producing different quantum states with the same spin vector. There is a circle’s worth of quantum states that all share a given spin vector. When |\vec{S}| = 1, i.e., for points on the surface of the Bloch sphere, the ellipsoid degenerates into a disk normal to \vec{S}, because the eigenvalue of \( T \) with eigenvector parallel to \vec{S} vanishes and the other two eigenvalues are equal. Therefore, there is a unique quantum state corresponding to every point on the surface of the Bloch sphere. Such states are the familiar coherent states. \( T \) is represented by a disk of radius \( 1/\sqrt{2} \) for such states. The set of all coherent states is a sphere.
Figure 1.2: **Pure States:** The lengths of the ellipsoid’s axes are constrained by the length of the spin vector. Explicitly, they are given by $\sqrt{1 - |\vec{S}|^2}$ and $\sqrt{\frac{1 \pm \sqrt{1 - |\vec{S}|^2}}{2}}$. For the three examples labeled 1, 2 & 3, the spin vectors $\vec{S}_{1,2,3}$ satisfy $0 < |\vec{S}_1| < 1$, $|\vec{S}_2| = 1$ and $|\vec{S}_3| = 0$. The ellipsoid degenerates to a disk for the last two cases.
Figure 1.3: **Majorana constellation:** Three example states represented by the pair $(\vec{S}, T)$ and by a pair of points (endpoints of the chord) on the Bloch spheres.

When $\vec{S} = 0$, again one of the eigenvalue of $T$ is zero and the other two are equal to 1. Therefore, the ellipsoid degenerates into a disk of radius 1. Such states are known as **nematic states**, represented by a disk at the center of the Bloch sphere. The set of all nematic states is the so-called real projective plane ($\mathbb{RP}^2$).

### 1.3 Relation to Majorana Constellation

An alternate geometric representation of spin$-1$ quantum systems is given by the Majorana constellation $[8]$. A spin$-1$ quantum state is uniquely represented by an unordered pair of points on the Bloch sphere. This comes from the observation that the symmetric (i.e., triplet) subspace of a pair of spin$-1/2$ systems is homeomorphic to a spin$-1$ system.

A pair of points on the Bloch sphere is represented by a pair of unit vectors $(\hat{r}_1, \hat{r}_2)$. The corresponding spin vector is given by $\vec{S} = \frac{\hat{r}_1 + \hat{r}_2}{2}$. It is straightforward to check that the ellipsoid of quantum fluctuations is oriented such that it’s axes are parallel to $\hat{r}_1 + \hat{r}_2$, $\hat{r}_1 - \hat{r}_2$ and $\hat{r}_1 \times \hat{r}_2$. The smaller of the axes normal to the spin vector is parallel to $\hat{r}_1 - \hat{r}_2$ and we denote the corresponding unit vector by $\hat{u} = \frac{\hat{r}_1 - \hat{r}_2}{||\hat{r}_1 - \hat{r}_2||}$. While $(\hat{r}_1, \hat{r}_2)$ can be considered as geometric coordinates for a spin$-1$ state, an equivalent set of coordinates are $(\vec{S}, \hat{u})$. Note that $(\vec{S}, \hat{u})$ and $(\vec{S}, -\hat{u})$ represent the same state and therefore, we write $(\vec{S}, \pm\hat{u})$ (see Fig. 1.3).
CHAPTER 2
HISTORY OF GEOMETRIC PHASE

In this chapter, we provide an overview of the standard theory of geometric phases. This also includes some of the standard examples of geometric phases and previous experiments.

2.1 Geometric Phase

Consider a large Foucault pendulum transported adiabatically along a closed path on the surface of the earth. Although the final location of the pendulum is the same as the initial location, the corresponding planes of oscillations are found to be different (Figure 2.1(a)). The angle between these two planes is known as “geometric phase”, and is equal to the steradian angle enclosed by the path. Or, equivalently, it is the integrated curvature of the sphere inside the closed path. This is an example of a system retaining a memory of its past in a geometrical way.

An important observation is that the geometric phase depends on the gravitational field of the planet, which depends on the mass density of the planet’s interior. The steradian angle (or the integral of the curvature), however, is quite independent of the planet’s density. The equivalence of the geometric phase to the steradian angle holds only in a special case, where the density of the planet is spherically symmetric. In general, the geometric phase can be quite different from the steradian angle. This observation is crucial in giving a general definition to geometric phase. Let us consider a quantum mechanical example before taking up the general definition of geometric phase.

2.1.1 Berry’s phase

In this example, let us consider a quantum mechanical spin-S system. Let us denote the spin eigenstate with an eigenvalue \( m \) along a quantization axis \( \hat{n} \) by \( |\hat{n}; m\rangle \). In this notation, the
Figure 2.1: Elementary examples of geometric phase. (a) (Image from Wikipedia) shows the path of a Foucault pendulum and the arrows on the path represent the plane of oscillation of the pendulum. The angle $\alpha$ between the initial and the final planes of oscillation at point A is equal to the steradian angle enclosed inside the path. (b) shows a sphere of quantum spin eigenstates $|\hat{n}; m\rangle$ for fixed $m$. The red orbit is the path traversed by the states due to an adiabatic change in the applied magnetic field. The overall phase picked up by the quantum state is $e^{im\Omega}$, where $\Omega$ is the steradian angle enclosed inside the path (shaded region).

eigenstate of $S_z$ with eigenvalue $m$ will be written as $|\hat{z}; m\rangle$. $m$ is in the range $-S \leq m \leq S$ and $\hat{n}$ is a unit vector, represented by a point on the unit sphere. The space of all such states with a fixed eigenvalue $m (\neq 0)$ is also a sphere, if we ignore the overall phase factor of the quantum states. (That is, $e^{i\theta}|\hat{n}; m\rangle$ is same as $|\hat{n}; m\rangle$). The set of states with $m = 0$ is not a sphere; it has a more complicated topology and we discuss it in Section 3.

Such a system can be transported along a closed path on this sphere by adiabatically varying the direction of the applied magnetic field, $B$. The final state will be identical to the initial state, up to an overall phase factor (Figure 2.1(b)). That is, if the initial state is $|\hat{n}; m\rangle$, the final state will be $e^{i\theta}|\hat{n}; m\rangle$ where $\theta = \frac{m\mu_B B T}{\hbar} + m\Omega$ where $T$ is the total time taken for the transport and $\Omega$ is the steradian angle enclosed by the path [9]. The first part of $\theta$ is the dynamical phase, which records the time taken for the adiabatic transport and the second part is the geometrical phase.
2.1.2 General definition of geometric phase

In the previous example, the equivalence of Berry’s phase to the steradian angle is a coincidence; it owes to the fact that the dynamics of the phase factor, given by the Schrödinger equation, coincides exactly with the connection form on a sphere [10]. The general definition of geometric phase is based on this observation. We briefly discuss the notions of fiber bundles and connection forms before giving a general definition of geometric phase.

Let us consider a space $B$ of quantum states of a system. This could be the full Hilbert space or a relevant subspace of the Hilbert space, like the set of ground states of a family of Hamiltonians. Together with $B$, let us also consider a group of gauge transformations acting on these states. A gauge transformation is a mathematical transformation of the quantum state which maintains all physical properties of the system invariant. Therefore, the group of gauge transformations generate a class of physically equivalent quantum states. For example, multiplying a quantum state by an overall phase factor is a gauge transformation with a gauge group $U(1)$.

A gauge transformation acting on the set $B$ generates a class of physically equivalent states starting from each state in $B$. The class of physically equivalent states is called a fiber. The set $B$ itself is called the base space. One can imagine, for instance, the base space being a flat plane where each point represents a physically distinct quantum state and the gauge transformation applied to each point generating a vertical strand of physically equivalent states (Figure 2.2). The whole set, including $B$ and all fibers on it is called a fiber bundle, denoted by $E$.

In the example shown in Figure 2.2, the fiber bundle is a three dimensional space. A point in it is represented by three coordinates, out of which, the first two represent a point on the base $B$ and the third coordinate is a “gauge coordinate”. Only the first two are physically relevant. In general, a point in the fiber bundle can be represented by coordinates which can be divided into two groups — the first group containing coordinates inside $B$ (“base coordinates”) and a second group of fiber variables. A connection form describes
how the base space coordinates are connected to the fiber coordinates. If the base space is curved, then, any change in the base space coordinates will naturally change the fiber coordinates. Specifically, a connection form is a differential equation that tells how the fiber coordinates change in response to a change in the base coordinates. A connection form is defined by the dynamical equation of the quantum state, like the Schrödinger equation in the example of Berry’s phase.

Such a connection form assigns a “lift” to every path on the base space. If the coordinates of a point on the base are changed continuously in time, transporting the point along a loop, the connection form tells us how the fiber coordinates would change during the loop. Thus, they lift the path up in the fiber bundle (Figure 2.2). In general, although the base coordinates return back to what they were, the fiber coordinates do not return to what they were. Therefore, the lifted path is open, with its end points lying on the same fiber. The mismatch between the endpoints is represented by an element of the gauge group; since the fiber is generated by the action of a gauge group, we can “subtract” the two end points and obtain an element of the gauge group. In other words, the final point is obtained by multiplying the initial point by an element of the gauge group. This element is called the holonomy element of the connection form. A geometric phase, in general can be defined
as the holonomy element of the connection form defined by the dynamical equation of the physical system [1, 2]. Let us consider a few examples:

**a. Berry’s phase.** In this example, the base space is the set of all eigenstates with eigenvalue $m$ of the family of Hamiltonians: $H = \hat{n} \cdot \vec{S}$, with the overall phase ignored. The set of all unit vectors $\hat{n}$ represents a sphere. Therefore, the base space $B$ is a sphere. The gauge transformation is a multiplication by a phase factor and therefore, the fiber is $U(1)$. The fiber bundle is obtained by attaching a circle at every point on a sphere. For half integer spins, the case of $m = \frac{1}{2}$ is described by the well known Hopf fibration (Figure 2.3). The fiber bundle in this case is a 3-sphere (i.e., a sphere in 4 dimensional(4d) space). The connection form is defined by the Schrödinger equation [10].

![Figure 2.3: Hopf fibration.](Image from Wikipedia, https://en.wikipedia.org/wiki/Hopf_fibration) For half integer spins, Berry’s phase is a holonomy of the Hopf fibration. The left side shows a torus obtained after attaching a circle at each point on the equator of a sphere. The right side shows successive nested tori obtained by attaching circles at each point on successive latitudes of the sphere. Latitudes to the north of the equator produce bigger tori and latitudes to the south of the equator produce smaller tori. The tori fill up $\mathbb{R}^3$ space, but they also identify infinity as a single point, because, at the north pole, the latitude reduces to a point. Thus, all the the tori together form a 3-sphere ($S^3$).

**b. Uhlmann phase.** Uhlmann [1] defined geometric phase for mixed states. The base space is the set of all mixed states of a quantum system. That is, $B$ is the set of all $n \times n$ matrices, $\rho$ which are hermitian (i.e., $\rho^\dagger = \rho$), positive semidefinite (i.e., $\rho$ has no negative
eigenvalue) and normalized (i.e., \( Tr(\rho) = 1 \)). That is:

\[
B = \{ \rho : \rho^\dagger = \rho, \; \rho \geq 0, \; \& \; Tr(\rho) = 1 \}
\] (2.1)

A pure state \( |\psi\rangle \) is represented by a matrix \( \rho = |\psi\rangle \langle \psi| \). The state vector \( |\psi\rangle \) can be considered as an “amplitude” of its density matrix. In analogy, we may define an amplitude for a mixed state as a matrix \( W \) that satisfies \( \rho = WW^\dagger \). Naturally, there are several amplitudes for any given mixed state. In particular, if \( W \) is an amplitude of \( \rho \), then so is \( WU \) where \( U \) is any \( n \times n \) unitary matrix (i.e., \( UU^\dagger = 1 \)). This is because, \( (WU)(WU)^\dagger = WUU^\dagger W^\dagger = WW^\dagger = \rho \). The set of all amplitudes of a mixed state \( \rho \) are physically equivalent to \( \rho \) — they form the form the fiber strand at \( \rho \).

Motivated by the above idea, we may define the gauge group as \( U(n) \) — the set of all \( n \times n \) unitary matrices. The fiber strand at any \( \rho \) is the set of order pairs — \( (W, U) \) where \( U \in U(n) \) and \( WU = \sqrt{\rho} \). The fiber bundle is \( E = B \times U(n) \) — there is a \( U(n) \) fiber attached at each point of \( B \). (In general, not every fiber bundle is a product of the base space and the gauge group. For instance, the previous example(a), the base space was a sphere and the gauge group was \( U(1) \), but the fiber bundle can’t be written as \( B \times U(1) \). However, in this example, \( B \) is convex and hence contractible. And therefore the bundle is simply a product of the base and the gauge group.)

The connection form on this fiber bundle is defined by the differential equation [1].

\[
W^\dagger \dot{W} = \dot{W}^\dagger W
\] (2.2)

This connection form does not come from a dynamical equation; instead, it is a natural generalization of the connection form in Berry’s phase [10]. For any path \( \{ \rho(t) : t \in [0, 1] \} \) in the base space, the above differential equation, together with the relation \( WU = \sqrt{\rho} \) defines a lift — \( \{(W(t), U(t)) : t \in [0, 1] \} \). The corresponding holonomy element \( U(t = 1)U(t = 0)^\dagger \) is the geometric phase for the path. This formulation is quite general —
includes non-adiabatic evolution and open paths.

c. Sjöqvist phase. An alternate formulation of geometric phase for mixed states is provided by [11]. In this formulation, a density matrix is interpreted as a statistical average of pure states. Any $n \times n$ density matrix $\rho$, can be written as:

$$\rho = p_1|1\rangle \langle 1| + p_2|2\rangle \langle 2| + \cdots + p_n|n\rangle \langle n|$$  \hspace{1cm} (2.3)

$p_1, p_2 \cdots p_n$ are the eigenvalues of $\rho$ and $|1\rangle, |2\rangle \cdots |n\rangle$ are the corresponding eigenstates. The eigenvalues of non-negative and their sum is 1 (because $Tr(\rho) = 1$). It is assumed that the matrix $\rho$ has no degenerate eigenvalues (i.e., no two of the eigenvalues are equal). Therefore, the set of eigenstates $|1\rangle, |2\rangle \cdots |n\rangle$ are unique and the mixed state can be interpreted as a weighted average of pure states $|1\rangle, |2\rangle \cdots |n\rangle$ with weights $p_1, p_2 \cdots p_n$.

It is also assumed that the dynamics is a unitary evolution, i.e., the density matrix at time $t$ can be written as: $\rho(t) = U_t\dagger \rho(0) U_t$ where $U_t$ is a unitary propagator. One of the implications of a unitary evolution is that the eigenvalues of the density matrix do not change with time. Thus each density matrix $\rho(t)$ has the same set of eigenvalues $p_1, p_2 \cdots p_n$, but the corresponding eigenstates change in time — $|1(t)\rangle, |2(t)\rangle \cdots |n(t)\rangle$.

Thus, a closed loop in the space of density matrices is equivalent to $n$ distinct closed loops of pure states, given by the eigenstates — $|1(t)\rangle, |2(t)\rangle \cdots |n(t)\rangle$. Each of these loops has an associated Berry’s phase — $\phi_1, \phi_2 \cdots \phi_n$. The geometric phase of the loop of density matrices is defined as a statistical average of these $n$ Berry’s phases:

$$\phi = arg.(p_1 e^{i\phi_1} + p_2 e^{i\phi_2} + \cdots + p_n e^{i\phi_n})$$  \hspace{1cm} (2.4)

d. Open paths, non-adiabatic evolution and non-hermitian Hamiltonian. Using the fiber bundle formulation of the definition of geometric phase, it is readily extended to open paths.

If the base space $B$ is a metric space, there is well defined geodesic. The geometric
phase accumulated when the system is transported along a geodesic is always zero. Therefore, the geometric phase of an open path can be defined to be equal to the geometric phase of the closed path obtained by connecting the end points using a geodesic on $B$ [12]. This is also in accordance with the definition of phase difference between two photons in different modes, given by Pancharatnam [13].

If the evolution along the path is non-adiabatic, it is still possible to extract the geometric phase from the total phase accumulated, by appropriately redefining the dynamical phase. As shown in [14], in this case, the dynamical phase can be defined as: 

$$\gamma_d = \int \langle H \rangle dt,$$

where $\langle H \rangle$ is the expectation value of the Hamiltonian. Further, the definition has been extended to the case of cyclic evolution of non-hermitian Hamiltonians [15].

### 2.2 Previous experiments measuring geometric phase

Geometric phase has been measured in various physical systems and experimental techniques including photon interferometry, neutron interferometry and NMR interferometry [16, 17, 18].

Berry’s phase appears as an optical activity in photonic systems. If the $\vec{k}$-vector of plane polarized light is transported around a closed path, the polarization rotates by an angle equal to the steradian angle enclosed by the path in the $\vec{k}$–space [19]. This phase has been observed using a helically wound optical fiber [20]. Non-planar interferometry, where a Michelson interferometer or a Mach-Zehnder interferometer is arranged with a non-planar optical path is another technique used to measure the Berry phase accumulated in a non-planar path [21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33].

Berry’s phase has also been observed using neutron spin rotation experiments [34, 35, 36] and NMR interferometry [37, 38, 39]. Further, experimental measurements of Berry’s phase using ultra cold atom interferometers have been done [40, 41, 42].

The generalization to mixed states provided by [11] has been observed experimentally using single photon interferometry [43], neutron interferometry [44, 45] and NMR interfe-
rometry [46, 47]. Geometric phase defined for non-cyclic evolution [12] has been measured experimentally using cold atoms [48]. Ultra cold neutrons [49] and solid state qubits [50] are other systems which have been used to demonstrate the appearance of Berry’s geometric phase. Mixed state geometric phase following Uhlmann’s definition has also been observed [51].

2.3 Recent developments: Fault tolerant quantum computation

It has been shown that geometrical phase is robust to statistical noise in the magnetic field [52, 53]. During an adiabatic evolution of a quantum state along a closed path, the accumulated geometric phase is proportional to the enclosed area. A fast fluctuation would presumably leave the area unchanged — the effect of fluctuations would integrate out to zero. In an explicit calculation [53], it is shown that the variance of the geometric phase is proportional to \( \frac{1}{T} \), where \( T \) is the total time taken for the evolution along the path. The variance of the dynamical phase is proportional to \( T \). Thus, in the adiabatic limit, the geometric phase is robust to noise in the magnetic field. In this calculation, the noise in the magnetic field is modeled by an Ornstein-Uhlenbeck process; i.e., the noise is gaussian in its strength and a lorentzian with band width \( \Gamma \) in its frequency. Under the assumption that the fluctuations are much faster than the actual evolution, i.e., \( \Gamma T \gg 1 \), the variance in the geometric phase is shown to be inversely proportional to \( T \).

This effect has been verified experimentally [54, 55]. Due to this robustness to fluctuations, geometric phase is recognized as a promising candidate for phase gates in quantum computation [56, 57]. Fault tolerant quantum computing gates using geometric phase have been implemented recently [58, 59, 60].
CHAPTER 3
OUR GEOMETRIC PHASE

In this chapter, we qualitatively develop the theory of our geometric phase. In Chapter 4, we fill in the mathematical details. This chapter loosely follows Ref.[61]. A key idea behind the theory of our geometric phase is the minimum distance principle.

3.1 The Minimum Distance Principle

Geometric phases are carried by the system’s gauge variables. For instance, in Berry’s phase of a spin–1/2 system, the overall phase of the the quantum state is the gauge variable. A point on the Bloch sphere does not completely specify the full quantum state vector; one has to append the overall phase, i.e., the gauge variable. Consequently, given a loop on the Bloch sphere, there are several ways of tuning the control parameters so as to transport a system along the loop. They all would induce the same loop, but differ in the profile of the overall phase along the loop. Of these, there is a special one, which corresponds to the parallel transport of the overall phase along the loop. Geometric phase of a loop is the mismatch between the initial and final overall phase values of the parallel transport. At the heart of this definition is the rule of parallel transport — what does it mean to parallel transport the overall phase? One way to define parallel transports is to use a structure called a connection form, which we do not elaborate here.

In general, the various ways of tuning the control parameters that all induce the same given loop, differ not only in the profile of the gauge variable, but also in the distance traversed in the full Hilbert space (including the gauge coordinate). Quite intriguingly, in all the well known examples of geometric phases, when the gauge variable is parallel transported, the system traverses the least possible distance in the Hilbert space [3, 62]. This prompts a more general definition of parallel transport — to parallel transport a system
is to minimize the distance traversed. If we tune the control parameters such that not only the given loop is induced, but also, the system travels the least distance in the full Hilbert space, then we have parallel transported the system. This holds for all examples of parallel transport. Indeed, it is intuitive that when a state is being parallel transported on the Bloch sphere, we carefully avoid any “unnecessary” changes to the overall phase. This is consistent with the idea of minimizing the total distance traversed in the Hilbert space, because changes in the overall phase also contribute to this distance. This also hints at a geometric interpretation of the dynamical phase — it is a measure of the deviation from minimality of distance traversed in the Hilbert space. If the actual path traversed in the Hilbert space is not the one that minimizes the length, the dynamical phase is non-zero and it needs to be subtracted from the total phase in order to obtain the geometric phase. To illustrate these ideas, we consider an example loop on the Bloch sphere.

Let us consider a latitude at $\theta$ (Fig. 3.1) on the Bloch sphere. Because this example is of Berry’s phase (and not our geometric phase), we consider a spin $-1/2$ system transported along this loop. The three obvious ways of doing this are illustrated in Fig. 3.1. The familiar adiabatic change of the direction of the applied magnetic field, where the spin vector remains parallel to it throughout (this was Berry’s original example) is shown in Fig. 3.1(a). Fig. 3.1(b) shows a constant field in the $z$-direction pulsed on for a period in which the spin vector completes exactly one rotation, thereby tracing out the loop. This is the example considered in [14]. Fig. 3.1(c) shows a magnetic field of constant magnitude, always maintained normal to the spin vector. This field transports the spin vector along the latitude, while itself traversing a different latitude. The three Hamiltonians $(H_a, H_b, H_c)$
### Table 3.1: The minimum distance principle

<table>
<thead>
<tr>
<th>Path</th>
<th>Path length</th>
<th>Total phase</th>
<th>Dynamical Phase</th>
<th>Geometric Phase</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\psi_a$</td>
<td>$\frac{2\pi\Omega}{\omega}$</td>
<td>$2\pi\left(\frac{\Omega}{\omega} - \cos \theta\right)$</td>
<td>$\frac{2\pi\Omega}{\omega}$</td>
<td>$-2\pi \cos \theta$</td>
</tr>
<tr>
<td>$\psi_b$</td>
<td>$2\pi$</td>
<td>$0$</td>
<td>$2\pi \cos \theta$</td>
<td>$-2\pi \cos \theta$</td>
</tr>
<tr>
<td>$\psi_c$</td>
<td>$2\pi \sin \theta$</td>
<td>$-2\pi \cos \theta$</td>
<td>$0$</td>
<td>$-2\pi \cos \theta$</td>
</tr>
</tbody>
</table>

Table shows the path length, total, dynamical and geometrical phase for the three ways of inducing the latitude shown in Fig. 3.1. The path length is least in $\psi_c$ and this corresponds to the parallel transport.

and the corresponding times $(T_a, T_b, T_c)$ are:

$$H_a(t) = \Omega \cos \theta \sigma_z + \Omega \sin \theta \cos(\omega t) \sigma_x + \Omega \sin \theta \sin(\omega t) \sigma_y$$

$$\Omega \gg \omega \& T_a = \frac{2\pi}{\omega}$$

$$H_b(t) = \Omega \sigma_z : T_b = \frac{2\pi}{\Omega}$$

$$H_c(t) = -\Omega \sin \theta \sigma_z + \Omega \cos \theta \cos(\omega t) \sigma_x + \Omega \cos \theta \sin(\omega t) \sigma_y$$

$$\Omega = \omega \sin \theta \& T_c = \frac{2\pi}{\omega}$$

$\sigma_{x,y,z}$ are the Pauli matrices. Starting with the same initial state $|\psi\rangle$, the three Hamiltonians induce the same path on the Bloch sphere, but different paths in the Hilbert space — they differ in the profile of the overall phase. Explicitly, the paths in the Hilbert space are,

$$|\psi_a(t)\rangle = e^{i\omega t \sigma_z} e^{it \sigma_a} |\psi\rangle : \sigma_a = (\omega + \Omega \cos \theta) \sigma_z + \Omega \sin \theta \sigma_x$$

$$|\psi_b(t)\rangle = e^{i\Omega t \sigma_z} |\psi\rangle$$

$$|\psi_c(t)\rangle = e^{i\omega t \sigma_z} e^{it \sigma_c} |\psi\rangle : \sigma_c = (\omega - \Omega \sin \theta) \sigma_z + \Omega \cos \theta \sigma_x$$

The lengths of the three paths are computed using $s = \int \sqrt{\langle \dot{\psi} | \dot{\psi} \rangle} dt = \int \sqrt{\langle \psi | H^2 | \psi \rangle} dt$ and the dynamical phase using $\phi_d = \int \langle \psi | H | \psi \rangle dt$ (see Ref. [14]). Below is a table comparing the three paths:

Clearly, $\psi_c$ has the least length among the three and in fact, among all possible paths, because its length is equal to that of the latitude [3]. This is indeed the parallel transport.
Figure 3.1: **Dynamical Phase:** (a), (b) and (c) show three different ways of inducing a latitude in a spin–1/2 system. The magnetic field in each case is indicated by $\vec{B}$. While the geometric phase is the same for all three of them, the dynamical phase is different (see text).

(see ref. [63]). $\psi_a$ has the largest path length (because $\Omega >> \omega$) and that is reflected in the very large dynamical phase. Intuitively, dynamical phase is an unnecessary rotation of the quantum state about its own spin vector, causing the system to traverse a longer path in the Hilbert space. Such rotations have been cautiously avoided in $\psi_c$, resulting in a zero dynamical phase and minimal path length.

The above examples illustrate two fundamental ideas regarding geometric phases — first, that geometric phase is a purely kinematic property depending only on the geometry of the loop, regardless of the dynamics inducing the loop [64, 65] and second, minimization of the length is a general definition of parallel transport. Berry’s phase can be defined by the minimization of the path length. For instance, let $\hat{n}(t)$ be a loop on the Bloch sphere and $\psi(t)$ be one of its lifts in $\mathbb{C}^2$. We assume that $\psi(t)$ is normalized. All other lifts of $\hat{n}(t)$ with the same initial point are of the form $e^{ix(t)}\psi(t)$, where $x(t)$ is a real scalar with $x(0) = 0$. The length of these lifts ($s$) is given, under the Euclidean metric, by $s = \int \sqrt{|\dot{\psi}(t)|^2 + |\dot{x}|^2 + i\dot{x}(\langle \dot{\psi}, \psi \rangle - \langle \psi, \dot{\psi} \rangle)} dt$. The first order functional derivative of $s$ w.r.t to $x(t)$ is $\langle \dot{\psi}, \psi \rangle - \langle \psi, \dot{\psi} \rangle$ and it should vanish if $\psi$ is a horizontal lift, according to the new definition. Together, with $||\psi(t)|| = 1$, we obtain the correct parallel transport criterion: $\langle \dot{\psi}, \psi \rangle = 0$, i.e., the Berry connection form [10]. The same argument applies for
Aharonov-Anandan phase [14].

Further, all known examples of geometric phases can be formulated using the minimum distance principle. We illustrate this point with the Wilczek-Zee phase. We follow the generalization of Wilczek-Zee phase in [66], and show that the connection form thereof can be derived by minimizing the length. Let us assume that the Hilbert space can be decomposed into a direct sum of two subspaces with dimensions $n$ and $m$ respectively (denoted by $V_n$ and $V_m$). $V_n$ is the time dependent $n$ dimensional eigenspace of the Hamiltonian. We are to define parallel transport of a vector $\psi \in V_n(0)$ in time, i.e., we are to define a path $\psi(t) \in V_n(t)$ with $\psi(0) = \psi$ and minimal length. Given any lift, $\tilde{\psi}(t)$, we can construct other such lifts by a transformation $U(t)\psi(t)$, where $U(t)$ is a unitary operator with all of its non-trivial eigenvectors in $V_n(t)$. The length of such a path is

$$s = \int \sqrt{||\dot{\psi}(t)||^2 + \langle \dot{U}\psi|\dot{U}^\dagger\psi \rangle + \langle U^\dagger\dot{U}\psi|\dot{\psi} \rangle + \langle \dot{\psi}|U^\dagger\dot{U}\psi \rangle} dt.$$  

Again, setting $U^\dagger\dot{U} = iH(t)$ for some Hermitian operator $H(t)$, the first derivative of $s$ is $\langle H(t)\dot{\psi}|\psi \rangle - \langle \psi|H(t)\dot{\psi} \rangle$. $H(t)$ is an arbitrary Hermitian with zero eigenvalues in $V_m(t)$. Therefore, $s$ is stationary iff $\dot{\psi}$ is orthogonal to $V_n(t)$, indeed the same condition as equation (7) in ref. [66].

Using these two ideas, we provide a mathematical definition of our geometric phase in the following section.

3.2 Definition of Geometric Phase

Geometric phase arises in this system when the ellipsoid is parallel transported along a closed loop inside the Bloch sphere (Fig. 3.2). As a result of the parallel transport, the ellipsoid returns in a different orientation which can be described by a 3D rotation, represented by a $3 \times 3$ matrix. This rotation matrix $(R)$, a member of the $SO(3)$ group, is the geometric phase of the loop. This geometric phase is an operator, unlike Berry’s phase which is a complex scalar, and is therefore more similar to Wilczek-Zee phase [67] and Uhlmann phase [1], both of which are unitary matrices. This can be measured easily in the components of the spin fluctuation tensor, specifically, the component $T_{ij}$ changes to
Figure 3.2: **Geometric Phases Carried by the Ellipsoid:** (a) and (b) show the geometric phase carried by the ellipsoid when parallel transported along a non-singular and a singular loop inside the Bloch sphere respectively. In either of these cases, the final orientation of the ellipsoid is different from the initial orientation, due to an $SO(3)$ geometric phase. For singular loops, this geometric phase is non-Abelian.

$R_{il}T_{lk}R_{jk}$ after the parallel transport.

In our geometric phase, the gauge variables are the components of the spin fluctuation tensor. The space of quantum states has a metric, known as the Fubini-Study metric ($s_{FS}$), which is essentially the fidelity measure between two normalized quantum states $\psi_1, \psi_2$:

$$s_{FS}(\psi_1, \psi_2) = \cos^{-1}(||\langle\psi_1|\psi_2\rangle||)$$  \hspace{1cm} (3.3)

Hereafter, we write a loop inside the Bloch sphere parameterized by $t$ as $\vec{S}(t)$ with the parameter ranging from 0 to $t_{final}$. Parallel transport of the ellipsoid (or the chord) along $\vec{S}(t)$ is a loop in the space of quantum states, which we may write $\psi(t) \equiv (\vec{S}, \pm \hat{u}(t))$, where, $\hat{u}(t)$ is a unit vector in space chosen such that it is always normal to $\vec{S}$ and the length of $\psi(t)$ under the Fubini-Study metric is minimized. This condition, of minimizing
the length translates to the following differential equation on $\dot{u}(t)$ [5]:

$$
\frac{d}{dt}\dot{u}(t) = -\left( \frac{d}{dt} \frac{\vec{S}(t)}{|\vec{S}(t)|} \cdot \dot{u}(t) \right) \frac{\vec{S}(t)}{|\vec{S}(t)|}
$$

(3.4)

The parallel transport of any starting state $\psi(0)$ along $\gamma(t)$ is obtained by solving the above differential equation with the corresponding initial value of $\dot{u}(t)$.

The corresponding geometric phase, i.e., the $SO(3)$ operator $R$ is also obtained by solving a differential equation. We introduce a path $X(t)$ in $SO(3)$ which satisfies the following differential equation (we have used $\vec{S}(t)/|\vec{S}(t)| = \dot{v}(t)$ for simplicity here):

$$
\frac{d}{dt} X(t) = \left( \dot{v}(t) T - \dot{v}(t) \frac{d}{dt} \dot{v}(t)^T \right) X
$$

$$
X(0) = 1
$$

(3.5)

The superscript “$T$” indicates the transpose of a vector. The solution to this equation provides $X(t)$ and, the geometric phase of $\vec{S}(t)$ is given by $R = X(t_{final})$. Finally, the generalized solid angle is given by $\cos^{-1}(\hat{k} \cdot R\hat{k})$, where $\hat{k}$ is some vector normal to both $\dot{v}(0)$ and $\dot{v}(t_{final})$. This is the angle by which $R$ rotates a vector normal to $\dot{v}(0)$ and $\dot{v}(t_{final})$.

### 3.3 Interpretation: The generalized solid angle

Geometrical interpretation of this geometric phase, particularly for singular loops, needs an extended notion of solid angles introduced in [5] as generalized solid angles. For a non-singular loop, the geometric phase is a rotation about the spin vector by an angle equal to the solid angle of the loop (3.3(a)). This is because the parallel transport of the ellipsoid inside the Bloch sphere along a non-singular loop is reminiscent of the parallel transport of a tangent vector to a sphere. The solid angle of a non-singular loop is the angle of the cone obtained by sweeping a radius along the loop (3.3(a)), which produces a radial projection of the loop. For the case of singular loops, this geometric notion of solid angles is not well
defined, as illustrated in Figure 3.3(b). The radial projection is discontinuous and therefore, such loops require a generalization of the notion of solid angles.

The key idea behind generalized solid angles is to use diametric projections, instead of radial projections. The discontinuous jumps in a radial projection of singular loops are always diametrically opposite (3.3(b)) and therefore, sweeping a diameter along the loop generates a continuous cone with a well defined angle (3.3(c)). This angle is equal to the standard solid angle for non-singular loops and is a convenient generalization to singular loops.

While the standard solid angle is the integrated curvature or holonomy of a loop on a sphere, the generalized solid angle is the holonomy of a loop on a real projective plane (Supplementary Information). The latter is an abstract manifold, defined as the configuration space of a two-sided symmetric rigid rotor, each of whose configuration is a diameter of a sphere. It is also the space of all \( m = 0 \) spin states of an integer spin system and possesses unusual geometric and topological properties [68]. Because it is a close relative of the sphere, it is known as a “half sphere” and it is also the configuration space of nematic crystals. It is non-orientable and has no embedding in real three dimensional space; however, it can be represented by an immersion, i.e., a self intersecting surface, known as Boy’s surface [69] (3.3(d)). The cone generated by sweeping a diameter along a loop inside the Bloch sphere represents a path in the real projective plane. Thus, using a diametric projection, a loop inside the Bloch sphere is projected to the real projective plane, and the holonomy of the projected path is defined as the generalized solid angle of the loop inside the Bloch sphere [5]. The diametric projection also equips us with a concise way of determining the geometric phase operator \( \mathcal{R} \). The two endpoints of the diameter trace out a pair of congruent loops on the surface of the Bloch sphere, which we may parametrize in time as \( +\hat{n}(t) \) and \( -\hat{n}(t) \) respectively. The geometric phase is then given by

\[
R = \mathcal{T} \exp \left\{ \int (\dot{\hat{n}}\hat{n}^T - \hat{n}\dot{\hat{n}}^T) dt \right\}
\]

(3.6)
Here, $\mathcal{T}$ refers to the time ordering operator and the integral is evaluated through the loop.

Thus, the generalized solid angle of a loop inside the Bloch sphere can be defined as the holonomy of its diametric projection into the real projective plane ($\mathbb{RP}^2$). The mathematical details can be found in chapter 4. In this section, we address the qualitative questions of what is meant by holonomy? Why is it equal to the solid angle of the cone generated by sweeping a diameter along the loop? and how is it a justifiable generalization of the standard solid angle? Although these questions are answered in Ref. [5], here we provide a more intuitive and a qualitative version of it.

3.3.1 What is “Holonomy”?

Holonomy roughly translates to ‘a local quantity which captures a global property’, an elementary example of which is the so called spherical excess of a spherical triangle. While it is well known that the sum of internal angles of a spherical triangle exceeds $\pi$ by an amount known as the spherical excess, a lesser known fact is that the spherical excess is equal to the area or the solid angle enclosed by the triangle, known as Girard’s theorem.

The spherical excess is quite obviously related to parallel transports. The sum of internal angles of a spherical triangle and the sum of its external angles together sum up to $3\pi$. Therefore, the latter falls short of $2\pi$ by the spherical excess. It is easy to picture the sum of external angles — a car driven along a spherical triangle on the earth is steered by an amount equal to the sum of the external angles $^1$. While the car comes back to its original orientation, i.e., rotates effectively by $2\pi$, it’s steering wheel is rotated by less than $2\pi$. This means, if the car were parallel transported, i.e., moved somehow along the spherical triangle without being steered, it would return in a different orientation, rotated by the spherical excess.

So far, we have used only the trivial properties of a spherical triangle. An elementary, but non-trivial property of a spherical triangle is the Girard theorem, which says that the

---

$^1$We are assuming that the car’s steering rotation correctly represents the car’s actual rotation.
Figure 3.3: **Interpretation of Geometric Phases:** (a) and (b) contrast non-singular and singular loops under a radial projection. The former has a continuous projection and a well-defined solid angle, while the latter doesn’t. This problem is resolved by defining a generalized solid angle for singular loops using a diametric projection, as illustrated by (c) and (d). (c) shows a surface obtained by sweeping a diameter along the loop. The solid angle enclosed by this surface is the generalized solid angle of the singular loop. This surface is indeed a loop in the space of diameters of a sphere, i.e., in a real projective plane ($\mathbb{RP}^2$). (d) shows a Boy’s surface, a representation of the real projective plane, together with the loop projected on it. The generalized solid angle is equal to the holonomy of this loop.
spherical excess of a triangle is exactly equal to the enclosed solid angle. This means that the car’s rotation, a local quantity, actually captures a global property — the solid angle. Therefore, we may refer to the angle of rotation due to parallel transport as a “holonomy”.

Naturally, when a tangent line is being parallel transported along a loop on a sphere, we expect that the distance traversed in some space is being minimized. To build an analogy with the geometric phase discussed in the previous section, tangent lines with a fixed point of tangency have one degree of freedom i.e., rotation about the point of tangency and this is the gauge variable. The full configuration space of the tangent line is a three dimensional manifold. A configuration of the tangent line is specified by three coordinates, including two of the point of tangency and one of the orientation of the tangent line. Transporting a tangent line along a loop on a sphere would correspond to a path in this configuration space. This configuration space has a nontrivial topology and is known as lens space, $L(4, 1)$. This space can be understood as a “bundle of circles” over a sphere. That is, at each point on a sphere, a circle is attached to carry the gauge variable. This structure is known as a circle bundle over a sphere. The rule assigning a parallel transport is known as connection form, which, in the present case is formulated as minimization of a distance. The solid angle of a loop on the sphere is the holonomy of the natural connection form on this bundle. Natural here means maximally symmetric, i.e., one that does not involve an arbitrary choice (of a basis, etc) and in this case it comes from a natural metric on $L(4, 1)$. Owing to Girard’s theorem, the solid angle can be defined as the holonomy of the natural connection form.

3.3.2 Holonomy of loops on $\mathbb{RP}^2$

A non-singular loop inside the Bloch sphere can be radially projected into the sphere and its solid angle can be defined as the holonomy of the projection. While singular loops can not be continuously projected to a sphere, both non-singular and singular loops can be continuously projected to the real projective plane through a diametric projection. Therefore, the appropriate definition of generalized solid angle is the holonomy of these projections in
\(\mathbb{R}P^2\), provided, it agrees with the standard solid angle for the subset of non-singular loops.

That raises the question, what is the appropriate holonomy for loops on \(\mathbb{R}P^2\)? Incidentally, \(L(4, 1)\) is also a circle bundle over \(\mathbb{R}P^2\); in fact, \(L(4, 1)\) is also the configuration space of a unit tangent vector to \(\mathbb{R}P^2\). At each point on \(\mathbb{R}P^2\), the tangent vector has a circle’s worth of configurations, which form a circle in \(L(4, 1)\) corresponding to the point in \(\mathbb{R}P^2\). This bundle also has a natural connection form that defines parallel transport of the unit tangent vector along a loop on \(\mathbb{R}P^2\). The holonomy of a loop in \(\mathbb{R}P^2\) is defined as the angle of rotation of a unit tangent vector when parallel transported along the loop. The corresponding connection form also comes from the same metric on \(L(4, 1)\) and the corresponding holonomy does agree with the standard solid angle for projection of non-singular loops [5]. In fact, \(L(4, 1)\) is the only lens space that is a circle bundle over both sphere and \(\mathbb{R}P^2\).

While the generalized solid angle is a scalar, the geometric phase has been defined as an \(SO(3)\) operator. Because the Bloch sphere has a singularity at the center, it is important to retain more information than just an angle of rotation. Consequently the geometric phase, as it is defined, is the full \(SO(3)\) operator.

3.3.3 Holonomy of open paths in \(\mathbb{R}P^2\)

Before ending this section, we discuss the holonomy of open paths in \(\mathbb{R}P^2\). Like the loop induced in the experiment, it is possible that the projection of a singular loop is an open path in \(\mathbb{R}P^2\). The geometric phase, being an \(SO(3)\) operator, is still well defined and represents a transformation between the tangent vectors of \(\mathbb{R}P^2\) at the two endpoints of the loop. However, generalized solid angle, which is just the angle of rotation needs some clarification.

The problem of deciding the angle between two tangent vectors at two different points on \(\mathbb{R}P^2\) is analogous to the problem of comparing the phases of two laser beams in different momentum modes and dates back to 1956 [13]. The straightforward solution is to connect
the two points by a geodesic and thereby close the open path. Geodesics in general have
the special property that they do not accumulate any geometric phase [12].

Accordingly, the generalized solid angle is defined as follows: if $R$ is the geometric
phase of a loop whose projection is open in $\mathbb{R}P^2$ and $d_1$ and $d_2$ are its endpoints (i.e, the
diameters to a sphere representing the initial and final points on $\mathbb{R}P^2$), the generalized solid
angle is

$$\Omega = \cos^{-1}(\hat{k} \cdot R\hat{k})$$ (3.7)

for some unit vector $\hat{k}$ which is normal to both $d_1$ and $d_2$. If $d_1 = d_2$, i.e., if the path is
closed in $\mathbb{R}P^2$, $\Omega$ is simply the angle of rotation of $R$. If $d_1 \neq d_2$, the above expression
provides the holonomy of the loop obtained by closing the path using a geodesic in $\mathbb{R}P^2$. 
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CHAPTER 4
THE MATHEMATICAL THEORY OF OUR GEOMETRIC PHASE

In this chapter, we develop the theory of our geometric phase with full mathematical rigor. This theory has been published in Ref.[5] and this chapter largely follows this paper. We begin with an overview of the mathematics of the phase space of spin$-1$ systems, followed by a summary of Ehresmann connection — a tool that we use to develop the theory of geometric phases. Finally, we provide rigorous definition the geometric phase and discuss its interpretation.

4.1 The Complex Projective Plane

The quantum state of a spin$-1$ system is represented by a non-zero vector $\psi = (z_{-1}, z_0, z_{+1})^T$ in the 3-dimensional complex Hilbert space $\mathbb{C}^3$; here superscript $T$ denotes matrix transpose. The physical properties of the spin system are invariant under a multiplication of this vector by a non-zero complex scalar, i.e., $\psi$ and $\lambda \psi$ are physically equivalent state vectors for $\lambda \in \mathbb{C} \setminus \{0\}$; this defines an equivalence class under the equivalence relation $\psi \sim \lambda \psi$. The quotient space under this equivalence is a four dimensional manifold. Topologically, the manifold is the complex projective plane ($\mathbb{CP}^2$), defined as the space of all lines in a 3-dimensional complex vector space passing through the origin:

$$\mathbb{CP}^2 = \left\{ \psi \in \mathbb{C}^3 \setminus \{0\} : \psi \sim \lambda \psi \text{ for } \lambda \in \mathbb{C} \setminus \{0\} \right\}$$

(4.1)

Equivalently, $\mathbb{CP}^2$ is the space of all 1-dimensional subspaces of $\mathbb{C}^3$. Each 1-dimensional subspace of $\mathbb{C}^3$ represents an equivalence class. The spin expectation values can be written as $\langle S_i \rangle = \frac{\langle \psi, S_i \psi \rangle}{\langle \psi, \psi \rangle}$, where $\langle \cdot, \cdot \rangle$ is the standard inner product on $\mathbb{C}^3$. We may define a map $\phi : \mathbb{CP}^2 \to \mathbb{B}$ that takes every equivalence class of $\mathbb{C}^3$ to its real space spin vector: $\phi(\psi) = \vec{S}$. 
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In terms of coordinates, for a vector \( \psi = (z_{-1}, z_0, z_{+1})^T \) representing the equivalence class \( \{ \lambda \psi : \lambda \in \mathbb{C} - \{0\} \} \), the image under this map is:

\[
\phi \left( \begin{pmatrix} z_{-1} \\ z_0 \\ z_{+1} \end{pmatrix} \right) = \frac{1}{|z_{-1}|^2 + |z_0|^2 + |z_{+1}|^2} \begin{pmatrix} \sqrt{2} \text{Re}(z_{-1}z_0^* + z_0z_{+1}^*) \\ \sqrt{2} \text{Im}(z_{-1}z_0^* + z_0z_{+1}^*) \end{pmatrix} = \vec{S} \in \mathbb{B} \quad (4.2)
\]

We note that the map \( \phi \) is independent of the choice of the representative in any equivalence class and therefore, it is well defined. In other words, \( \phi(\psi) = \phi(\lambda \psi) \) for \( \lambda \in \mathbb{C} - \{0\} \).

The components of the spin fluctuation tensor can also be written in terms of the coordinates of \( \psi \). Together, the spin vector and the spin fluctuation tensor contain all the information about the spin–1 quantum state. Indeed, every spin–1 state is uniquely represented by the pair \((\vec{S}, \mathbf{T})\). Defining a parallel transport of ellipsoids along a loop in \( \mathbb{B} \) is tantamount to defining a horizontal lift of loops in \( \mathbb{B} \) to \( \mathbb{C} \mathbb{P}^2 \). The map \( \phi : \mathbb{C} \mathbb{P}^2 \to \mathbb{B} \) does not, however, have a fiber bundle structure. Any fiber bundle over \( \mathbb{B} \) is necessarily a product bundle as \( \mathbb{B} \) is a contractible space. The space \( \mathbb{C} \mathbb{P}^2 \), being 4-dimensional, is not a product bundle over \( \mathbb{B} \) because it has non-trivial second homology. Any 4-dimensional product bundle over \( \mathbb{B} \), being homotopic to the 1-dimensional fiber itself, would have a trivial second homology. Therefore, this geometric phase cannot be formulated as a holonomy of loops in \( \mathbb{B} \), in general. We use a modified notion of holonomy to define this geometric phase. We begin with a summary of Ehresmann connection — the standard tool used to define holonomies in the section 4.2 and use a modified version of it to develop the theory of geometric phases in our system in section 4.3.

### 4.2 Ehresmann Connection

The well known parallel transport of tangent vectors on a sphere is formulated using the affine connection. However, our geometric phase can not be formulated using affine connection because its features are compatible only with Ehresmann connection. In order to
put our geometric phase in perspective with the other well-known examples and to bridge the gap between affine connection and Ehresmann connection, in this section, we show how the former naturally generalizes to the latter and that minimizing the length is a concise way of defining parallel transports.

We begin with an overview of affine connection. Let $M$ be an $n$-manifold and $TM$ be its tangent bundle. At a point $q \in M$, with local coordinates $(x^1, x^2, \ldots, x^n)$, the tangent plane, $T_q M$ is an $n$-dimensional vector space spanned by $e_\mu = \frac{\partial}{\partial x^\mu}$, $\mu = 1, 2, \ldots, n$. Central to an affine connection is the covariant derivative, which comes from “differentiating” the basis vectors, $\frac{\partial}{\partial x^\nu} e_\mu = \Gamma^\sigma_{\mu \nu} e_\sigma$. In the more formal language, the covariant derivative, denoted by “$D$” is defined as $D e_\mu = \Gamma^\sigma_{\mu \nu} e_\sigma \otimes dx^\nu$.

The basic problem, that the affine connection is designed to solve is to define a parallel transport $\tilde{\gamma}$, i.e., a horizontal lift, in $TM$ for a path $\gamma$ in $M$. This can be restated as follows: for a point $q \in M$ on $\gamma$ with a given a lift $(q, v) \in TM$ on $\tilde{\gamma}$ (where $v = v^\mu e_\mu \in T_q M$) and the local tangent vector $y = y^\mu e_\mu$ of $\gamma$, along which $q$ is moved, how do we change the coordinates $v^\mu$ in order to maintain the vector $v$ parallel to itself? In other words, we are to decide the local tangent vector $t$ of $\tilde{\gamma}$, that moves the point $(q, v) \in TM$ such that $q$ is moved along $y$ and $v$ remains parallel to itself. This tangent vector is in the $2n$-dimensional tangent plane of $TM$ at $(p, v)$, i.e., $t \in T_{(q, v)}(TM)$. This space is spanned by the basis vectors $(e_1, e_2, \ldots, e_n, f_1, f_2, \ldots, f_n)$, where $f_\mu = \frac{\partial}{\partial v^\mu}$. Quite obviously, $t = y^\mu e_\mu + z^\nu f_\nu$, for a suitable choice of coefficients $z^\nu$ such that $t D v = 0$. This condition is the parallel transport criterion. Using $Dv = D(v^\mu e_\mu) = dv^\mu e_\mu + v^\mu De_\mu$, we get $z^\mu e_\mu + \Gamma^\sigma_{\mu \nu} e_\sigma y^\nu v^\mu = 0$. For convenience, the connection matrix is defined as $\omega^\mu_\nu = \Gamma^\mu_{\nu \sigma} y^\sigma$, in terms of which, $z^\mu = -\omega^\mu_\nu y^\nu$ [70].

In order to move towards Ehresmann connection, we rewrite the affine connection in a coordinate-free form. Two observations are crucial. First, in the $2n$-dimensional tangent space $T_{(q, v)}(TM)$, the $n$ dimensional subspace spanned by $f_\mu$ represent changes to the tangent $v$ alone and is therefore known as the vertical subspace of $T_{(q, v)}(TM)$. And second,
the special vectors $t \in T_{(q,v)}(TM)$ that satisfy $tDv = 0$ also form an $n$ dimensional subspace spanned by $\{e_\mu - \omega^\mu_\nu f_\nu : \mu = 1, 2, \cdots, n\}$. This space complements the vertical subspace and is known as horizontal subspace of $T_{(q,v)}(TM)$. It is straightforward to see that all that the affine connection does is to identify this horizontal subspace at each point of $TM$. Indeed, any $n$ dimensional subspace of $T_{(q,v)}(TM)$ that complements the vertical subspace uniquely defines the elements $\omega^\mu_\nu$ of the connection matrix. This follows from the fact that the vector $e_\mu$ can be written uniquely as a sum of two vectors, one in the horizontal subspace and one in the vertical subspace. Thus, in the coordinate-free form, a connection is a specification of a horizontal subspace at each point of $TM$, that complements the vertical subspace. Indeed, it is an $n$ dimensional distribution over $TM$.

This definition extends to any fiber bundle and is known as Ehresmann connection. Apart from being coordinate-free, it also has two other advantages over the affine and the Levi-Civita connections. The covariant derivative, upon which the affine and Levi-Civita connections are based, is rooted in differentiating vector fields over a manifold (i.e., sections of the vector bundle). In a fiber bundle where the fiber has non-trivial topology, in general there are no sections. The Ehresmann connection is therefore the most natural way of defining horizontal lifts. Furthermore, the Ehresmann connection generalizes naturally to structures that are not bundles. The dimension of the horizontal space can be non-uniform. Such a connection, however, can not be traced back to a connection matrix and therefore, regarding a connection as a distribution becomes inevitable.

If a fiber bundle has a natural Riemannian metric, the horizontal subspace can be defined as the orthogonal complement of the vertical subspace. The resulting horizontal lifts minimize the path length. The tangent vector to the horizontal lift is always confined to the local horizontal subspace and because the vertical subspace is orthogonal to it, any added component would only make the lift longer.

In our system, at most of the points in $\mathbb{C}P^2$, the vertical subspace is one dimensional and the horizontal subspace, defined by the Fubini-Study metric is three dimensional. However,
at some points, i.e., within the pre-image of the center of the Bloch ball, the vertical and the horizontal subspaces are both two dimensional. This feature adds all the non-trivialities to the system and therefore, we have to use Ehresmann connection in this problem.

4.3 Definition of Horizontal Lift And Geometric Phase

In definitions 1 and 2 below, we answer (i) by invoking the important role played by metrics in the theory of geometric phase [3], [71], [72]. In the definition of Berry’s phase and Uhlmann’s phase, horizontal lifts are constructed using Berry’s connection form [10] and Uhlmann’s connection form [1], respectively. It has been noted that in both of these cases, the horizontal lift can also be defined as the lift with minimal length in the respective fiber bundles [3, 62]. For a general Ehresmann connection [73], if the horizontal subspace of the tangent space of a fiber bundle is defined as the orthogonal complement of the vertical subspace under a Riemannian metric, the resulting horizontal lift of a loop always minimizes the length among all lifts of the loop. While \( \mathbb{CP}^2 \) is not a fiber bundle over \( \mathbb{B} \), it has a standard, natural (i.e., maximally symmetric) metric — the Fubini-Study metric \( s_{FS} \) [8]. It is essentially the “angle” between two quantum state vectors in the Hilbert space:

\[
s_{FS}(\psi_1, \psi_2) = \cos^{-1} \left( \frac{|\langle \psi_1, \psi_2 \rangle|}{\sqrt{\langle \psi_1, \psi_1 \rangle \langle \psi_2, \psi_2 \rangle}} \right)
\]  

(4.3)

We note that this definition extends to \( \mathbb{CP}^2 \), when we employ any Hilbert space representatives for the equivalence classes corresponding to the points in \( \mathbb{CP}^2 \), i.e., it is invariant under scalar multiplications: \( s_{FS}(\psi_1, \psi_2) = s_{FS}(\lambda_1 \psi_1, \lambda_2 \psi_2) \) where \( \lambda_1, \lambda_2 \in \mathbb{C} - \{0\} \). We define a horizontal lift for loops in \( \mathbb{B} \) using this metric.

**Definition 1 (Horizontal Lift):** A continuous path \( \tilde{\gamma} : [0, 1] \to \mathbb{CP}^2 \) is called a horizontal lift of a loop \( \gamma : [0, 1] \to \mathbb{B} \) iff \( \phi \circ \tilde{\gamma} = \gamma \) and \( \tilde{\gamma} \) minimizes the Fubini-Study length in \( \mathbb{CP}^2 \).

In the next section, we show that the earlier described intuitive notion of parallel trans-
port of the ellipsoids along a loop in \( B \) is equivalent to the above definition of a horizontal lift of the loop. We show that, corresponding to every choice of \( \tilde{\gamma}(0) \) satisfying \( \phi(\tilde{\gamma}(0)) = \gamma(0) \), there is a unique horizontal lift of \( \gamma \). In the next section, we provide explicit equations to compute the horizontal lift of a given loop and a given initial point of the lift. Before proceeding to define a geometric phase using this horizontal lift, we note that not every loop in \( B \) has a well-defined horizontal lift in \( \mathbb{C}P^2 \). The relevant regularity conditions on the loop are summarized in theorem 1.

**Theorem 1 (Existence criteria for horizontal lifts):** A continuous, piece-wise differentiable loop \( \gamma : [0, 1] \to B \) has a horizontal lift if it is differentiable at every \( t \in [0, 1] \) where \( \gamma(t) = \vec{0} \in B \).

This theorem essentially states that a loop in \( B \) has a horizontal lift if it has no “kinks” while passing through the center of \( B \). We refer to the loops satisfying the condition mentioned in this theorem as *liftable* loops. Clearly, any piece-wise differentiable loop not passing through the center of \( B \) is liftable. Fig. 4.1 shows two examples of liftable loops and one example of a loop that is not liftable. Fig. 4.1 (b) is an important example of a loop that appears to have a kink at the center of \( B \), but is nevertheless liftable. The apparent non-differentiability at the center is removable. If we choose the center as the starting and the ending points of the loop, i.e., \( \gamma(0) = \gamma(1) = \vec{0} \in B \), the loop satisfies all conditions mentioned in the theorem. However, the loop in Fig. 4.1 (c) is not liftable. There are multiple points of non-differentiability at the center, and so this loop does not satisfy the conditions mentioned in the above theorem. Therefore, a loop is liftable, if there is at least one parametrization under which it is differentiable at every visit to the center.

We now define geometric phase using the horizontal lift defined above. For a given loop \( \gamma \) and a horizontal lift \( \tilde{\gamma} \), the end points \( \tilde{\gamma}(0) \) and \( \tilde{\gamma}(1) \) are in \( \mathbb{C}P^2 \) and therefore, there is an operator \( U \in SU(3) \) such that \( \tilde{\gamma}(1) = U\tilde{\gamma}(0) \). This is because, \( SU(3) \) acts transitively on \( \mathbb{C}P^2 \). The operator is not unique — there are infinitely many such operators. Through its irreducible representation in \( SU(3) \), \( SO(3) \) can be regarded as a subgroup of \( SU(3) \).
We denote the representation as $\mathcal{D} : SO(3) \rightarrow SU(3)$. In the next section, we show that there is an $SO(3)$ choice for the operator $U$, i.e., there is an operator $R \in SO(3)$ with a representation $\mathcal{D}(R) \in SU(3)$ such that $\tilde{\gamma}(1) = \mathcal{D}(R)\tilde{\gamma}(0)$. However, this operator is still not unique — it has a two fold ambiguity. We clear up this ambiguity and provide a more rigorous definition in the next section. We also show that this operator is independent of the choice of $\tilde{\gamma}(0)$, and so it is well-defined for $\gamma$. We define this $SO(3)$ operator as the geometric phase of $\gamma$.

**Definition 2 (Geometric Phase):** If $\gamma$ is a liftable loop in $\mathbb{B}$, its geometric phase is the operator $R \in SO(3)$ such that, $\tilde{\gamma}(1) = \mathcal{D}(R)\tilde{\gamma}(0)$ holds for every horizontal lift $\tilde{\gamma}$ of $\gamma$, where $\mathcal{D}(R) \in SU(3)$ is the representation of $R$ in $SU(3)$.

In the next section, we provide an explicit way of computing the geometric phase of a given loop. Going back to the earlier described geometric picture of representing a quantum state by a spin vector and an ellipsoid centered at its tip, the end points $\tilde{\gamma}(0)$ and $\tilde{\gamma}(1)$ are two quantum states with the same spin vector but different ellipsoids; i.e., we can represent them as $\tilde{\gamma}(0) \equiv (\vec{S}, T_1)$ and $\tilde{\gamma}(1) \equiv (\vec{S}, T_2)$. The geometric phase of $\gamma$, we show, is precisely the rotation $R$ which rotates the ellipsoid $T_1$ to $T_2$, i.e., $T_2 = RT_1R^T$.

In the axis-angle representation, a right-hand rotation about a unit vector $\hat{n} \in \mathbb{R}^3$ by an angle $\theta \in [0, 2\pi)$ is represented by $R_{\hat{n}}(\theta)$. For non-singular loops, the geometric phase is $R = R_{\gamma(0)}(\Omega)$, a rotation about the spin vector $\gamma(0)$ by an angle $\Omega$, equal to the solid angle enclosed by $\gamma$ (Fig. 8.1 (b)). To see this, we need the following simple facts about the ellipsoids, which follow from Eq. 4.2. One of the eigenvectors of $T$ coincides with $\vec{S}$ with an eigenvalue $1 - |\vec{S}|^2$. Therefore, the ellipsoid is always oriented with one axis parallel to $\vec{S}$ (see Appendix for a detailed derivation). The other two eigenvalues are $\frac{1}{2}(1 \pm \sqrt{1 - |\vec{S}|^2})$ and that leaves only one degree of freedom for the ellipsoid when the spin vector is fixed, namely, rotation about the spin vector (Fig. 8.1 (a)). Therefore, if $\gamma(t) \neq 0$ throughout the loop, the geometric phase is necessarily a rotation about the vector $\gamma(0)$. The parallel transport of the ellipsoid is reminiscent of the parallel transport of a tangent line to $S^2$ along
a loop and thus the holonomy is the solid angle of the loop. Therefore, the angle of rotation of the ellipsoid is also this solid angle.

The above interpretation, however, does not work for singular loops. We provide a generalization of the above interpretation in the following section.

Figure 4.1: Liftable and unliftable loops. (a) and (b) show liftable loops and (c) shows an unliftable loop. In all three loops, the red point represents the starting and the ending point (i.e., \( \gamma(0) \) and \( \gamma(1) \)). For the loop in (a), \( \gamma^{-1}(\vec{0}) = \{t\} \) for some \( t \in (0,1) \) and the loop is differentiable at that point. The loop in (b) has a kink at zero, but with a suitable choice of the starting and ending points, it is liftable. In particular, when the starting and the ending points are chosen at the center, i.e., \( \gamma^{-1}(\vec{0}) = \{0,1\} \), \( \gamma(0) \) and \( \gamma(1) \) are both well-defined and therefore, the loop is liftable. The loop in (c) has multiple kinks at the center. Six intermediate points between 0 & 1, with the following ordering: \( 0 < t_1 < t_2 < t_3 < t_4 < t_5 < t_6 < 1 \) are indicated to guide the reader through the loop. There is no choice of the starting and the ending points such that it is liftable. \( \gamma^{-1}(\vec{0}) \) has two points other than 0 & 1 and the loop is not differentiable at either of these points. Therefore, this loop is not liftable.

4.4 Interpretation of this geometric phase

We define a generalized solid angle for all loops inside \( \mathbb{B} \) in definition 3 below. The idea is to first project a loop in the Bloch ball onto the real projective plane \( \mathbb{R}\mathbb{P}^2 \) and to define a solid angle for this projection. We begin with the definition of the projection.

We recall that \( \mathbb{R}\mathbb{P}^2 \) is the space of all lines through the origin of \( \mathbb{R}^3 \). Equivalently, it is the space obtained from the 2-sphere \( S^2 \) by identifying diametrically opposite points. We
use the following notation for points in $\mathbb{RP}^2$:

**Notation:** The projection of a unit vector $\hat{n} \in S^2$ to $\mathbb{RP}^2$ is the equivalence class \( \{+\hat{n}, -\hat{n}\} \) and will be denoted by $\pm\hat{n}$.

Every loop in $S^2$ can be projected to a loop in $\mathbb{RP}^2$. As described earlier, the solid angle of a non-singular loop can be pictured by radially projecting it to the boundary of $\mathbb{B}$, which is $S^2$ (Fig. 8.3 (a)). A singular loop can also be projected to $S^2$ after removing the point(s) at the center. The projected path will, however, be discontinuous (Fig. 8.3 (b)). Every time the loop crosses the center of $\mathbb{B}$, the projected path makes a discontinuous jump across the diameter of $S^2$, parallel to the tangent of the loop at the center. This holds for all liftable loops. The discontinuity can be removed by identifying diametrically opposite points on $S^2$ and in doing so, we obtain an $\mathbb{RP}^2$. Thus, every liftable loop $\gamma$ in $\mathbb{B}$ can be projected to a continuous path $\alpha : [0, 1] \to \mathbb{RP}^2$:

$$
\alpha(t) = \begin{cases} 
\pm \frac{\gamma(t)}{||\gamma(t)||} & \gamma(t) \neq 0 \\
\pm \frac{\dot{\gamma}(t)}{||\dot{\gamma}(t)||} & \gamma(t) = 0 
\end{cases}
$$

(4.4)

Here, $\dot{\gamma} = \frac{d\gamma}{dt}$. Note that the projection is in general an open path.

We will next define a solid angle for paths in $\mathbb{RP}^2$, as an appropriate $U(1)$ holonomy. Indeed the relevant $U(1)$ bundle over $\mathbb{RP}^2$ is isomorphic to the lens space $L(4, 1)$. We recall that the lens space $L(4, 1)$ is a quotient of the 3-sphere $S^3$ by the discrete group $Z_4$ action \((z_1, z_2) \mapsto (iz_1, iz_2)\), where $S^3$ is represented as the set of all normalized vectors in $\mathbb{C}^2$, i.e.,

$$
S^3 = \{(z_1, z_2) \in \mathbb{C}^2 : |z_1|^2 + |z_2|^2 = 1\},
$$

(4.5)

and $Z_4 = \{1, i, -1, -i\}$. Thus $L(4, 1)$ is obtained by identifying the orbits of $Z_4$ in $S^3$,

$$
L(4, 1) = \frac{S^3}{(z_1, z_2) \sim (iz_1, iz_2)}
$$

(4.6)
$S^3$ is a 4-sheet covering space of $L(4, 1)$.

The lens space $L(4, 1)$ is a $U(1)$ bundle over both $\mathbb{RP}^2$ and $S^2$ (we will show this explicitly in the next section). In fact, this is the only lens space that is a $U(1)$ bundle over $\mathbb{RP}^2$ [74]. The solid angle of a loop in $S^2$ can be defined as the $U(1)$ holonomy of its lift in $L(4, 1)$. Similarly, we define the solid angle of a loop in $\mathbb{RP}^2$ as the $U(1)$ holonomy of its lift in $L(4, 1)$. An important property of this solid angle is that it is preserved under the projection map from $S^2$ to $\mathbb{RP}^2$ — the solid angle of a loop in $S^2$ is equal to the solid angle of its projection in $\mathbb{RP}^2$. We prove this in lemma 3 in the next section. The appropriate generalization of a holonomy to open paths is a vertical displacement [73]. The vertical displacement of the horizontal lift of a path in $\mathbb{RP}^2$ is a map from the fiber above the initial point of the path to the fiber above the final point of the path. Noting that $SO(3) \approx L(2, 1)$ is a double cover of $L(4, 1)$ and it acts transitively on $L(4, 1)$, the vertical displacement can be represented by an $SO(3)$ action on $L(4, 1)$, i.e., by an operator $V \in SO(3)$. We provide the details in the next section.

We now define the generalized solid angle of a loop in $\mathbb{B}$.

**Definition 3 (Generalized Solid Angle):** Let $\gamma$ be a liftable loop in $\mathbb{B}$ and let $\alpha$ be its projection in $\mathbb{RP}^2$. If $\tilde{\alpha}$ is a horizontal lift of $\alpha$ in $L(4, 1)$ with a vertical displacement $V \in SO(3)$, and $\hat{k}$ is any unit vector normal to both $\alpha(0)$ and $\alpha(1)$, the generalized solid angle ($\Omega$) of the loop $\gamma$ is given by $\Omega = \cos^{-1}(\hat{k} \cdot V \hat{k})$.

In the next section, we show that the expression $\Omega = \cos^{-1}(\hat{k} \cdot V \hat{k})$ is the correct holonomy of $\alpha$ when it is closed, and a meaningful definition of the solid angle of $\alpha$, also when it is open. Furthermore, we also show that it is equal to the standard solid angle of $\gamma$ when it is non-singular. Hence we refer to this angle as the generalized solid angle of $\gamma$. The following theorem establishes the connection between the generalized solid angle and geometric phase:

**Theorem 2:** If $\gamma$ is a liftable loop in $\mathbb{B}$ and $\alpha$ is its projection in $\mathbb{RP}^2$, then the geometric phase of $\gamma$ is equal to the vertical displacement of $\alpha$. 
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Thus, the geometric phase of any loop inside $\mathbb{B}$ can be interpreted in terms of the generalized solid angle of its projection into $\mathbb{R}P^2$. This interpretation builds on the $m = 0$ geometric phases introduced in [68]. In the following section, we fill in the details of definitions 1, 2, 3 and provide proofs of theorem 1 and theorem 2. Before proceeding, we make a few remarks contrasting our geometric phase with Berry’s phase. Unlike Berry’s phase, our geometric phase does not arise naturally from the dynamics of the system. For any liftable loop inside $\mathbb{B}$, our geometric phase is well defined, regardless of how the physical system is transported along the loop. Therefore, our geometric phase is similar to the mixed state geometric phase introduced in [1] and the non-adiabatic geometric phases introduced in [14, 66]. Both of these formulations have been observed experimentally [51, 39].

4.5 Proofs of Theorem 1 and 2

The basic idea behind the proof of theorem 1 is that although $\phi : \mathbb{C}P^2 \rightarrow \mathbb{B}$ does not have a fiber bundle structure, it is closely related to a fiber bundle. In fact, it can be constructed as a quotient of a fiber bundle. $\mathbb{B}$ can be constructed as a quotient space of $S^2 \times [0, 1]$, by collapsing the sphere $S^2 \times \{0\}$ to a point. We show in lemma 2(a) below that $\mathbb{C}P^2$ can also be constructed as a quotient space of $L(4, 1) \times [0, 1]$ by collapsing $L(4, 1) \times \{0\}$ and $L(4, 1) \times \{1\}$ to an $\mathbb{R}P^2$ and an $S^2$ respectively. $L(4, 1) \times [0, 1]$ is an $S^1$ bundle over $S^2 \times [0, 1]$, because $L(4, 1)$ is an $S^1$ bundle over $S^2$. Thus, $\mathbb{C}P^2 \rightarrow \mathbb{B}$ can be constructed from the fiber bundle $L(4, 1) \times [0, 1] \rightarrow S^2 \times [0, 1]$. Before proceeding to state and prove lemma 2, we develop a geometrical construction of $L(4, 1)$. We show, in lemma 1, that $L(4, 1)$ is the space of all tangent lines to a unit sphere.

**Lemma 1:** $L(4, 1)$ is homeomorphic to the space of all tangent lines to a unit sphere and it is an $S^1$ bundle over both $S^2$ and $\mathbb{R}P^2$.

**Proof:** A tangent line ($\ell$) to a sphere is uniquely represented by the pair $\ell = (\hat{v}, \pm \hat{u})$ (Fig. 4.2(a)) of orthogonal unit vectors, $\hat{v}$ representing the point of tangency of $\ell$ and $\hat{u}$ representing the direction of $\ell$. Here, $-\hat{u}$ and $+\hat{u}$ represent the same tangent line and
therefore, we use a “±” sign before $\hat{u}$, as a short hand for the equivalence class $\{+\hat{u}, -\hat{u}\}$. We show that the space of all tangent lines to a sphere, i.e., $\{\ell = (\hat{v}, \pm \hat{u}) : \hat{v} \cdot \hat{u} = 0\}$ is homeomorphic to $L(4, 1)$ by explicitly constructing a 4-sheeted covering map from $S^3$ to this space and showing that this space is also obtained as a quotient of $S^3$ under a $Z_4$ action (Eq. 4.6).

Noting that $SU(2)$ is topologically homeomorphic to $S^3$ and $SO(3)$ acts transitively on the space of tangent lines to a sphere, we construct a composition of the following two maps:

$$SU(2) \xrightarrow{f} SO(3) \xrightarrow{g} \{\ell = (\hat{v}, \pm \hat{u}) : \hat{v} \cdot \hat{u} = 0\}$$

(4.7)

$f$ is the standard double cover from $SU(2)$ to $SO(3)$ i.e., $f : e^{i\hat{n} \frac{\sigma}{2}} \mapsto R_{\hat{n}}(\theta) \in SO(3)$, where $\hat{n}$ is a unit vector in $\mathbb{R}^3$ and $\vec{\sigma} = (\sigma_x, \sigma_y, \sigma_z)$ are the Pauli matrices:

$$\sigma_x = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}$$

(4.8)

The map $g$ is constructed from the action of $SO(3)$ on the space of tangent lines to a sphere. Fixing a tangent line $\ell_0 = (\hat{z}, \pm \hat{x})$ (Fig. 4.2(a)), we obtain:

$$g : R_{\hat{n}}(\theta) \mapsto R_{\hat{n}}(\theta)\ell_0 = (R_{\hat{n}}(\theta)\hat{z}, \pm R_{\hat{n}}(\theta)\hat{x})$$

(4.9)

We now show that $g \circ f : SU(2) \to \{(\hat{v}, \pm \hat{u}) : \hat{v} \cdot \hat{u} = 0\}$ is the required 4-sheet covering map. The action of $SO(3)$ on a tangent line to a sphere has a $Z_2$ stabilizer. For instance, the stabilizer of $\ell_0$ is $\{1, R_{\hat{z}}(\pi)\}$. Therefore, $g$ is a double covering map. For an arbitrary tangent line $\ell$, the pre-image set under $g$ contains two points in $SO(3)$. If $\ell = R_{\hat{n}}(\theta)\ell_0$, for some $\hat{n}$ and $\theta$, then its pre-image set is $g^{-1}(\ell) = \{R_{\hat{n}}(\theta), R_{\hat{n}}(\theta)R_{\hat{z}}(\pi)\}$. Further, $f^{-1} \circ g^{-1}(\ell)$ is a set of 4 elements in $SU(2)$ given by:

$$f^{-1} \circ g^{-1}(\ell) = e^{i\hat{n} \vec{\sigma}_{\frac{\pi}{2}}} \{1, i \sigma_z, -1, -i \sigma_z\}$$

(4.10)
Thus, the pre-image set is generated by a $Z_4$ action and therefore, $g \circ f$ is the required covering map and $L(4, 1) \approx \{ \ell = (\hat{v}, \pm \hat{u}) : \hat{v} \cdot \hat{u} = 0 \}$. We can now define the bundle maps $\pi_1 : L(4, 1) \to S^2$ and $\pi_2 : L(4, 1) \to \mathbb{R}P^2$:

$$\begin{align*}
\pi_1 : (\hat{v}, \pm \hat{u}) &\mapsto \hat{v} \in S^2 \\
\pi_2 : (\hat{v}, \pm \hat{u}) &\mapsto \pm \hat{u} \in \mathbb{R}P^2
\end{align*} \quad (4.11)$$

$\pi_1$ takes every tangent line to its point of tangency, and $\pi_2$ takes every tangent line to a parallel line through the center, which is an element of $\mathbb{R}P^2$. It is straightforward to verify that they are both $S^1$ bundle maps.

A natural metric on $L(4, 1)$ is induced by the round metric (i.e., the standard Cartesian metric) on $S^3$. This metric, at a point $\ell = (\hat{v}, \pm \hat{u}) \in L(4, 1)$ is:

$$ds^2 = d\hat{v} \cdot d\hat{v} + d\hat{u} \cdot d\hat{u} - (\hat{v} \cdot d\hat{u})^2 \quad (4.12)$$

The first term ($d\hat{v} \cdot d\hat{v}$) corresponds to the distance covered by the point of contact on $S^2$. The term $d\hat{u} \cdot d\hat{u} - (\hat{v} \cdot d\hat{u})^2$ corresponds to the angle of rotation of the tangent line about its point of contact.

Using a similar argument, it can be shown that the lens space $L(2, 1)$ is the space of all unit tangent vectors to a unit sphere, i.e., $L(2, 1) \approx \{ (\hat{v}, \hat{u}) : \hat{u} \cdot \hat{v} = 0 \}$ (Fig. 4.2 (b)).

**Lemma 2:**

(a) $\mathbb{C}P^2$ can be constructed from the stack $L(4, 1) \times [0, 1]$ by collapsing $L(4, 1) \times \{0\}$ to an $\mathbb{R}P^2$ and $L(4, 1) \times \{1\}$ to a $S^2$ using the respective bundle maps $\pi_1$ and $\pi_2$. That is,

$$\mathbb{C}P^2 = \frac{L(4, 1) \times [0, 1]}{\pi} \quad (4.13)$$

where $\pi = 1$ on $L(4, 1) \times (0, 1)$, $\pi = \pi_1$ on $L(4, 1) \times \{1\}$ and $\pi = \pi_2$ on $L(4, 1) \times \{0\}$

(b) Writing $\mathbb{B}^o - \{0\} = S^2 \times (0, 1)$, where $\mathbb{B}^o$ is the interior of $\mathbb{B}$, the restriction of $\phi$ to
Figure 4.2: **The lens spaces** $L(4, 1)$ and $L(2, 1)$. $L(4, 1)$ is the space of all tangent lines to a sphere and $L(2, 1)$ is the space of all unit tangent vectors to a sphere. (a) shows the tangent line $\ell = (\hat{z}, \pm \hat{x}) \in L(4, 1)$, parallel to $\hat{x}$ and touching the sphere at $\hat{z}$. (b) shows a unit tangent vector to a sphere $(\hat{z}, \hat{x}) \in L(2, 1)$ at $\hat{z}$ parallel to $\hat{x}$.

$L(4, 1) \times (0, 1)$ is,

$$\phi = \pi_1 \times 1 : L(4, 1) \times (0, 1) \rightarrow S^2 \times (0, 1).$$

(4.14)

(c) $\mathbb{CP}^2$ is the space of all chords to a unit sphere and $\phi$ maps each chord to its center.

**Proof:** We begin with a proof of (a). Let us consider the pre-image sets of $\phi$:

$$\phi^{-1}(\vec{S}) = \begin{cases} \mathbb{RP}^0 & \text{if } |\vec{S}| = 1 \\ \mathbb{RP}^1 & \text{if } 0 < |\vec{S}| < 1 \\ \mathbb{RP}^2 & \text{if } |\vec{S}| = 0 \end{cases}$$

(4.15)

This can be shown using the explicit algebraic expression of $\phi$, Eq. 4.2. However, it is more illuminating to use the earlier described geometric picture of representing a point in $\mathbb{CP}^2$ as a vector and an ellipsoid, i.e., $(\vec{S}, T)$ (Fig. ?? (a)). The lengths of the axes of the ellipsoid are $1 - |\vec{S}|^2$, $\frac{1}{2}(1 \pm \sqrt{1 - |\vec{S}|^2})$ (see Appendix). Therefore, its dimensions depend only on
the length of the spin vector. When $|\vec{S}| \neq 0$, one of its axes is parallel to $\vec{S}$. For a given spin vector with $0 < |\vec{S}| < 1$, the ellipsoid has one degree of freedom — rotation about $\vec{S}$, which produces the set of all quantum states with spin vector $\vec{S}$. This set is an $\mathbb{R}P^1$, because the ellipsoid has a two fold symmetry when rotated about $\vec{S}$.

On the boundary of $\mathbb{B}$, when $|\vec{S}| = 1$, the lengths of the two transverse axes of the ellipsoid are equal and the length of the third axis is zero. Therefore, the ellipsoid degenerates into a disk perpendicular to $\vec{S}$. It has no degrees of freedom; it is the only quantum state with the given spin vector. Thus, the pre-image set of this spin vector is just a point i.e., $\mathbb{R}P^0$.

Finally, when $|\vec{S}| = 0$, the ellipsoid again degenerates to a disk at the center of $\mathbb{B}$. This time, however, it has two degrees of freedom. The pre-image set $\phi^{-1}(\vec{0})$ is the space of all orientations of a disk in $\mathbb{R}^3$ centered at the origin. This is indeed $\mathbb{R}P^2$.

It follows, now, that the pre-image set of the boundary of $\mathbb{B}$, i.e., $\phi^{-1}(\{\vec{S} : |\vec{S}| = 1\})$ is a sphere in $\mathbb{C}P^2$. For a shell of radius $0 < r < 1$, the pre-image set is a lens space $L(4, 1)$:

$$\phi^{-1}(\{\vec{S} : |\vec{S}| = r\}) = L(4, 1) \quad 0 < r < 1 \quad (4.16)$$

To show this, we use lemma 1 and construct a bijective map from the pre-image of the shell to $L(4, 1)$. Consider the map $(\vec{S}, T) \mapsto (\hat{v}, \pm \hat{u})$ where $\hat{v} = \frac{\vec{S}}{r}$ and $\hat{u}$ is the eigenvector of $T$ normal to $\vec{S}$, with the smaller eigenvalue. Indeed, there is a one-one correspondence between the orientations of an ellipsoid at $\vec{S}$ and tangent lines at $\vec{S}$ to a sphere of radius $|\vec{S}|$.

Thus, it follows from lemma 1 that the pre-image of a shell is homeomorphic to $L(4, 1)$.

We can now construct $\mathbb{C}P^2$ using the pre-image sets:

$$\phi^{-1}(\{\vec{S} : |\vec{S}| = 1\}) = S^2$$
$$\phi^{-1}(\{\vec{S} : 0 < |\vec{S}| < 1\}) = L(4, 1) \times (0, 1)$$
$$\phi^{-1}(\vec{0}) = \mathbb{R}P^2 \quad (4.17)$$
\(\mathbb{C}P^2\) is therefore obtained by attaching an \(\mathbb{R}P^2\) and an \(S^2\) to either ends of \(L(4,1) \times (0,1)\).

The attaching maps are easily seen to be \(\pi_1\) and \(\pi_2\), using the geometric picture. Thus, \(\mathbb{C}P^2\) is obtained from \(L(4,1) \times [0,1]\) by collapsing \(L(4,1) \times \{0\}\) to an \(\mathbb{R}P^2\) and \(L(4,1) \times \{1\}\) to an \(S^2\) using the respective bundle maps.

\((b)\) follows trivially from the above construction of pre-image sets. The geometrical construction of \(\mathbb{C}P^2\) claimed in \((c)\) can be shown as follows. The chords passing through the center of a unit sphere form an \(\mathbb{R}P^2\). The chords at some distance \(r \in (0,1)\) from the center form an \(L(4,1)\) and the chords at a distance 1 from the center degenerate to points on a sphere, forming a sphere. Thus, the space of all chords to a unit sphere has the same structure as \(\mathbb{C}P^2\) and is homemorphic to it. ■.

Lemma 2(c) is also a consequence of Majorana constellation [75] which has been used very fruitfully to understand geometric phases [76]. States of a spin–1 system can be considered as symmetric states of a two coupled spin-1/2 systems. A spin-1/2 state is a point on a Bloch sphere (i.e., \(\mathbb{C}P^1\)) and therefore, a spin–1 state is an unordered pair of points on the Bloch sphere (see ref. [8] for a detailed description of this representation). This is equivalent to a chord\(^1\). \(\phi\) maps each chord to its center.

We can represent a chord as \((r, \hat{v}, \pm \hat{u})\), where \(r\hat{v}\) is the center of the chord and \(\hat{u}\) is its direction. This corresponds to a quantum state whose spin vector is \(r\hat{v}\) and the ellipsoid is oriented such that the eigenvector normal to \(\vec{S}\) with the smaller eigenvalue is parallel to \(\hat{u}\). It is straightforward to construct this quantum state \(\psi \in \mathbb{C}^3\). For instance, written in the standard basis,

\[
(r, \hat{z}, \pm \hat{x}) \mapsto \psi = \left(\sqrt{1-r^2}/2, 0, \sqrt{1+r^2}/2\right) \in \mathbb{C}^3 \tag{4.18}
\]

Quantum states corresponding to any chord can be obtained by preforming rotations on both sides of the above equation. Conversely, the chord corresponding to given quantum state can be obtained from its spin vector and fluctuation tensor, \((\vec{S}, T)\) — it is the chord

\(^1\)This picture has a generalization. \(\mathbb{C}P^n\) is a unordered product of \(n\) \(\mathbb{C}P^1\)‘s. It is the space of all unordered set of \(n\) points on a unit sphere. That is, \(\mathbb{C}P^n = \mathbb{C}P^1 \times \cdots \times \mathbb{C}P^1/\sim\) where \((r_1, \cdots, r_i, \cdots, r_j, \cdots, r_n) \sim (r_1, \cdots, r_j, \cdots, r_i, \cdots, r_n)\) for \(r_i \in \mathbb{C}P^1\). This is known as Majorana constellation.
centered at $\vec{S}$ and oriented parallel to the largest axis of $T$ perpendicular to $\vec{S}$.

The Fubini-Study metric on $\mathbb{C}P^2$ can be applied to the space of all chords to a unit sphere. At $(r, \hat{v}, \pm \hat{u})$, the metric is:

$$ds_{FS}^2 = \frac{1}{2}(1-\sqrt{1-r^2})d\hat{v} \cdot d\hat{v} + \sqrt{1-r^2}(d\hat{u} \cdot d\hat{u} - (\hat{v} \cdot d\hat{u}))^2 + \frac{1}{4(1-r^2)}dr^2$$

(4.19)

This follows from Eq. 4.3. We now proceed to prove theorem 1.

4.5.1 Proof of theorem 1

Without loss of generality, we may assume that $\dot{\gamma}(t) \neq 0$ whenever it is well-defined. Therefore, $\gamma^{-1}(\vec{0})$ is a zero dimensional compact manifold, i.e., it is a finite set of points. Adding the end points 0 and 1 to this finite set, we obtain a set of points, $\gamma^{-1}(\vec{0}) \cup \{0, 1\} = \{a_0, \cdots a_{n+1}\}$ where, $a_i < a_{i+1}$, $a_0 = 0$ and $a_{n+1} = 1$. This set divides the loop into $n + 1$ pieces, $\gamma_j : [a_{j-1}, a_j] \rightarrow \mathbb{B}$ for $j = 1, 2, \cdots n + 1$. Each piece $\gamma_j$ may start and end at the center of $\mathbb{B}$, but lies away from the center otherwise. That is, its interior lies away from the center, $\gamma((a_{j-1}, a_j)) \subset S^2 \times (0, 1]$. The closure of this path in $S^2 \times [0, 1]$ has a horizontal lift in $L(4, 1) \times [0, 1]$, defined using the standard theory of connections [73], because this space has a circle bundle structure over $S^2 \times [0, 1]$. We denote this horizontal lift by $\tilde{\gamma}_j : [a_{j-1}, a_j] \rightarrow L(4, 1) \times [0, 1]$. This path can be projected to $\mathbb{C}P^2$ by composing it with $\pi$, as shown in lemma 2(a). The idea behind this proof is to show that these projected paths can be attached continuously under the assumptions of the theorem, and the resulting path in $\mathbb{C}P^2$ is a lift of $\gamma$ that minimizes the Fubini-Study length.

Within $(a_{j-1}, a_j)$, we may write $\gamma_j(t) = (\frac{\gamma_j(t)}{|\gamma_j(t)|}, |\gamma_j(t)|) \in S^2 \times (0, 1]$ where the two components represent the coordinates in $S^2$ and $(0, 1]$ respectively, i.e., $\frac{\gamma_j(t)}{|\gamma_j(t)|} \in S^2$ and
\[ |\gamma_j(t)| \in (0, 1]. \] Let us define the closure of the first component as \( \beta_j : [a_{j-1}, a_j] \to S^2: \)

\[
\beta_j(t) = \begin{cases} 
\frac{\gamma_j(t)}{\|\gamma_j(t)\|} & a_{j-1} < t < a_j \\
\lim_{t' \to a_k} \frac{\gamma_j(t')}{\|\gamma_j(t')\|} & t = a_k, \ k = j, j - 1
\end{cases}
\] (4.20)

Note that \( \beta_j \) are indeed the closures of the discontinuous radial projections shown in Fig. 8.3

(b). Let \( \tilde{\beta}_j \) denote a horizontal lift of \( \beta_j \) in \( L(4, 1) \). We define paths \( \tilde{\gamma}_j : [a_{j-1}, a_j] \to L(4, 1) \times [0, 1] \) as:

\[
\tilde{\gamma}_j(t) = (\tilde{\beta}_j(t), |\gamma_j(t)|)
\] (4.21)

We next show that after projecting these paths to \( \mathbb{C}P^2 \), i.e., \( \pi \circ \tilde{\gamma}_j \) can be attached continuously at all \( a_j \) for \( j = 1, 2 \cdots n \). Note that \( \gamma(a_j) = \bar{0} \) for \( j = 1, 2 \cdots n \). The end points of the two neighboring paths, \( \tilde{\gamma}_j \) and \( \tilde{\gamma}_{j+1} \) at \( a_j \), projected to \( \mathbb{C}P^2 \) are given by:

\[
\pi \circ \tilde{\gamma}_j(a_j) = \pi \circ (\tilde{\beta}_j(a_j), 0) \equiv \pi_2 \circ \tilde{\beta}_j(a_j) \in \mathbb{R}P^2 = \phi^{-1}(\bar{0})
\]

\[
\pi \circ \tilde{\gamma}_{j+1}(a_j) = \pi \circ (\tilde{\beta}_{j+1}(a_j), 0) \equiv \pi_2 \circ \tilde{\beta}_{j+1}(a_j) \in \mathbb{R}P^2 = \phi^{-1}(\bar{0})
\] (4.22)

It suffices to show that the first point of the lift, \( \tilde{\beta}_{j+1}(a_j) \), can be chosen such that the above two points coincide in \( \mathbb{C}P^2 \). We begin with a simple observation; since \( \gamma \) is liftable, it is differentiable at \( a_j \) and it follows that \(^2\):

\[
\beta_j(a_j) = \lim_{t \to a_j} \frac{\gamma_j(t)}{|\gamma_j(t)|} = \frac{\dot{\gamma}(a_j)}{|\dot{\gamma}(a_j)|}
\]

\[
\beta_{j+1}(a_j) = \lim_{t \to a_j} \frac{\gamma_{j+1}(t)}{|\gamma_{j+1}(t)|} = -\frac{\dot{\gamma}(a_j)}{|\dot{\gamma}(a_j)|}
\] (4.23)

Let \( \tilde{\beta}_j(a_j) = (\beta_j(a_j), \pm \dot{u}) \in L(4, 1) \) for some \( \dot{u} \) normal to \( \beta_j(a_j) \), following lemma 1. We may choose

\[
\tilde{\beta}_{j+1}(a_j) = (\beta_{j+1}(a_j), \pm \dot{u}) \in \pi_1^{-1}(\beta_{j+1}(a_j))
\] (4.24)

\(^2\)We have used \( \lim_{t \to a_k^\pm} \frac{\gamma_j(t)}{|\gamma_j(t)|} = \lim_{t \to a_k^\pm} \frac{\gamma_j(t) - \gamma_j(a_k)}{|\gamma_j(t) - \gamma_j(a_k)|} = \pm \frac{\gamma_j(a_k)}{|\gamma_j(a_k)|} \).
This is a valid choice because $\hat{u}$ is normal to $\beta_{j+1}(a_j)$ (this follows from $\beta_{j+1}(a_j) = -\beta_j(a_j)$). It now follows that $\pi_2 \circ \beta_j(a_j) = \pi_2 \circ \beta_{j+1}(a_j) = \pm \hat{u} \in \mathbb{RP}^2$ and therefore, $\tilde{\gamma}_j$ and $\tilde{\gamma}_{j+1}$ can be attached continuously.

It remains to show that the lift $\tilde{\gamma}$ obtained by attaching $\pi \circ \tilde{\gamma}_j$ minimizes the Fubini-Study metric. It suffices to show this for the interior of each segment $\pi \circ \tilde{\gamma}_j$, which is contained in $L(4, 1) \times (0, 1)$. Consider $\tilde{\gamma}_j(t) = (r(t), \hat{v}(t), \pm \hat{u}(t))$ as a path in the set of all chords to a unit sphere, following lemma 2(c) and using the notation $(r, \hat{v}, \pm \hat{u})$ for a chord with center at $r$ and in direction $\hat{u}$. It follows from the construction of $\tilde{\gamma}_j$ that:

$$r(t) = |\gamma_j(t)|$$

$$\hat{v}(t) = \beta_j(t)$$

(4.25)

$r(t)$ and $\hat{v}(t)$ are determined by $|\gamma_j(t)|$ and $\beta_j(t)$ respectively. The key observation is that the horizontal lift $\tilde{\beta}_j$ minimizes the length under the induced round metric on $L(4, 1)$ (Eq. 4.12) among all lifts of $\beta_j$ [73], [77]. That is, $\hat{u}(t)$ is chosen so as to minimize the length of $\tilde{\beta}_j$ in $L(4, 1)$. From Eq. 4.12, it follows that $\dot{\hat{u}} \cdot \hat{u} = (\dot{\hat{v}} \cdot \hat{u})^2$ (here, $\dot{\hat{u}} = \frac{d\hat{u}}{dt}$). This is the condition for minimizing the length. From Eq. 4.19, it follows that the same condition minimizes the Fubini-Study length of $\tilde{\gamma}_j$ in $L(4, 1) \times (0, 1)$. Thus, $\tilde{\gamma}$ is a horizontal lift of $\gamma$. ■

We next demonstrate that the horizontal lift defined by minimizing the Fubini-Study metric is equivalent to the intuitive notion of parallel transport of ellipsoids inside $\mathbb{B}$. It is easier to use chords in $\mathbb{B}$, following lemma 2(c), instead of ellipsoids. Let $\psi$ be a quantum state vector represented by the chord $(r, \hat{v}, \pm \hat{u})$. Its spin vector is $\vec{S} = r\hat{v}$. We show that for every infinitesimal change $d\vec{S}$ of the spin vector, the corresponding intuitive parallel transport of the chord also minimizes the Fubini-Study metric. $d\vec{S}$ is a 3-dimensional vector and it can be written as a superposition of $\hat{v}$, $\hat{u}$ and $\hat{v} \times \hat{u}$. It suffices to consider the three cases where $d\vec{S}$ is parallel to the above mentioned three vectors separately. Let us begin
with the case \( d\vec{S} = |d\vec{S}|\hat{v} \) (Fig. 4.3 (a)). Intuitively, the chord should be moved radially, parallel to itself, i.e., after parallel transport, the new chord will be \((r + |d\vec{S}|, \hat{v}, \pm \hat{u})\). From Eq. 4.19, it follows that this is consistent with the minimization of the Fubini-Study metric.

When \( d\vec{S} \) is perpendicular to both \( \hat{v} \) and \( \hat{u} \), intuitively, the chord should be moved to \((r, \hat{v} + \frac{d\vec{S}}{r}, \pm \hat{u})\) — consistent with minimization of Fubini-Study metric (Fig. 4.3 (b)). Finally, when \( d\vec{S} \) is parallel to \( \hat{u} \), the chord should be parallel transported like a tangent line to the shell of radius \( r \). Using straightforward geometry, it follows that the new chord is \((r, \hat{v} + \frac{d\vec{S}}{r}, \pm (\hat{u} - \frac{|d\vec{S}|}{r} \hat{v}))\) (Fig. 4.3 (c)). This satisfies the correct minimization condition for the Fubini-Study metric, \( d\hat{u} \cdot d\hat{u} = (\hat{v} \cdot d\hat{u})^2 \).

Figure 4.3: Parallel transport. Horizontal lifts (i.e., parallel transports) are defined by minimizing the Fubini-Study metric on \( \mathbb{C}P^2 \), which turns out to be equivalent to the intuitive notion of parallel transport similar to tangent vectors. Quantum state vectors can be represented by chords inside \( \mathbb{B} \). The spin vector is given by the center of the chord. Corresponding to a change \( d\vec{S} \) in the spin vector, the chords can be parallel transported. (a) shows the parallel transport of the chord when \( d\vec{S} \) is parallel to \( \vec{S} \). (b) shows parallel transport of the chord when \( d\vec{S} \) is perpendicular to the chord and \( \vec{S} \). (c) shows the parallel transport when \( d\vec{S} \) is parallel to the chord.

Geometric phase was defined in the previous section as the operator \( R \in SO(3) \) such that \( \tilde{\gamma}(1) = D(R)\tilde{\gamma}(0) \) holds for all lifts \( \tilde{\gamma} \) of \( \gamma \). However, this operator is not unique — it has a two fold ambiguity because \( \tilde{\gamma}(0) \) has a non-trivial stabilizer in \( SO(3) \). For instance, when \( |\vec{S}| \neq 0 \), \( R_{\vec{S}}(\pi)\tilde{\gamma}(0) = \tilde{\gamma}(0) \). We now use the details of the construction of \( \tilde{\gamma} \) to clear this ambiguity and provide a rigorous definition of \( R \).
Corresponding to each segment $\beta_j$ in $S^2$, we define a vertical displacement $R_j \in SO(3)$ such that its lift satisfies $\tilde{\beta}_j(a_j) = R_j \tilde{\beta}_j(a_{j-1})$. Here, $\tilde{\beta}_j$ is considered a path in the space of tangent lines to a sphere and $R_j$ acts on the tangent lines as a rotation. To define $R_j$ uniquely, we note that $SO(3) \approx L(2, 1)$ is a double cover of $L(4, 1)$. As remarked earlier, $L(2, 1)$ is the space of all unit tangent vectors to a unit sphere. $\tilde{\beta}_j$ can be lifted to $L(2, 1)$, and the end points of this lift will define a unique $R_j \in SO(3)$. For example, if $\tilde{\beta}_j(t) = (\hat{v}(t), \pm \hat{u}(t))$, we may assume without loss of generality, that $(\hat{v}(t), \hat{u}(t))$ represents a continuous path in the space of all unit tangent vectors, i.e., in $L(2, 1)$. Indeed, this is a lift of $\tilde{\beta}_j$ in $L(2, 1)$. The only other lift is $(\hat{v}(t), -\hat{u}(t))$. Both of these lifts define the same, unique vertical displacement $R_j \in SO(3)$ with

$$R_j \hat{v}(a_{j-1}) = \hat{v}(a_j) \quad \text{and} \quad R_j \hat{u}(a_{j-1}) = \hat{u}(a_j) \quad (4.26)$$

Noting that $L(4, 1)$ is a $U(1)$ bundle over $S^2$, it is straightforward to show that this operator is independent of the choice of the first point, $\tilde{\beta}_j(a_{j-1})$ of the lift [73]. We now define the geometric phase as

$$R = R_{n+1}R_n \cdots R_1 \quad (4.27)$$

It follows that $\mathcal{D}(R)\tilde{\gamma}(0) = \tilde{\gamma}(1)$.

We end this section with an explicit formula to compute the horizontal lift in $\mathbb{C}P^2$ and the geometric phase of a given loop in $\mathbb{B}$. It suffices to compute $\tilde{\beta}_j$ and $R_j$ for each piece $\gamma_j$ of the loop. Assuming that $\beta_j = \hat{v}(t)$ for $t \in [a_j, a_{j+1}]$, we are to find a $\hat{u}(t)$ such that $(\hat{v}(t), \pm \hat{u}(t))$ is a horizontal lift of $\beta_j$ with a given initial point $\hat{u}(0)$. Using the minimization condition for Eq. 4.12 and $\hat{u}(t) \cdot \hat{v}(t) = 0$, it follows that $\hat{u}(t)$ is the solution to the differential equation with the given initial value:

$$\frac{d}{dt} \hat{u}(t) = -\left(\frac{d\hat{v}(t)}{dt} \cdot \hat{u}(t)\right) \hat{v}(t) \quad (4.28)$$
To find the geometric phase, we introduce $X : [a_j, a_{j+1}] \rightarrow SO(3)$ satisfying $\dot{u}(t) = X(t)\dot{u}(a_j)$, $\dot{v}(t) = X(t)\dot{v}(a_j)$ and $X(a_j) = 1$. The geometric phase will then be $R_j = X(a_{j+1})$. It is straightforward to see that $X(t)$ is the solution to the following initial value problem:

$$\frac{d}{dt}X(t) = \left(\frac{d\dot{v}(t)}{dt}\dot{v}(t)^T - \dot{v}(t)\frac{d\dot{v}(t)}{dt}^T\right)X$$

$$X(a_j) = 1$$

(4.29)

The above two equations, along with Eq. 4.18 provide a complete set of equations to compute the horizontal lift and the geometric phase for any loop in $B$.

Before proving theorem 2, we make a few remarks regarding the points on the boundary of $B$. The pre-image set of these points is trivial (Eq. 4.15). This implies that the corresponding quantum states can not carry any geometric phase information. Nevertheless, the definition of horizontal lifts and geometric phase given above are valid even for loops that visit the boundary of $B$.

To understand what the horizontal lift and geometric phases of the class of loops that visit the boundary of $B$ mean, we note that such loops can be pushed to the interior of $B$ through infinitesimal perturbations. It is straightforward to see that the horizontal lift (geometric phase) of such loops is indeed equal to the limit of the horizontal lift (geometric phase) of the perturbed loops. Therefore, although no geometric phase can be extracted physically from this particular class of loops, for the purpose of theoretical completeness, it is possible to consistently define a geometric phase for them.

4.5.2 Proof of Theorem 2

As shown in lemma 1, $L(4, 1)$ admits two $S^1$ bundle structures, namely, $\pi_1 : L(4, 1) \rightarrow S^2$ and $\pi_2 : L(4, 1) \rightarrow \mathbb{RP}^2$. Accordingly, loops in $S^2$ and loops in $\mathbb{RP}^2$ both have well-defined solid angles in terms of the respective $U(1)$ holonomies. The natural projection
from \( S^2 \) to \( \mathbb{RP}^2 \) preserves the solid angle. This is the core ingredient in the interpretation of the geometric phase and the proof of theorem 2. We prove this fact in lemma 3 and then proceed to prove theorem 2. We denote the natural projection map from \( S^2 \) to \( \mathbb{RP}^2 \) by \( p \).

**Lemma 3**: Let \( \beta \) be a piece-wise differentiable path in \( S^2 \) and \( p \circ \beta \) be its projection in \( \mathbb{RP}^2 \). The vertical displacements of the horizontal lifts of \( \beta \) and \( p \circ \beta \) in \( L(4, 1) \) are equal.

**Proof**: Let \( \beta(t) = \hat{v}(t) \) and let \( \tilde{\beta}(t) = (\hat{v}(t), \pm \hat{u}(t)) \) be its horizontal lift in \( L(4, 1) \). The projection of \( \beta \) in \( \mathbb{RP}^2 \) is \( p \circ \beta = \pm \hat{v}(t) \). We first show that the path obtained by interchanging the two vectors \( \hat{u} \) and \( \hat{v} \) in \( \tilde{\beta} \), i.e., \((\hat{u}(t), \pm \hat{v}(t))\), is a horizontal lift of \( p \circ \beta \) in \( L(4, 1) \).

From the condition \( \dot{\hat{u}}(t) \cdot \dot{\hat{v}}(t) = 0 \), it follows that \( \dot{\hat{u}}(t) \cdot \dot{\hat{v}}(t) + \hat{u}(t) \cdot \dot{\hat{v}}(t) = 0 \). Therefore, the paths \((\hat{v}(t), \pm \hat{u}(t))\) and \((\hat{u}(t), \pm \hat{v}(t))\) have the same length in \( L(4, 1) \) (see Eq. 4.12). Further, \((\hat{u}(t), \pm \hat{v}(t))\) is a lift of \( p \circ \beta \) because, \( \pi_2 \circ (\hat{u}(t), \pm \hat{v}(t)) = \pm \hat{v}(t) = p \circ \beta(t) \).

We show, by contradiction, that it is indeed a horizontal lift. If it is not a horizontal lift, let \((\hat{u}'(t), \pm \hat{v}(t))\) be the unique horizontal lift with the initial value \( \hat{u}'(0) = \hat{u}(0) \). It must have a shorter length than \((\hat{u}(t), \pm \hat{v}(t))\). It follows now that \((\hat{v}(t), \pm \hat{u}'(t))\) is a lift of \( \beta \) with a length shorter than \( \tilde{\beta}(t) = (\hat{v}(t), \pm \hat{u}(t)) \), and they have the same initial point i.e., \((\hat{v}(0), \pm \hat{u}'(0)) = (\hat{v}(0), \pm \hat{u}(0))\). This contradicts with the hypothesis that \( \tilde{\beta} \) is a horizontal lift.

Thus, \( p \circ \beta = (\hat{u}(t), \pm \hat{v}(t)) \) is a horizontal lift of \( p \circ \beta \). Let us now consider lifts of \( \tilde{\beta} \) and \( p \circ \beta \) in \( L(2, 1) \) i.e., \((\hat{v}(t), \hat{u}(t))\) and \((\hat{u}(t), \hat{v}(t))\) respectively. It is straightforward to see that the vertical displacements are identical and is given by the unique \( SO(3) \) operator \( V \) which satisfies \( V \hat{v}(0) = \hat{v}(1) \) and \( V \hat{u}(0) = \hat{u}(1) \).

We now return to prove theorem 2. Although the pieces \( \beta_j \) in \( S^2 \) cannot be attached continuously, their projections in \( \mathbb{RP}^2 \) can be attached continuously:

\[
p \circ \beta_j(a_j) = \pm \frac{\gamma(a_j)}{[\gamma(a_j)]} = p \circ \beta_{j+1}(a_j)
\]  

(4.30)
This follows from Eq. 4.20. Indeed, the path obtained by attaching the segments \( p \circ \beta_j \) in \( \mathbb{RP}^2 \) is \( \alpha \), the projection of \( \gamma \) defined in Eq. 4.4. From lemma 3, it follows that the vertical displacements of \( \beta_j \) and \( p \circ \beta_j \) are equal. Thus, the vertical displacement of \( \alpha \) is given by

\[
V = R_{n+1}R_n \cdots R_1
\]  

(4.31)

Where, \( R_j \) is the vertical displacement of \( \beta_j \). This is equal to the geometric phase of \( \gamma \), defined in Eq. 4.27.

### 4.6 Generalized Solid Angle

The notion of generalized solid angle was introduced through definition 3 in Section 4.4. In the following, we show that this generalized solid angle reduces to the standard solid angle for non-singular loops. Furthermore, we discuss the reasons why this definition is a meaningful generalization of solid angles for singular loops. In particular, we discuss the case when the projected path \( \alpha \) is open in \( \mathbb{RP}^2 \).

When \( \gamma \) is non-singular, its projection \( \alpha \) is necessarily closed. We consider the following three cases separately — (i) \( \gamma \) is non singular, (ii) \( \gamma \) is singular and \( \alpha \) is closed and (iii) \( \gamma \) is singular and \( \alpha \) is an open path.

For a non-singular loop, by definition \( |\gamma(t)| \neq 0 \) throughout. Therefore it comprises of only one piece, i.e., \( a_0 = 0 \) and \( a_1 = 1 \). The corresponding projected path in \( S^2 \), \( \beta = \frac{\gamma}{|\gamma|} \) is closed. From lemma 3 and the definition of the geometric phase given by Eq. 4.27, it follows that the geometric phase \( R \) of \( \gamma \) is a rotation about \( \beta(0) \) (or equivalently, about \( \alpha(0) \)) by an angle equal to the solid angle of \( \gamma \). This angle is obtained by the expression \( \cos^{-1}(\hat{k} \cdot R\hat{k}) \) for some unit vector \( \hat{k} \) normal to \( \alpha(0) \). Thus, the generalized solid angle is consistent with the standard solid angle for non-singular loops.

For a singular loop, the standard solid angle is not well-defined. However, if the projection \( \alpha \) is closed, i.e., \( \alpha(0) = \alpha(1) \), the geometric phase (i.e., the vertical displacement
Figure 4.4: **Generalized solid angle**: (a) shows a singular loop $\gamma_a$ (in blue) and the segments of its projection to $S^2$, $\beta_1$ and $\beta_2$ (in black). (b) shows the projection of $\gamma_a$ to $\mathbb{RP}^2$, $\alpha$. Every point in $\mathbb{RP}^2$ is a diameter of $S^2$ and therefore, $\alpha$ is obtained by mapping every point on $\gamma_a$ to the respective diameter of $\mathbb{B}$. The resulting cone is a loop in the space of diameters to $S^2$, i.e., in $\mathbb{RP}^2$. Thus, the cone represents $\alpha$ and the generalized solid angle of $\gamma_a$ is indeed equal to the solid angle of the cone.

The geometric phase ($R$) maps the fiber above $\alpha(0)$ to the fiber above $\alpha(1)$ in $L(4,1)$ to itself. Therefore, the angle of rotation about $\alpha(0)$ is well-defined and is the natural extension of solid angles to this case.

Finally, we consider the case where $\alpha$ is open. Fig. 4.1(b) shows one such example of a loop $\gamma$, whose projection is open in $\mathbb{RP}^2$. That is, $\gamma(0) = \gamma(1) = \vec{0}$ but $\pm \frac{\dot{\gamma}(0)}{\|\dot{\gamma}(0)\|} = \alpha(0) \neq \alpha(1) = \pm \frac{\dot{\gamma}(1)}{\|\dot{\gamma}(1)\|}$. Solid angles are well-defined for open paths in $S^2$ by closing them using a geodesic in [13], [12] (see also ref. [78] for an alternative formulation). We adopt a similar technique to define solid angles for open paths in $\mathbb{RP}^2$. The geometric phase ($R$) maps the fiber above $\alpha(0)$ to the fiber above $\alpha(1)$ in $L(4,1)$. Indeed, it can be written uniquely as a product of two rotations, one that takes $\alpha(0)$ to $\alpha(1)$ and another that rotates about $\alpha(1)$:

$$R = R_{\alpha(1)}(\Omega_2)R_{\hat{k}}(\Omega_1)$$

(4.32)

where $\hat{k}$ is a vector normal to $\alpha(0)$ and $\alpha(1)$ and $\Omega_1$ is the angle between $\alpha(0)$ and $\alpha(1)$. The natural definition of solid angle for such a path is $\Omega_2$, which is given by $\cos^{-1}(\hat{k} \cdot R\hat{k})$. 
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In this chapter, we describe our experimental system and the available control operations.

5.1 Our System and Hamiltonian

Our system is a BEC of $^{87}\text{Rb}$ atoms trapped and cooled in a dipole trap. The outer most electron of an $^{87}\text{Rb}$ atom has an orbital angular momentum of $l = 0$ and a spin of $s = 1/2$. The nuclear spin is $I = 3/2$. Therefore, the total angular momentum $F = I + s$ has two sets of spin eigenstates (i.e., coupled states) one with $F = 1$ and the other with $F = 2$. The hyperfine energy gap between these two is $E_{\text{HFS}} = 6.834682$ GHz, known as the clock transition.

In our experiment, the atoms remain confined to $F = 1$ level. When a magnetic field $B$ is applied in the $z$ direction, the Zeeman splitting within the hyperfine levels can be characterized using perturbation theory. Treating the magnetic field as a perturbation over the hyperfine splitting, we obtain

$$H = H_{\text{HFS}} + \mu_B B (g_I I_z + g_s S_z) \approx H_{\text{HFS}} + \mu_B B g_F F_z + \frac{(\mu_B B)^2}{\hbar E_{\text{HFS}}} F_z^2 \quad (5.1)$$

Here, the $g$’s are the landé-g factors. Since the condensate is dilute, we may assume that only 2-body collisions are significant. For $N$ atoms, the total Hamiltonian of the system is:

$$H = \sum_{i=1}^{N} \left( -\frac{\hbar^2}{2m} \nabla_i^2 + V_T(\vec{r}_i) \right) + \sum_{i \neq j} \delta(\vec{r}_i - \vec{r}_j) \vec{F}_i \cdot \vec{F}_j + p \sum_{i=1}^{N} F_{zi} + q \sum_{i=1}^{N} F_{zi}^2 \quad (5.2)$$

where, $p = \mu_B B g_F$ and $q = \frac{(\mu_B B)^2}{\hbar E_{\text{HFS}}}$. We have also assumed that the collision interaction
can be modeled using a Dirac-delta function potential.

Assuming that the atoms are cooled down sufficiently close to absolute zero, we may ignore any momentum mode excitation above the zero momentum mode. In other words, we may ignore the spatial part of the Hamiltonian by writing the collective quantum state of all atoms as \( \Psi(\vec{r}, t) = \phi(r)|\Psi\rangle \), where \( |\Psi\rangle \) is the collective spin state of all atoms. The Hamiltonian reduces to

\[
H = \tilde{c} \sum_{i=1}^{N} \vec{F}_i + pS_z + qQ_{zz} \tag{5.3}
\]

where, \( \vec{S} = \sum_{i=1}^{N} \vec{F}_i \) and \( Q_{zz} = \sum_{i=1}^{N} F_{2i}^2 \). And \( \tilde{c} = \frac{4\pi\hbar^2(a_2-a_0)}{3m} \int |\phi(\vec{r})|^4 d^3r \), with \( a_{2,0} \) being the scattering radii. The spin state of each atom is a 3-dimensional complex vector, since it is in \( F = 1 \) level. Therefore, the collective spin state of \( N \) atoms, \( |\Psi\rangle \) is a \( 3^N \) dimensional complex vector. Since the atoms are identical bosons in the same spatial mode, only those collective spin states which are symmetric under the exchange of atoms are permissible. The symmetric subspace of the \( 3^N \) dimensional space is an \( \frac{(N+1)(N+1)}{2} \) dimensional space. The set of common eigenstates of \( S_z \) and \( Q_{zz} \) is a basis of this space:

\[
\{|N_{-1}, N_0, N_{+1}) : N_{-1} + N_0 + N_{+1} = N\} \tag{5.4}
\]

The state \( |N_{-1}, N_0, N_{+1}\rangle \) is simultaneously an eigenstate of \( Q_{zz} \) as well as an eigenstate of \( S_z \) with eigenvalues \( N_{+1} + N_{-1} \) and \( N_{+1} - N_{-1} \) respectively. This state is obtained by symmetrization:

\[
|N_{-1}, N_0, N_{+1}\rangle = \{|-1, -1 \ldots, 0, 0 \ldots, +1, +1 \ldots\}_{sym} \tag{5.5}
\]

Another basis for the same space is the set of simultaneous eigenstates of \( S^2 \) and \( S_z \) :

\[
\{|S; m) : S \in \{N, N-2 \ldots \} \& m \in \{-S, -S+1 \ldots S\}\} \tag{5.6}
\]

\( |S; m\rangle \) is a simultaneous eigenstate of \( S_z \) and \( S^2 \) with eigenvalues \( m \) and \( S(S+1) \) respectively.
Figure 5.1: **Stern-Gerlach Measurement**: An example image of the atoms after a Stern-Gerlach separation. For a system of \( N \) atoms in a state \( \psi \) and \( \xi_0 = \langle 0|\psi \rangle \), \( \xi_{\pm 1} = \langle \pm 1|\psi \rangle \), the atoms numbers are expected to be \( N|\xi_{\pm 1}|^2 \) and \( N|\xi_0|^2 \).

These are the well known Dicke states.

### 5.2 State Preparation and Stern-Gerlach Measurements

The ultracold cloud can be prepared in the \( |0\rangle \) state, that is, the \( m = 0 \) Zeeman sub level of the \( F = 1 \) manifold, or in the \( |-1\rangle \) state, by using a magnetic field gradient during the evaporative cooling.

Under a sufficiently strong field gradient, \( m = 0 \) would be the ground state of the system and the atoms would all cool down to this state. In this experiment, we initiate every experimental shot with the ultracold cloud prepared in the \( |0\rangle \) state. The magnetic field gradient is produced by a pair of coils in an anti-Helmholtz configuration, which we refer to as the gradient coils.

The atom cloud is imaged using a fluorescence imaging technique [79]. The number of atoms in the cloud can be estimated from the counts recorded on the camera sensor.

The predominant measurement technique used in our experiment is a Stern-Gerlach measurement. The gradient coils are switched on again, at the end of the experiment, during the time of flight, when the optical trap is turned off and the atoms let to fall freely under gravity for a duration of about 20 ms. The gradient field separates the cloud into three spatially resolved clouds, consisting of those atoms that collapsed into the \( |\pm\rangle \) and
|0⟩ states respectively. The fluorescence image would then have three well resolved clouds, and we can estimate the atom number in each of them. For a system of \(N\) atoms in a state \(\psi\), such a measurement would result in the three numbers \(N|\langle \pm 1 |\psi \rangle|^2\) and \(N|\langle 0 |\psi \rangle|^2\). In the next section, we summarize the control operations on the atoms.

5.3 Controlling the Spin of Rubidium Atoms

We use the \(F = 1\) hyperfine level of \(^{87}\)Rb atoms as the spin−1 system to observe this geometric phase. In order to induce a loop inside the Bloch sphere, one has to be able to arbitrarily control the spin vector of a spin−1 system. An arbitrary control entails an arbitrary rotation of the spin vector and an arbitrary resizing of the spin vector. In the next two sections, we describe the experimental techniques used to control the spin of \(^{87}\)Rb atoms and provide experimental data to illustrate them, together with the effects of decoherence. We also discuss some of the techniques used to measure and control the ambient magnetic field in the system.

5.3.1 Rotating the Spin Vector

The Zeeman splitting of the \(F = 1\) manifold of \(^{87}\)Rb atoms is 702.4 Hz/mG. As a result, magnetic fields as small as 1 mG can have an observable effect on the system within the timescale of 1 ms. Therefore, to suppress the effect of small magnetic fields in random direction produced by eddy currents during the experiment, we always have a sufficiently large ambient magnetic field during the experiment. In the experiment observing geometric phases, we use an ambient field of 20 mG in the \(z\)−direction. In section − we show how the ambient field is measured and controlled to a precision of < 1 mG.

At 20 mG field, the Larmor frequency is 14 kHz. Therefore, the quantum state of the system is always rotating about the \(z\)−axis at 14 kHz. All of our experiments are done in a frame rotating along with the quantum state. The spin vector can be rotated about an axis in the \(x − y\) plane using a magnetic field oscillating at 14 kHz, also known as an \(RF\) magnetic
Figure 5.2: **Breakdown of RWA:** Owing to the small bias field, the Larmor rate is comparable to the RF rabi rate. In the rotating wave approximation is not valid in such a regime [80]. The above data shows an RF rabi under a broken RWA. The solid curve is a fit of the data to the exact solution of the Schrödinger equation, without using the RWA.
Figure 5.3: The “OD” system of coils: The two coils arranged in an OD format driven out of phase can produce a rotating magnetic field. The “O” coil produces a field parallel to its axis, and the straight part of the “D” coil produces a field in the orthogonal direction. When they are driven out of phase and the current amplitude is adjusted so as to produce fields of equal magnitude, the set up produces a rotating magnetic field.

field, under the rotating wave approximation (RWA). However, the validity of RWA rests on the assumption that the RF rabi rate, i.e., the strength of the magnetic field is much smaller than the Larmor rate [80]. However, with a field of 20 mG and a Larmor rate of 14 kHz, we would not be satisfying this criterion. Therefore, the our working regime is in the broken RWA, as also suggested by the data shown in Fig. 5.2.

Starting with a pure ultracold cloud prepared in the $m = 0$ Zeeman sublevel of the $F = 1$ manifold, an oscillating field was pulsed on with an ambient field of 20 mG, followed by a measurement of the atom population in $m = 0$ level using the Stern-Gerlach setup. The Larmor rate in this data was $\omega_L = 14$ kHz and the RF Rabi rate, i.e., the strength of the oscillating field was $\Omega \approx 10$ kHz. Thus, the ratio $\frac{\Omega}{\omega_L}$ is too large for the RWA to be valid [81, 82].

In order to fix the broken RWA, we introduced a second magnetic field, also oscillating
Figure 5.4: **RF Rabi from the OD coils**: The Rabi oscillations induced by a rotating magnetic field produced by the OD coils at 20 mG ambient field. The red data set shows the population in $m = 0$ Zeeman sub level. The green and the blue data sets are the populations in the $m = \pm 1$ Zeeman sub levels. The two coils were driven at 15 kHz out of phase, with peak-to-peak amplitudes 5V and 3V respectively, so as to balance the amplitudes of the produced fields. The scale on the x-axis is $\mu$s.

at 14 kHz, but out of phase with the first rotating field and orthogonal to it. When the two oscillating fields have the same strength, together, they produce a rotating magnetic field. Using a system of two coils, which we refer to as an “OD” system of coils (Fig. 5.3). Fig. 5.4 shows data set taken at 20 mG ambient field, with a rotating magnetic field generated by the OD coils.

The axis about which the spin vector of the atoms is rotated is determined by the initial phase of the two oscillating fields. The angle of rotation is determined by the pulse length. Therefore, such a rotating field can be used to rotate the system about any axis in the $x - y$ plane by any angle. This set of rotations generate $SO(3)$ (see appendix). Thus, the spin vector can be arbitrarily rotated using this technique.
Figure 5.5: **RF Spectrum**: An experimentally obtained data set of the RF spectrum using the OD coils at an ambient field of 40 mG. The solid curve is the best fit. The fit parameters are indicated in the inset. The parameters are $\omega_0$ (kHz), $\Omega$ (kHz), a background offset and $T$ $(1/\pi$ ms) respectively.

The same OD system of coils can be used to measure an RF spectrum. By fixing the pulse length of the rotating field to the value that corresponds to a $\pi$ rotation and varying the frequency of the rotating field, followed by a Stern-Gerlach measurement of the spin populations, we obtain an RF spectrum. Theoretically, the spin$-1$ RF spectrum is described by:

$$\rho_0 = \left(1 - \frac{\Omega^2}{\Omega^2 + (\omega_0 - \omega)^2}\left(1 - \cos\left(T\sqrt{\Omega^2 + (\omega_0 - \omega)^2}\right)\right)\right)^2$$  \hspace{1cm} (5.7)

Here, $\rho_0$ is the population of the $m = 0$ Zeeman sublevel. $\Omega$ is the strength of the rotating magnetic field. $\omega_0$ is the Larmor frequency corresponding to the ambient magnetic field, i.e., the resonant frequency. $\omega$ is the frequency of the rotating field and $T$ is the pulse length. See appendix for a derivation of this expression. Fig. 5.5 shows an example data set of the RF spectrum.
5.3.2 Resizing the Spin Vector

In this section we describe the theory and the experimental technique used to resize the spin vector. The basic idea behind resizing the spin vector is that changing the phase of \( m = 0 \) state relative to \( m = \pm 1 \). For instance, the spin vector of a nematic state, can be advanced by advancing the phase of of \( m = 0 \) state relative to \( m = \pm 1 \). A typical nematic state can be written as 

\[
\psi = e^{i\phi} \sqrt{2} \sin \theta |+1\rangle + \cos \theta |0\rangle - e^{-i\phi} \sqrt{2} \sin \theta |-1\rangle.
\]

The spin vector this state is \( \vec{S} = (0, 0, 0) \). If the \( |0\rangle \) is subjected to a phase shift of \( \alpha \) relative to \( |\pm 1\rangle \), the state would then be 

\[
\psi = e^{i\phi} \sqrt{2} \sin \theta |+1\rangle + e^{i\alpha} \cos \theta |0\rangle - e^{-i\phi} \sqrt{2} \sin \theta |-1\rangle
\]

and its spin vector would be \( \vec{S} = (\sin \alpha \sin 2\theta \cos \phi, \sin \alpha \sin 2\theta \sin \phi, 0) \). It has a length \( \sin 2\theta \sin \alpha \).

Therefore, the length of the spin vector of nematic states can be advanced by inducing a phase shift on the \( m = 0 \) component of the spin vector. A detuned microwave transition between \( |F = 1, m = 0\rangle \) and \( |F = 2, m = 0\rangle \) can be used to induce such a phase shift. A microwave \( \pi \) pulse with a detuning \( \delta \) and microwave Rabi rate \( \Omega \) induced a phase shift of

\[
\alpha = \pi \left( 1 + \frac{\delta}{\sqrt{\delta^2 + \Omega^2}} \right)
\]

(5.8)

The angle \( \theta \) in the above mentioned state \( \psi \) is essentially the angle of RF rotation of the state \( |0\rangle \), in which we initiate our ultracold cloud. The length of the spin vector can be controlled using this angle and the detuning of the microwave. In the next section, we show a typical dataset, illustrating the resizing of the spin vector.

5.3.3 Measuring the Larmor Rotation

A non-zero spin vector in the \( x - y \) plane can be measuring by rotating it up to the \( z \)-axis and measuring the magnetization in the \( z \)-axis. However, the spin vector in the \( x - y \) plane is always rotating at the Larmor frequency. Therefore, one needs a Ramsey sequence to measure the Larmor rotation of the spin vector about the \( z \)-axis. Below is a typical Ramsey protocol that we use to observe the Larmor rotation and demonstrate the resizing
of the spin vector.

1. Start with a purified the ultracold cloud in which all atoms are in the state \( \psi_1 = |0\rangle \).

2. Apply an RF pulse corresponding to a rotation by \( \theta \). This changes the state of the atoms to \( \psi_2 = \frac{e^{-i\omega_L T}}{\sqrt{2}} \sin \theta |1\rangle + \cos \theta |0\rangle - \frac{e^{i\omega_L T}}{\sqrt{2}} \sin \theta |-1\rangle \), in the lab frame. Here, \( \omega_L \) is the Larmor frequency.

3. Apply a microwave \( \pi \) pulse, detuned such that it induces a phase shift of \( \alpha = \pi/2 \) to the \( |0\rangle \) state. The state of the atoms would then be \( \psi_3 = \frac{e^{-i\omega_L T}}{\sqrt{2}} \sin \theta |1\rangle + i \cos \theta |0\rangle - \frac{e^{i\omega_L T}}{\sqrt{2}} \sin \theta |-1\rangle \). This corresponds to a spin vector of length \( \sin 2\theta \).

4. Let the system Larmor precess for a duration \( T \) (Ramsey wait time).

5. Apply an RF pulse corresponding to a rotation by \( \pi/2 \).

6. Stern-Gerlach measurement, extracting the magnetization in the \( z \)-direction.

This protocol applied with a varying Ramsey wait time (\( T \)) would produce an oscillating magnetization in the \( z \)-direction. The data is expected to be described by

\[
\langle S_z \rangle (T) = \sin 2\theta \cos (\omega_L T + \phi) \tag{5.9}
\]

By varying \( T \) and fitting the resulting data to the above function, we recover the length \( \sin 2\theta \) of the spin vector and the Larmor frequency \( \omega_L \). Fig. 5.6 shows a typical data set obtained at a 20 mG ambient field, for various values of \( \theta \).

This illustrates the technique used to resize the spin vector. In the next section, we describe how the ambient field is measured.

### 5.4 Magnetic Field Measurements

In this section, we describe the theory behind measurement of the ambient magnetic field. We show a typical experimental data taken during the process of magnetic field measure-
Figure 5.6: **Larmor Rotation**: Four data sets obtained through a Ramsey sequence discussed above. The amplitude of the oscillation of $\langle S_z \rangle$ is related to the initial tilt angle. The data sets in the four different colors correspond to four different tilt angles, $\theta = \pi/16, \pi/12, \pi/6$ and $\pi/4$. 
ment.

The hyperfine splitting between the \( |F = 1, m = 0 \rangle \) and the \( |F = 2, m = 0 \rangle \) is magnetically insensitive and is equal to \( \Delta_0 = 6.834682 \) GHz. They are also known as the clock states. The gap between \( |F = 1, m = 0 \rangle \) and the \( |F = 2, m = +1 \rangle \), however, is magnetically sensitive and is given by \( \Delta_0 - |B| \times 702.4 \), where \( |B| = \sqrt{B_x^2 + B_y^2 + B_z^2} \) is the magnitude of the ambient field \( B = (B_x, B_y, B_z) \) in mG and the 702.4 corresponds to the Zeeman splitting, 702.4 Hz/mG. By measuring a spectrum for this transition, we can obtain the magnitude of the ambient field, but not the direction. The analytical form of the spectrum is

\[
\rho_{+1}(\omega) = \Omega^2 \left( \frac{\sin \left( T \sqrt{\Omega^2 + (\omega - \omega_0)^2} \right)}{\sqrt{\Omega^2 + (\omega - \omega_0)^2}} \right)^2 (5.10)
\]

Here, \( T \) is the microwave pulse length, \( \Omega \) is the microwave Rabi rate, \( \omega_0 = |B| \times 702.4 \) is the resonant detuning and \( \omega \) is the applied detuning. \( \rho_+ \) is the population fraction in \( |F = 2, m = +1 \rangle \), measured using a Stern-Gerlach.

An ambient field is the result of several sources of magnetic field such as the earth’s field, various coils in the experimental set up, eddy currents, etc. In order to compensate for the ambient field, and to be able to apply any desired ambient field, we use a system of three pairs of Helmholtz coils which we refer to as trim coils, arranged along three orthogonal axes. By controlling the current running through these coils, we measure and manipulate the ambient magnetic field. In the next two sections, we detail how the magnetic field and its noise are measured.

### 5.4.1 Microwave Spectroscopy

The current running through the trim coils is controlled by an analog control channel. The current is linear in the voltage set at the control channel. The magnetic field produced by the trim coil is also linear in the current running through them. Therefore, the three control voltages, \( v_x, v_y, v_z \) linearly control the ambient magnetic field. Let us assume that the linear
conversion factors are $\alpha_x$, $\alpha_y$ and $\alpha_z$. These factors are to be experimentally determined.

As we mentioned before, using a microwave spectrum we can obtain the magnitude of the ambient field, but not the direction. In order to obtain the direction, we measure the magnitude of the ambient field with three different known offsets, applied by the three trim coils. We can determine all the three components of the ambient field this way. Quantitatively, if the ambient field is $B = (B_x, B_y, B_z)$ and a control voltage $v_x$ is applied on the $x-$trim coil, the net field would be $B' = (B_x + \alpha_x v_x, B_y, B_z)$. The microwave spectrum corresponding to this setting would return a resonance peak at the magnitude of this net field. That is, the microwave resonance, $\omega_0$ would be given by

$$\omega_0^2(v_x) = (v_x^2 \alpha_x^2 + 2\alpha_x v_x B_x + B_x^2 + B_y^2 + B_z^2) \times 702.4^2$$ (5.11)

Note that this function is quadratic in $v_x$, which is a control parameter. The coefficients $\alpha_x$, $B_x$ and $B_y^2 + B_z^2$ can be obtained by varying $v_x$ and fitting the obtained resonant frequencies to a parabola. By repeating this process, we can extract $B_y$ and $B_z$.

Below, we illustrate this idea with an example experimental data set. Fig. 5.7 shows a set of spectra and the corresponding fit functions. Fig. 5.8 shows the corresponding parabolic fit.

Using the same technique, we measure the other two components of the magnetic field and the corresponding conversion factors $\alpha_x$ and $\alpha_y$. Using these parameters, we can apply any magnetic field of our choice.
Figure 5.7: **Microwave Spectra**: A typical set of microwave spectra taken during a measurement of the $z$-component of the magnetic field. The four data sets correspond to four different values of $v_z$. The data is fit to Eq. 5.10 and the resonance peak is obtained.
Figure 5.8: **Measuring the magnetic field:** A typical data set of the resonance peaks for various values of $v_z$, obtained from the fits shown in Fig. 5.7. The solid curve is fit function of the form Eq. 5.11. The fit parameters are shown in the inset. The four parameters are $\alpha_z$, $B_z$, $-B_z/\alpha_z$ and $\sqrt{B_x^2 + B_y^2}$ in that order.
CHAPTER 6
OUR EXPERIMENT

In this chapter, we describe the experiment observing the non-Abelian geometric phases of singular loops. The material in this chapter is also available in ref. [61]. We begin with a discussion of the loops that we induce in the lab, and their geometric phase properties. Following which, we describe how these loops are induced in the lab, using the techniques outlined in chapter 5. Finally, we present the observed data.

6.1 The Loops Induced in the Lab

As discussed in chapter 4, the most non-trivial properties of our geometric phase are displayed by singular loops, i.e., those that pass through the center of the Bloch sphere. In particular, their geometric phase is non-Abelian. Accordingly, we choose a set of singular loops that are also easy to induce in the lab. Fig. 6.1 shows the set of loops that we induce in the lab. They all start and end at the center. And they are formed out of radial segments and arcs, and are therefore easy to induce in the lab with our control operations.

Before proceeding to describe the experimental sequence, we detail the geometric phase, generalized solid angle and their derivation for these loops. Recall that parallel transport of the ellipsoid (or the chord) along $\vec{S}(t)$ is a loop in the space of quantum states, which we may write $\psi(t) \equiv (\vec{S}, \pm \hat{u}(t))$, where, $\hat{u}(t)$ is a unit vector in space chosen such that it is always normal to $\vec{S}$ and the length of $\psi(t)$ under the Fubini-Study metric is minimized. This is described by the following differential equation on $\hat{u}(t)$, as described in Chapter 3:

$$\frac{d}{dt} \hat{u}(t) = - \left( \frac{d}{dt} \frac{\vec{S}(t)}{|\vec{S}(t)|} \cdot \hat{u}(t) \right) \frac{\vec{S}(t)}{|\vec{S}(t)|}$$

(6.1)

The corresponding geometric phase, i.e., the $SO(3)$ operator $R$ is the solution to the
Figure 6.1: **Singular Loops Induced in the Lab:** (a) shows a set of loops that start and end at the center of the Bloch sphere. These are the loops we induce in the lab. (b) shows the orientations of an ellipsoid at the center before and after parallel transport along one of these loops. Note that the ellipsoid degenerates into a disk at the center of the Bloch sphere.

The following differential equation.

\[
\frac{d}{dt} X(t) = \left( \frac{d\hat{v}(t)}{dt} \hat{v}(t)^T - \hat{v}(t) \frac{d\hat{v}(t)^T}{dt} \right) X
\]

\[X(0) = 1\tag{6.2}\]

As in chapter 3, \(X(t)\) is a path in \(SO(3)\) and \(\frac{\hat{S}(t)}{|\hat{S}(t)|} = \hat{v}(t)\). The solution to this equation provides \(X(t)\) and, the geometric phase of \(\hat{S}(t)\) is given by \(R = X(t_{final})\). Finally, the generalized solid angle is given by \(\cos^{-1}\left(\hat{k} \cdot R\hat{k}\right)\), where \(\hat{k}\) is some vector normal to both \(\hat{v}(0)\) and \(\hat{v}(t_{final})\).

Assuming that the loop goes out up to a radius \(r\) and with the parameter \(t_{final} = 1\) it can
be parametrized as:

\[
\vec{S}(t) = \begin{cases} 
(4rt, 0, 0) : 0 \leq t \leq 1/4 \\
(r \cos(2 \pi (t - 1/4)), 0, r \sin(2 \pi (t - 1/4))) : \\
1/4 \leq t \leq 1/2 \\
(r \sin \phi \sin(2 \pi (t - 1/2)), r \cos \phi \sin(2 \pi (t - 1/2)), \\
r \cos(2 \pi (t - 1/2))) : 1/2 \leq t \leq 3/4 \\
(0, 4r(1 - t), 0) : 3/4 \leq t \leq 1
\end{cases}
\]

It is convenient to calculate \(\hat{v}(t) = \frac{\vec{S}(t)}{|\vec{S}(t)|} :\)

\[
\hat{v}(t) = \begin{cases} 
(1, 0, 0) : 0 \leq t \leq 1/4 \\
(\cos(2 \pi (t - 1/4)), 0, \sin(2 \pi (t - 1/4))) : 1/4 \leq t \leq 1/2 \\
(\sin \phi \sin(2 \pi (t - 1/2)), \cos \phi \sin(2 \pi (t - 1/2)), \\
\cos(2 \pi (t - 1/2))) : 1/2 \leq t \leq 3/4 \\
(0, 1, 0) : 3/4 \leq t \leq 1
\end{cases}
\]

The solution to Eq. 6.2 are:

\[
X(t) = \begin{cases} 
1 : 0 \leq t \leq 1/4 \\
R_y(-2 \pi (t - 1/4)) : 1/4 \leq t \leq 1/2 \\
R_z(\phi - \pi/2)R_z(-2 \pi (t - 1/2))R_z(\pi/2 - \phi)R_y(-\pi/2) : \\
1/2 \leq t \leq 3/4 \\
R_z(\phi)R_x(-\phi) : 3/4 \leq t \leq 1
\end{cases}
\]
The geometric phase is \( R = X(1) = R_z(\phi)R_x(-\phi) \). Explicitly, this is a \( 3 \times 3 \) matrix:

\[
R = \begin{pmatrix}
\cos \phi & \sin \phi \cos \phi & 0 \\
-\sin \phi & \cos^2 \phi & -\sin \phi \cos \phi \\
0 & \sin \phi & \cos \phi
\end{pmatrix}
\]  

(6.3)

The generalized solid angle is obtained using \( \hat{k} = \hat{z} \) (this is the only choice, normal to both \( \hat{v}(0) \) and \( \hat{v}(1) \)), \( \cos^{-1}(\hat{z} \cdot R \hat{z}) = \phi \).

6.2 Geometric Phase Shift and Amplitude Shift

The geometric phase, \( R \) acts on the ellipsoid at the center and changes its orientation. The ellipsoid undergoes this transformation in orientation, after it is parallel transported long one of these loops. Recall that the ellipsoid degenerates into a disk at the center of the Bloch sphere (see Fig. 6.1 (b)). Thus, in order to observe this geometric phase, we need to measure the change in orientation of the disk. Two angular parameters — the azimuthal angle of the tilted disk, and the tilt angle of the disk with respect to the \( x - y \) plane characterize the orientation of the disk. Owing to the ambient field, which is set at 20 mG for this experiment, as described in chapter 5, the disk is always spinning at 14 kHz about the \( z \)-axis. Therefore, as the tilted disk spins, the uncertainty in \( S_x \), i.e., \( \langle S_x^2 \rangle \) oscillates at twice the Larmor frequency. The amplitude of this oscillation represents the tilt angle of the disk and the phase of this oscillation represents the azimuthal angle of this disk in the rotating frame.

Quantitatively, a disk with a tilt angle \( \theta_{\text{tilt}} \) and an azimuthal angle \( \xi \) is represented by the quantum state vector 
\[
|\psi\rangle = \frac{e^{-i(\omega_L t + \xi)}}{\sqrt{2}} \sin \theta_{\text{tilt}} |+1\rangle + \cos \theta_{\text{tilt}} |0\rangle - \frac{e^{i(\omega_L t + \xi)}}{\sqrt{2}} \sin \theta_{\text{tilt}} |-1\rangle
\]

in the lab frame. Here, \( \omega_L \) is the Larmor frequency. The expectation value \( \langle S_x^2 \rangle \) for this
Figure 6.2: **Amplitude and Phase Shifts:** The blue curve shows the Larmor oscillation of $\langle S_x^2 \rangle$ (see Eq. 6.4), for some orientation of the disk. The red curve shows the Larmor oscillation of $\langle S_y^2 \rangle$, for the same disk, after being parallel transported along one of the loops that we induce. The change in the orientation of the disk (see Fig. 6.1(b)) manifests as a phase shift and an amplitude shift.

The state is

$$\langle S_x^2 \rangle(t) = \frac{1 + \cos^2 \theta_{\text{tilt}}}{2} - \frac{\sin^2 \theta_{\text{tilt}}}{2} \cos(2\omega_L t + 2\xi)$$  \hspace{1cm} (6.4)$$

The amplitude of this oscillation provides information about the tilt angle $\theta_{\text{tilt}}$ and the phase provides information about the azimuthal angle of the disk. In the geometric phase experiment, we are concerned with the change in these two angles, or equivalently, a shift in the amplitude and the phase of this oscillation. In the next section, we detail the experimental sequence and the data, observing the phase shift and the amplitude shift.

### 6.3 The Experiment and Data

We begin with an ultracold cloud prepared in the $|0\rangle$ state, as described in chapter 5. This is represented by a disk sitting flat at the center of the Bloch sphere. We then introduce a tilt angle, $\theta_{\text{tilt}}$ to the disk, by applying an RF field with a pulse length corresponding to a rotation by $\theta_{\text{tilt}}$. This is the initial state in the loop. We follow this up with a transport
of the spin vector along one of the loops shown in Fig. 6.1, using a sequence of RF and microwave pulses, illustrated in Fig. 6.3. Finally, after the spin vector has been brought back to the center, we allow the final disk to precess around for a duration $T$ and then we measure $S^2_x$ by applying an additional RF pulse that rotates the $x$ axis to the $z$ axis, followed by a Stern-Gerlach measurement, that reveals $S^2_z$, which is equivalent to $S^2_x$ before the final RF rotation.

We repeat this sequence for various $T$ and obtain the Larmor oscillation of $S^2_x$ and we refer to this data as “total phase data”. In order to obtain the geometric phase shift and the amplitude shift, we need to compare this Larmor oscillation with that of a disk that has not been parallel transported along the loop. This would be second data set as “dynamical phase data”. We use these two data sets to study the phase shift and the amplitude shift arising due to geometric phases. In the next two sections, we provide details of these two experiments.

6.3.1 Geometric Phase Shift

From Eq. 6.3, it follows that the geometric phase shift depends on $\phi$, the angle included in the loop (Fig. 6.1(a)). In order to experimentally observe the phase shift for various values of $\phi$, we set the tilt angle $\theta_{\text{tilt}}$ to $\pi/4$ and take data sets for six values of $\phi$, \{0, $\pi/6$, $\pi/3$, $\pi/2$, $2\pi/3$, $5\pi/6$\}. For each of these tilt angles, we obtain two Larmor precession data sets — one for dynamical phase, without inducing the full loop and the other for geometric phase. We then obtain fit functions of the form $A \cos(\omega_L t + \xi) + B$ with parameters $A, \omega, \xi$ and $B$. The difference between the fit parameter values of $\xi$ for the dynamical and the geometrical phase data sets is the geometric phase shift corresponding to the angle $\phi$. We repeat this process for all the six angles and then compare the dependency of the phase shift with $\phi$. Theoretically, the geometric phase shift is expected to be $2\phi$. Fig. 6.4 – 6.9 show the data and fit for the six values of $\phi$. Fig. 6.10 shows the comparison between theory and experiment, of the dependence of the phase shift on $\phi$. 
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Figure 6.3: **The Experimental Sequence**: The system is prepared in the state \(|0\rangle\), represented by a disk sitting flat at the center of the Bloch sphere (1 in the above figure). We use an RF pulse to tilt the disk by a desired angle. Images 2 through 6 illustrate the induction of a loop using a sequence of RF and microwave pulses. Finally a measurement of \(S^2_x\) is made using a combination of RF and Stern-Gerlach separation.
Figure 6.4: Geometric Phase Shift: $\phi = 0$

Figure 6.5: Geometric Phase Shift: $\phi = \frac{\pi}{6}$
Figure 6.6: Geometric Phase Shift: $\phi = \frac{\pi}{3}$

Figure 6.7: Geometric Phase Shift: $\phi = \frac{\pi}{2}$
Figure 6.8: Geometric Phase Shift: $\phi = \frac{2\pi}{3}$

Figure 6.9: Geometric Phase Shift: $\phi = \frac{5\pi}{6}$
Figure 6.10: Geometric Phase Shift: The geometric phase shift for different values of the coverage angle ($\phi$). The continuous line shows the theoretical geometric phase shift, i.e., $2\phi$. The inset shows the loops corresponding to the different values of $\phi$ used in the experiment.
6.3.2 Geometric Amplitude Shift

It follows from Eq. 6.3 that the amplitude shift depends on $\theta_{\text{tilt}}$. Therefore, in order to observe the geometric amplitude shift, we fix the angle $\phi$ to $\pi/4$, that is, we choose one of the loops shown in Fig. 6.1(a). We then choose five different values of $\theta_{\text{tilt}}$, \{\pi/12, \pi/6, \pi/4, \pi/3, 5\pi/12\}, and obtain the two data sets for Larmor precession for each of these tilt angles, similar to the previous case. This time however, we compare the fit parameter $A$, that corresponds to the amplitude of the two two data sets. The difference between the two amplitudes is the amplitude shift. We then obtain the amplitude shift for all of the five angles $\theta_{\text{tilt}}$. We compare the dependence of the amplitude shift with the theoretical expression $-\frac{1}{2} \cos 2\theta_{\text{tilt}}$. Fig. 6.11 – 6.15 show the data and fit for the five values of $\theta_{\text{tilt}}$. Fig. 6.16 shows the comparison between theory and experiment, of the dependence of the amplitude shift on $\theta_{\text{tilt}}$. 

Figure 6.11: Geometric Amplitude Shift: $\theta_{\text{tilt}} = \pi/12$. 

\[ S^2(x) \]
Figure 6.12: Geometric Amplitude Shift: $\theta_{\text{tilt}} = \pi/6$.

Figure 6.13: Geometric Amplitude Shift: $\theta_{\text{tilt}} = \pi/4$. 
Figure 6.14: Geometric Amplitude Shift: $\theta_{\text{tilt}} = \pi/3$.

Figure 6.15: Geometric Amplitude Shift: $\theta_{\text{tilt}} = 5\pi/12$. 
Figure 6.16: **Geometric Amplitude Shift**: A comparison with theory of the experimentally observed geometric amplitude shifts. The theoretical value of this amplitude shift is $\frac{1}{2} \cos 2\theta_{\text{tilt}}$ (continuous curve). The triangular markers show the experimentally observed amplitude shifts for different tilt angles. The inset shows the geometric phase shifts for these five tilt angles and the continuous line shows the corresponding theoretical value, i.e., $\pi$. The bottom inset shows the disks (magnified) at the starting point with different tilt angles used in the experiment.
In this chapter, we theoretically develop a technique that uses only microwave/lasers to induce an arbitrary unitary operator upon a spin$^{-1}$ quantum system. We further show that this technique can be used to implement an arbitrary projection valued measurement on a spin$^{-1}$ quantum system. Arbitrary PVM can be used to design a single shot tomography, i.e., a tomography of the spin$^{-1}$ atom cloud that does not need reloading of the atoms for additional measurements. Single shot tomography can be used to study the robustness of topologically protected states. This technique can be implemented in a BEC with the existing technology. The core idea behind this technique is a generalization of the well known $\Lambda$ transitions for two level atoms. We begin with an overview of the latter in the next section and develop the theory behind the technique in the following sections.

7.1 Lambda Transitions

The lie group $SU(2)$ is the set of unitary control operations on a two level system. An arbitrary $SU(2)$ operator can be induced on a two level atom using the so called $\Lambda$ transition, which employs a third excited state. Let us assume that the two levels are $|g_1\rangle$ and $|g_2\rangle$ and the third level is $|e\rangle$. We denote the energy gaps between $|g_i\rangle$ and $|e\rangle$ by $\omega_i$ for $i = 1, 2$. A $\Lambda$ transition is a pair of coherently oscillating fields that couple $|e\rangle$ with $|g_1\rangle$ and $|g_2\rangle$, with the relative strengths, relative phase and detuning of the two fields designed so as to induce a given unitary $U \in SU(2)$ on the subspace spanned by \{\ket{g_1}, \ket{g_2}\}. Any unitary can be induced by choosing the appropriate strengths and frequencies of the oscillating fields. To prove this, we begin by solving the Schrödinger equation for the system and obtaining the unitary operator corresponding to the time evolution. The Hamiltonian of the atom, with
two oscillating fields is

\[
H = \begin{pmatrix}
0 & 0 & 0 \\
0 & -\omega_1 & 0 \\
0 & 0 & -\omega_2
\end{pmatrix}
+ \begin{pmatrix}
0 & \frac{1}{2} \Omega_1 e^{-i\omega'_1 t} & \frac{1}{2} \Omega_2 e^{-i\omega'_2 t} \\
\frac{1}{2} \Omega_1^* e^{i\omega'_1 t} & 0 & 0 \\
\frac{1}{2} \Omega_2^* e^{i\omega'_2 t} & 0 & 0
\end{pmatrix}
\tag{7.1}
\]

Where, \(\Omega_i\) are the complex amplitudes of the two fields, and \(\omega'_i\) are their frequencies. Note that the second term in the above Hamiltonian can be written as

\[
\begin{pmatrix}
0 & \frac{1}{2} \Omega_1 e^{-i\omega'_1 t} & \frac{1}{2} \Omega_2 e^{-i\omega'_2 t} \\
\frac{1}{2} \Omega_1^* e^{i\omega'_1 t} & 0 & 0 \\
\frac{1}{2} \Omega_2^* e^{i\omega'_2 t} & 0 & 0
\end{pmatrix}
= \begin{pmatrix}
0 & \frac{\Omega_1}{2} & \frac{\Omega_2}{2} \\
0 & e^{i\omega'_1 t} & 0 \\
0 & 0 & e^{i\omega'_2 t}
\end{pmatrix}
\begin{pmatrix}
1 & 0 & 0 \\
0 & \frac{\Omega_1}{2} & 0 \\
0 & 0 & \frac{\Omega_2}{2}
\end{pmatrix}
\begin{pmatrix}
1 & 0 & 0 \\
0 & e^{-i\omega'_1 t} & 0 \\
0 & 0 & e^{-i\omega'_2 t}
\end{pmatrix}
\tag{7.2}
\]

We can therefore consider a rotating frame where the Hamiltonian is time independent. In such a frame,

\[
H = \begin{pmatrix}
0 & \frac{1}{2} \Omega_1 & \frac{1}{2} \Omega_2 \\
\frac{1}{2} \Omega_1^* & -\delta_1 & 0 \\
\frac{1}{2} \Omega_2^* & 0 & -\delta_2
\end{pmatrix}
\tag{7.3}
\]

Here, \(\delta_i = \omega_i - \omega'_i\). Considering only those cases where \(\delta_1 = \delta_2 = \delta\) is found to suffice to induce an arbitrary \(SU(2)\) operator. Under this condition, we may rewrite the effective Hamiltonian as

\[
H = \begin{pmatrix}
\delta & \frac{1}{2} \Omega_1 & \frac{1}{2} \Omega_2 \\
\frac{1}{2} \Omega_1^* & 0 & 0 \\
\frac{1}{2} \Omega_2^* & 0 & 0
\end{pmatrix}
\tag{7.4}
\]

The unitary induced by this Hamiltonian, in the rotating frame is \(U = e^{-iHt}\). The simplest way of evaluating this unitary is to determine the spectral decomposition, i.e., eigenstructure of \(H\). It is straightforward to see that one of the eigenvalues of \(H\) is zero and the
corresponding eigenstate, also known as the dark state \( |D\rangle \), is given by

\[
|D\rangle = \frac{1}{\Omega} (\Omega_2 |g_1\rangle - \Omega_1 |g_2\rangle)
\]  

(7.5)

Where \( |\Omega_1\rangle^2 + |\Omega_2\rangle^2 = \Omega^2 \). Note that this state lies in the subspace spanned by \( \{|g_1\rangle, |g_2\rangle\} \).

We refer to the state orthogonal to the dark state, within this subspace, as the bright state; it is given by \( |B\rangle = \frac{1}{\Omega}(\Omega_1^* |g_1\rangle + \Omega_2^* |g_2\rangle) \). The other two eigenstates of \( H \) are

\[
|\psi_+\rangle = \cos \frac{\theta}{2} |e\rangle + \sin \frac{\theta}{2} |B\rangle
\]

\[
|\psi_-\rangle = \sin \frac{\theta}{2} |e\rangle - \cos \frac{\theta}{2} |B\rangle
\]

(7.6)

Where, the angle \( \theta \) is defined by \( \sin \theta = \frac{\Omega}{\sqrt{\Omega^2 + \delta^2}} \) and \( \cos \theta = \frac{\delta}{\sqrt{\Omega^2 + \delta^2}} \). The eigenvalues are \( \lambda_{\pm} = \frac{\delta}{2} \pm \frac{\sqrt{\delta^2 + 4\Omega^2}}{2} \). The bright state can be written as

\[
|B\rangle = \sin \frac{\theta}{2} |\psi_+\rangle - \cos \frac{\theta}{2} |\psi_-\rangle
\]

(7.7)

Thus, we can understand the action of the unitary \( e^{-iHt} \) on a vector within the subspace spanned by \( \{|g_1\rangle, |g_2\rangle\} \), or, equivalently the subspace spanned by \( \{|D\rangle, |B\rangle\} \). More preci-
sely,

\[ e^{-iHt}|D\rangle = |D\rangle \]
\[ e^{-iHt}|B\rangle = e^{-i\lambda t} \sin \frac{\theta}{2} |\psi_+\rangle - e^{-i\lambda t} \cos \frac{\theta}{2} |\psi_-\rangle \]  \hspace{1cm} (7.8)

Note that while |D\rangle remains unchanged, the time evolution of |B\rangle excites atoms to the level |e\rangle. In the basis \{|D\rangle, |B\rangle, |e\rangle\}, the above equation can be rewritten as

\[ e^{-iHt}|B\rangle = \left( \sin^2 \frac{\theta}{2} e^{-i\lambda t} + \cos^2 \frac{\theta}{2} e^{-i\lambda t} \right) |B\rangle + \cos \frac{\theta}{2} \sin \frac{\theta}{2} \left( e^{-i\lambda t} - e^{-i\lambda t} \right) |e\rangle \]  \hspace{1cm} (7.9)

There are some special values of \( t \) at which the population in the excited state |e\rangle disappear. These are precisely, \( t_n = \frac{2n\pi}{\sqrt{\delta^2 + \Omega^2}} \), when \( e^{-i\lambda t} = e^{-i\lambda t} \). These are interesting because, at such times, the subspace spanned by \{|D\rangle, |B\rangle\} remains invariant under the propagator — this propagator acts as an \( U(2) \) operator over this subspace. The action of this \( U(2) \) operator is captured by:

\[ e^{-iHt_n}|D\rangle = |D\rangle \]
\[ e^{-iHt_n}|B\rangle = e^{-in\pi} e^{-i\frac{\pi \delta}{\sqrt{\delta^2 + \Omega^2}}} |B\rangle \]  \hspace{1cm} (7.10)

Thus, the two oscillating fields pulsed on for a duration \( t_n \) has the effect of selectively imparting a phase shift on the bright state |D\rangle. The phase shift and the state |D\rangle can both be arbitrarily controlled. This freedom, in effect, covers the entire of \( SU(2) \), as we describe below.

The product of the eigenvalues of an element of \( U \in SU(2) \) is always unity. Therefore, in its eigenbasis, the matrix representing \( U \) can be written as

\[ U = \begin{pmatrix} e^{-i\phi} & 0 \\ 0 & e^{i\phi} \end{pmatrix} \]  \hspace{1cm} (7.11)
If the eigenstates of $U$ are $|\psi_1\rangle$ and $|\psi_2\rangle$, then, $U|\psi_1\rangle = e^{-i\phi}|\psi_1\rangle$ and $U|\psi_2\rangle = e^{i\phi}|\psi_2\rangle$.

By choosing $\Omega_1$ and $\Omega_2$ such that $|D\rangle = |\psi_2\rangle$ and the detuning $\delta$ such that the phase shift $-n\pi(1 + \frac{\delta}{\sqrt{\delta^2 + 4\Omega_2^2}}) = 2\phi$ for some conveniently chosen $n$, we generate a unitary $e^{-iHt_n}$ related to $U$ as $e^{-iHt_n} = e^{i\phi}U$, i.e., differing only by a global phase factor.

Thus, up to a global phase factor, an arbitrary $SU(2)$ operator can be induced by choosing $\Omega_1$, $\Omega_2$, and $\delta$ appropriately. In ref. [83], it has been shown that this scheme is holonomic, i.e., the induced $SU(2)$ operator can be viewed as the Wilczek-Zee phase of an appropriate loop. In the next section we show that this idea is generalizable to all higher dimensional system.

### 7.2 Tripod Transition

We show that for a three level atom, with energy eigenstates $|g_1\rangle$, $|g_2\rangle$ and $|g_3\rangle$, an available excited state $|e\rangle$, we can induce an arbitrary $SU(3)$ operator, using three coherently oscillating fields. We refer to this scheme as a tripod transition. Further we show that in an $n$ level atom with an excited state available, an arbitrary $SU(n)$ operator can be induced using $n$ coherently oscillating fields. The same setting — $n$ coherently oscillating fields can be used to perform an arbitrary projection valued measurement on the system.

We set up this case similar to the previous section: the gap between $|g_l\rangle$ and $|e\rangle$ is $\omega_l$, and the three rotating fields have amplitudes $\Omega_1$, $\Omega_2$ and $\Omega_3$. They are all detuned from the respective resonances by the same value $\delta$. Eq. 7.4, for this case would be:

$$H = \begin{pmatrix}
\delta & \frac{1}{2}\Omega_1 & \frac{1}{2}\Omega_2 & \frac{1}{2}\Omega_3 \\
\frac{1}{2}\Omega_1^* & 0 & 0 & 0 \\
\frac{1}{2}\Omega_2^* & 0 & 0 & 0 \\
\frac{1}{2}\Omega_3^* & 0 & 0 & 0 \\
\end{pmatrix}
$$

(7.12)
This system also has a bright state and is given by

$$|B\rangle = \frac{1}{\Omega} (\Omega_1^*|g_1\rangle + \Omega_2^*|g_2\rangle + \Omega_3^*|g_3\rangle)$$  \hspace{1cm} (7.13)$$

Here, $\Omega^2 = |\Omega_1|^2 + |\Omega_2|^2 + |\Omega_3|^2$. In contrast with the previous case, this system has two dark states, $|D_1\rangle$ and $|D_2\rangle$, both orthogonal to the bright state. The rest of the arguments is similar and the propagator $e^{-iHt}$ is characterized by

$$e^{-iHt}|D_{1,2}\rangle = |D_{1,2}\rangle$$
$$e^{-iHt}|B\rangle = e^{-in\pi} e^{-i\frac{n\pi\delta}{\sqrt{\delta^2 + \Omega^2}}}|B\rangle$$  \hspace{1cm} (7.14)$$

Thus, $e^{-iHt}$ is an element of $U(3)$ with two of its eigenvalues equal. In its eigenbasis, it can be written as

$$e^{-iHt} = \begin{pmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & e^{-i\left(n\pi + \frac{n\pi\delta}{\sqrt{\delta^2 + \Omega^2}}\right)}
\end{pmatrix}$$  \hspace{1cm} (7.15)$$

An arbitrary unitary $U \in U(3)$, in its eigenbasis can be written as

$$U = \begin{pmatrix}
e^{i\phi_1} & 0 & 0 \\
0 & e^{i\phi_2} & 0 \\
0 & 0 & e^{i\phi_3}
\end{pmatrix}$$  \hspace{1cm} (7.16)$$

It can be factored as

$$U = \begin{pmatrix}
e^{i\phi_1} & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{pmatrix} \begin{pmatrix}
1 & 0 & 0 \\
0 & e^{i\phi_2} & 0 \\
0 & 0 & 1
\end{pmatrix} \begin{pmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & e^{i\phi_3}
\end{pmatrix}$$  \hspace{1cm} (7.17)$$

In other words, every element of $U(3)$ is a product of unitaries with two of its eigenvalues equal to 1, and can be individually induced using a tripod transition. Therefore, a set of
three tripod transitions in succession can be used to induce an arbitrary unitary; a set of two tripod transitions in succession can be used to induce an arbitrary element of $SU(3)$. Experimentally, such a scheme has been recently implemented in ref. [84]. It is straightforward to see that this technique generalized beyond three level systems. In the next section, we show that a modified version of this technique can be used to perform an arbitrary PVM on the system.

7.3 Arbitrary Projection Valued Measurements

In a system of $N$ three level atoms, in a state $\psi$, measuring the population in the state $|g_1\rangle$ would return $N|\langle g_1|\psi \rangle|^2$. This is called measuring a projection of the state onto $|g_1\rangle$. More generally, this would be called a one-dimensional projection valued measurement (PVM). Measuring the population in $|g_2\rangle$ would return $N|\langle g_2|\psi \rangle|^2$ and is another example of a 1-dimensional PVM. There are infinitely many 1-d PVMs; for instance, if we could measure a projection onto the state $\frac{|g_1\rangle - |g_3\rangle}{\sqrt{2}}$, that would return $N|\langle \frac{|g_1\rangle - |g_3\rangle}{\sqrt{2}}|\psi \rangle|^2$, and would also be an example of a 1-d PVM. More generally, corresponding to every normalized state $c_1|g_1\rangle + c_2|g_2\rangle + c_3|g_3\rangle$, there is a 1-d PVM. The set of the most general form of measurement, known as a positive operator valued measures (POVMs) is a convex set and its extreme points are precisely the 1-d PVMs. Therefore, it can be generated by the 1-d PVMs. Accordingly, measuring an arbitrary 1-d PVM would be a useful technique.

In this section, we show how to perform an arbitrary PVM on a three level system using a tripod transition. Indeed, this technique can also be generalized to higher dimensional systems. We return to the time evolution of the bright and the dark states under three coherently oscillating fields:

$$e^{-iHt}|D_{1,2}\rangle = |D_{1,2}\rangle$$
$$e^{-iHt}|B\rangle = \left(\sin^2 \frac{\theta}{2} e^{-i\lambda_{+t}} + \cos^2 \frac{\theta}{2} e^{-i\lambda_{-t}}\right)|B\rangle + \cos \frac{\theta}{2} \sin \frac{\theta}{2} \left(e^{-i\lambda_{+t}} - e^{-i\lambda_{-t}}\right)|e\rangle$$

(7.18)
Recall that $\theta$ is defined by $\sin \theta = \frac{\Omega}{\sqrt{\Omega^2 + \delta^2}}$ and $\cos \theta = \frac{\delta}{\sqrt{\Omega^2 + \delta^2}}$. In contrast with the previous two sections, in this section, we choose the special times $t_n'$ at which the coefficient of $|B\rangle$ in the above equation vanishes. This is possible only if $|\sin \frac{\theta}{2}| = |\cos \frac{\theta}{2}|$, that is, when $\delta = 0$. The special times are $t_n' = \frac{(2n+1)\pi}{\Omega}$, and the action of $e^{-iHt_n'}$ is described by

$$
e^{-iHt_n'}|D_{1,2}\rangle = |D_{1,2}\rangle$$

$$e^{-iHt_n'}|B\rangle = e^{i(2n+1)\frac{\pi}{2}}|e\rangle$$

Thus, the unitary propagator selectively transfers the state $|B\rangle$ to $|e\rangle$. This means, if we pulse on a tripod field for a duration $t_n'$ on a system of $N$ atoms in a state $|\psi\rangle$, and measure the number of atoms in the excited state $|e\rangle$, the result would be $N|\langle B|\psi\rangle|^2$ — a 1-d PVM, that projects onto $|B\rangle$. The bright state can be chosen to be arbitrary, it is given by $|B\rangle = \frac{1}{\Omega}(\Omega_1^*|g_1\rangle + \Omega_2^*|g_2\rangle + \Omega_3^*|g_3\rangle)$. We can design any 1-d PVM by appropriately choosing the relative strengths and phases of the three oscillating fields.

As is clear, this idea works for an $n$–level atoms for any $n$. While this technique is itself quite valuable, in the next section, we show that it can be used to design a protocol for a single-shot tomography.

### 7.4 Single Shot Tomography

In ultracold atoms, the standard Stern-Gerlach measurement is destructive. That is, it destroys the state after revealing the populations in the respective Zeeman sublevels. Subsequently, in order to measure any other parameter, such as the relative phase between the Zeeman sublevels, one has to reload the atoms in the trap, reinitiate them in the same state. Thus, a tomography would require multiple re-initiations i.e., multiple experimental shots. This precludes demonstration of the stability of certain topological quantum numbers to random noise, since the latter cannot be duplicated during the re-initiation. In the PVM protocol described above, while the bright state is destroyed during a measurement, the
dark states remains unaffected and can be subjected to a subsequent PVM, extracting a second parameter of the system. Based on this idea, we develop two examples of a single-shot tomography protocol where, given a sufficiently large number of atoms, one can perform a tomography with a single experimental shot.

7.4.1 Protocol -1: single shot tomography of nematic states.

In this protocol, we consider nematic states; i.e., the states with a zero spin vector, discussed in chapter 1 and show how a tomography of such states can be performed using a single shot. Nematic states are a two parameter family and can be parametrized as:

\[ \psi = \frac{e^{-i\phi}}{\sqrt{2}} \sin \theta | -1 \rangle + \cos \theta | 0 \rangle - \frac{e^{-i\phi}}{\sqrt{2}} \sin \theta | +1 \rangle \]

with \(0 \leq \phi \leq 2\pi\) and \(0 \leq \theta \leq \pi\).

The three unknown parameters of the system are the total number of atoms \(N\), and the angles \(\theta, \phi\). We provide the following protocol, using a tripod based PVM, to extract all the three parameters in a single shot:

1. A 1-d PVM that projects onto \(|B_1\rangle = |-1\rangle\). This measurement would return \(\alpha_1 = \frac{N}{2} \sin^2 \theta = N |\langle B_1 | \psi \rangle|^2\) and leave the remaining \(\frac{N}{2} (1 + \cos^2 \theta)\) atoms in the state \(\psi_1 = \cos \theta | 0 \rangle - \frac{e^{-i\phi}}{\sqrt{2}} \sin \theta | +1 \rangle\), which is in the dark state manifold for this PVM.

2. A 1-d PVM that projects onto \(|B_2\rangle = \frac{1}{\sqrt{2}} (| -1 \rangle - | 0 \rangle)\). The outcome of this measurement would be \(\alpha_2 = N |\frac{e^{-i\phi}}{\sqrt{2}} \sin \theta - \cos \theta|^2\) and leaves the remaining atoms \(N |\frac{e^{-i\phi}}{\sqrt{2}} \sin \theta - \cos \theta|^2\) in the orthogonal state \(\psi_2 = \frac{1}{\sqrt{2}} (| -1 \rangle + | 0 \rangle)\).

3. A measurement of the remaining number of atoms, revealing \(\alpha_3 = N |\frac{e^{-i\phi}}{\sqrt{2}} \sin \theta - \cos \theta|^2\).
Using $\alpha_1, \alpha_2$ and $\alpha_3$, one can recover the three parameters $N, \theta$ and $\phi$. It is straightforward to see that

\[
N = \alpha_1 + \alpha_2 + \alpha_3 \\
\cos \theta = \sqrt{1 - \frac{2\alpha_1}{N}} \\
\cos \phi = \frac{\alpha_3 - \alpha_2}{4\sqrt{\alpha_1(N - 2\alpha_1)}}
\] (7.20)

Thus, without having to re-initiate the atoms in the same state, we can extract all the unknowns of the system, provided it is in a nematic state. Note that this protocol does not use a Stern-Gerlach separation at any stage. In the next section, we develop a more general protocol that uses Stern-Gerlach to perform a single-shot tomography of arbitrary states.

7.4.2 Protocol-2: single shot tomography of arbitrary states.

This protocol is more general than the previous one — it can be used on any state, not necessarily nematic states. Given that $\mathbb{C}P^2$ is a four dimensional manifold, i.e., an arbitrary spin$-1$ state has four unknowns, a tomography experiment needs to extract five unknown parameters, including the total number of atoms, $N$. The basic idea is similar to the previous protocol. However, it uses tripod transitions with pulse lengths that are half of $t'_n$, those used in a 1-d PVM. Such tripod pulses transfer only half the population in the bright state to the excited state $|e\rangle$, leaving the other half behind.

Let us assume that the quantum state is $\psi = z_{-1}|-1\rangle + z_0|0\rangle + z_{+1}|+1\rangle$ with $|z_{-1}|^2 + |z_0|^2 + |z_{+1}|^2 = 1$ and that the system has $N$ atoms. The unknowns are $N$, $z_0$, $z_{-1}$ and $z_{+1}$. In the following protocol, we show how all of these parameters can be extracted in a single experimental shot.

1. A tripod transition with a bright state $|B_1\rangle = |-1\rangle$, and a pulse length of $t'_1/2$, transferring only half the number of atoms in $|B_1\rangle$ to $|e\rangle$, followed by a destructive measurement of the population in $|e\rangle$. The outcome of this measurement would be
\[ \alpha_1 = \frac{N}{2} |z_{-1}|^2. \]

2. A tripod transition with a bright state \( |B_2\rangle = |0\rangle \), and a pulse length of \( t'_1/2 \), followed by a destructive measurement of the population in \( |e\rangle \). The outcome of this measurement would be \( \alpha_2 = \frac{N}{2} |z_0|^2 \).

3. A tripod transition with a bright state \( |B_3\rangle = |+1\rangle \), and a pulse length of \( t'_1/2 \), followed by a destructive measurement of the population in \( |e\rangle \). The outcome of this measurement would be \( \alpha_3 = \frac{N}{2} |z_{+1}|^2 \). At this point, the system has \( \frac{N}{2} \), in the same state \( \psi \), that we started with. The only remaining unknowns are the relative phases between \( z_0 \) and \( z_{+1} \) and between \( z_0 \) and \( z_{-1} \).

4. A 1-d PVM with a bright state \( |B_4\rangle = \frac{1}{\sqrt{2}} (|1\rangle - |0\rangle) \). The outcome would be \( \alpha_4 = \frac{N}{4} |z_0 - z_{-1}|^2 \).

5. A 1-d PVM with a bright state \( |B_5\rangle = \frac{1}{\sqrt{2}} (|+1\rangle - |0\rangle) \) with an outcome \( \alpha_5 \).

The total number of atoms would be \( N = 2(\alpha_1 + \alpha_2 + \alpha_3) \). The magnitudes \( |z_0|, |z_{+1}| \) and \( |z_{-1}| \) can also be extracted from \( \alpha_1, \alpha_2 \) and \( \alpha_3 \). The relative phases between \( z_0 \) and \( z_{+1} \) and between \( z_0 \) and \( z_{-1} \) can be retrieved from \( \alpha_4 \) and \( \alpha_5 \). Thus, if \( N \) is sufficiently large, we can extract the full spin\(-1\) quantum state without re-initiating the system.

This is a useful technique, because it allows up to measure any observable, by writing it as a sum of 1-d PVMs, in particular, some unconventional operators such as \( Q_{xx}, Q_{xy} \) etc. The same technique can be used to perform a single-shot tomography of mixed spin\(-1\) quantum states as well, that is, the \( 3 \times 3 \) density matrix can be reconstructed after a set of measurements in a single shot. Reconstructing a density matrix in a single shot can have several applications like measuring the entanglement entropy of an interacting many-body state. If the atoms in the BEC are entangled, the corresponding reduced density matrix can be reconstructed in a single shot using the techniques discussed above. The Von-Neumann entropy of this density matrix will be a measure of the entanglement in the system, having avoided any effects from shot-to-shot fluctuations.
CHAPTER 8

STAIRCASE IN A BEC

In this chapter, we describe a phenomena that arises in a spin-1 BEC due to interacting between the atoms. The work represented in this chapter is also available in ref. [6].

In the integer quantum Hall effect, the Hall conductivity changes discretely to continuous tuning of the magnetic field [85, 86]. In general, when a system responds discretely to a continuous change of a control parameter, a staircase structure appears in its response function, which is a distinctive characteristic of quantization. Such phenomenon is significant on two counts. First, one can stabilize the system on a step of the staircase, that is, the flat region between two discrete jumps. Second, these stable states are potentially topological and may carry topological invariants of the system’s phase space. The quantum Hall effect has been observed in fermionic two-dimensional (2D) electron gases [87, 88].

Bosonic analogues of quantum Hall states have been predicted to exist in rotating, weakly interacting Bose-Einstein condensates (BEC)[89, 90, 91, 92, 93, 94, 95]. A spinless, non-interacting, rotating BEC in a harmonic trap is characterized by Landau levels, similar to a 2D electron gas in a magnetic field [89]. For a rotating BEC, the trap frequency plays the role of the effective magnetic field and the corresponding lowest Landau level is degenerate in the angular momentum about the axis of rotation. This means that there are multiple angular momentum eigenstates within the lowest Landau level, thus, a weak interaction in the system may select one of these angular momentum eigenstates as the ground state of the system depending on the ratio of the interaction strength and the cyclotron frequency [89, 90]. Thus, the system’s angular momentum responds discretely to continuous tuning of the effective magnetic field, in analogy with the quantum Hall effect. Recently, such phenomena has been predicted even in a spin-1 BEC [91] and a pseudo spin-1/2 BEC[94].

For the bosonic examples discussed above, the interaction plays a pivotal role in the
emergent angular momentum staircase as a function of the effective magnetic field. Two other quantum phenomena that also arise from interactions are squeezing and many body entanglement. Spin squeezed states have been prepared in bosonic systems [96, 97, 98, 99, 100, 101, 102, 103] and used to enhance the precision in a measurement, for example, of the applied magnetic field. They are characterized by noise in the transverse spin component that is lower than any classical state and are generally prepared with the help of an interaction term in the Hamiltonian. Two of the most common modes of preparing squeezed states, one-axis twisting and two-axis counter twisting, involve interactions [104].

We show three examples of spin-squeezing Hamiltonians, realizable in spin-1/2 and spin-1 BECs, that are characterized by a staircase response in the magnetization. First we show this for one-axis twisting Hamiltonian. Second, we demonstrate that an interacting ferromagnetic spin-1 BEC, where spin-nematic squeezing has been demonstrated [100], also displays a staircase. Third, we consider an interacting anti-ferromagnetic spin-1 BEC, where a staircase is also obtained in the direction of the magnetization. The first two examples are mesoscopic, while the third is a macroscopic phenomenon. We also propose experiments to observe these effects.

8.1 The One-axis Twisting Hamiltonian

8.1.1 Staircase in Magnetization and Entanglement Entropy

First, we consider a pseudo spin-1/2 BEC under the one-axis twisting Hamiltonian, \( H = \chi S_z^2 \), where \( S_z \) is the total spin operator in the \( z \)-direction and \( \chi \) represents the strength of two body interactions in the system [104]. By applying a magnetic field \( p \) in the \( z \)-direction, we obtain a staircase structure in the ground state magnetization of the Hamiltonian, \( H = \chi S_z^2 - p S_z \). We use units where \( \hbar = 1 \), \( S_z \) is dimensionless, \( \chi \) and \( p \) are frequencies. The eigenstates of \( S_z \) are also eigenstates of this Hamiltonian. The energy of the eigenstate with a magnetization \( m \) is \( E_m = \chi m^2 - pm \), for \( m = -\frac{N}{2}, -\frac{N}{2} + 1, \ldots \frac{N}{2} \), where \( N \) is the number of atoms in the condensate. By minimizing the energy, we obtain the ground state
magnetization $m_{gs} = \left\lfloor \frac{p}{2\chi} \right\rfloor$, where $[x]$ represents the integer closest to $x$. Here, $\frac{p}{\chi}$ plays the role of the control parameter to which the magnetization responds discretely. The initial step of the magnetization staircase occurs when $\frac{p}{\chi} < -N$, with magnetization $m_{gs} = -\frac{N}{2}$, while the final step occurs when $\frac{p}{\chi} > N$, with magnetization $m_{gs} = \frac{N}{2}$. In between, the $m_{gs}$ responds discretely to continuous variation of $p$ as shown in Fig. 8.1(a).

Every step in this staircase is a distinct quantum state and every jump corresponds to a level crossing. The eigenenergies in the vicinity of a level crossing are shown in Fig. 8.1(b). Notice that this is a true level crossing, even when the system size is small, that is, it is not an avoided level crossing. Consequently, in order to observe this effect, one has to facilitate each jump in the staircase by opening up a gap at the level crossing. This can be done by adding a weak field $\epsilon$ in the $x$-direction leading to the Hamiltonian $H = \chi S_z^2 - pS_z - \epsilon S_x$, where $\epsilon$ is also in units of Hz. The resulting energy gaps for crossings between states with $m_{gs} = -1$ and $m_{gs} = 0$, as well as $m_{gs} = 0$ and $m_{gs} = +1$ are shown in Fig. 8.1(b). The
term $\epsilon S_x$ also smoothes out the staircase in Fig. 8.1(a) and is responsible for changing the system’s magnetization, which is otherwise conserved.

The quantum states in this magnetization staircase are related to the familiar Dicke ladder [105], where transitions between neighboring total angular momentum states of atoms can occur coherently leading to superradiance. An experiment where the control parameter $V/\chi$ is slowly swept from $-N$ to $N$ would induce a transfer of the atom population between the spin states, one atom at a time. Furthermore, this is also a way of deterministically producing all the Dicke states in this ladder, most of which are highly entangled [106, 107]. In an experiment, the system can be initialized at $m = -N/2$ or $m = N/2$, where it is completely unentangled. As the control parameter $V/\chi$ is tuned, the magnetization $m$ increases in integer steps and the corresponding entanglement entropy also steps up, peaking at $m = 0$, see Fig. 8.1(c). The entanglement entropy for magnetization $m$, in terms of the magnetization per atom, $\mu = m/N$, is given by

$$E = -\left(\frac{1}{2} - \mu\right) \log \left(\frac{1}{2} - \mu\right) - \left(\frac{1}{2} + \mu\right) \log \left(\frac{1}{2} + \mu\right).$$

(8.1)

The perturbation $\epsilon S_x$, that was added to maintain adiabaticity at the level crossing, also perturbs the entanglement entropy, as shown in Fig. 8.1(c). The large dips in the entanglement entropy that appear at the level crossings are characteristic of a singular perturbation on the degenerate ground state space. Indeed, at the level crossing between magnetizations $m$ and $m + 1$, the unperturbed ground state is a two dimensional space spanned by the eigenstates $\{|m\rangle, |m + 1\rangle\}$ of $S_z$ with eigenvalues $m$ and $m + 1$, respectively. The perturbation breaks this degeneracy and picks one state from this space as the ground state. For instance, with an $\epsilon S_x$ perturbation, the ground state is $|\rangle = \frac{|m\rangle - |m + 1\rangle}{\sqrt{2}}$, independent of $\epsilon$. This state has a lower entanglement entropy than $|m\rangle$ and $|m + 1\rangle$, and it corresponds to the dip in the blue curve in Fig. 8.1(c). Thus, when $\epsilon \to 0$, the blue curve approaches the black curve at every point, excluding the level crossings.
The role of the interaction term $\chi S_z^2$ lies in introducing convexity into the energy functional. The energy, $E_m = \chi(m^2 - m\frac{p}{\chi})$ is a convex function in the discrete variable $m$ and the control parameter $\frac{p}{\chi}$ contributes a linear term in this function. The minima of a convex function can be shifted by adding a linear term, however these shifts are discontinuous since the variable is discrete. This is the primary characteristic of the ground state energy of Hamiltonian which results in a staircase phenomena. Next, we use this observation to identify a staircase in the magnetization of a ferromagnetic spin-1 BEC, as a second example.

8.1.2 Experimental Considerations

There are several experimental systems where spin squeezing has been demonstrated using the one-axis twisting Hamiltonian including trapped ion systems [96, 101], Bose-Einstein condensates [108], double well [97], cavity systems [109, 98, 110, 111] and BECs in a chip trap [112, 112]. A $\sim 3$ atom detection limit has been demonstrated in a chip trap recently [113]. Moreover, single site detection has been established in quantum simulators that use neutral atoms [114] and ions [115]. The Hamiltonian discussed above can also be implemented in such systems [116].

Below, we discuss briefly how the effects of particle loss, detection and phase noise can be studied and we identify experimental systems that minimize these effects.

We begin with particle loss. In order to avoid the smearing out of the staircase due to particle loss, one has to design an adiabatic ramp that takes a shorter time than the particle loss time scale. The best way to design such a ramp is to maintain a constant Landau-Zener parameter throughout the ramp, following the method described in ref. [117]. We illustrate this idea using the first example from the manuscript. Let us consider the step that takes the magnetization from $m = 0$ to $m = 1$, at $p/\chi = 1$. The Hamiltonian $H = \chi S_z^2 - pS_z - \epsilon S_x$, 

truncated to the relevant two dimensional subspace is

\[
H = \begin{pmatrix}
0 & c\epsilon \\
c\epsilon & \chi - p
\end{pmatrix}
\]  

(8.2)

Here, \(c = \frac{1}{2}\sqrt{N(N + 1)}\) and \(N\) is the number of atoms. The energy gap between the ground state and the excited state of the Hamiltonian above is

\[
\Delta = \sqrt{(\chi - p)^2 + 4c^2\epsilon^2}.
\]

Figure 8.2: **Adiabatic ramps:** (a) shows a numerical solution for the magnetization an optimal adiabatic ramp that takes a total time of \(T = 38\chi^{-1}\) (red curve), compared with the ground state magnetization (blue curve). Here, \(c\epsilon = 0.12\chi\) and \(\Gamma = 6\). (b) shows a numerical solution for the magnetization with \(\Gamma = 31\), \(c\epsilon = 0.12\chi\) and the resulting time is \(T = 200\chi^{-1}\).

The control parameter \(p\) is to be ramped from 0 to \(2\chi\), so as to maintain adiabaticity to the extent possible. The key idea is to adapt the rate of the ramp to be fast when the gap \(\Delta\) is large and slow when the gap is small. More precisely, we keep the Landau-Zener parameter \(\Gamma\), a measure of adiabaticity, constant throughout the ramp [118],

\[
\Gamma = \frac{\Delta^2}{d\Delta/dt} = \frac{(\chi - p)^2 + 4c^2\epsilon^2)^{3/2}}{(p - \chi)dp/dt}.
\]  

(8.3)
The ramp \( p(t) \) is the solution to the differential equation obtained by keeping \( \Gamma \) constant. The total time it takes to change \( p \) from 0 to \( 2\chi \) is

\[
T = \int_0^{2\chi} \frac{dp}{dp/dt} = \frac{\Gamma}{\epsilon} - \frac{2\Gamma}{\sqrt{\chi^2 + 4c^2\epsilon^2}} \approx \frac{\Gamma}{\epsilon} - \frac{2\Gamma}{\chi}. \tag{8.4}
\]

The perturbation parameter \( \epsilon \) quantifies how closely the ground state magnetization follows a staircase structure — a large \( \epsilon \) would smooth out the staircase completely. The parameter \( \Gamma \) quantifies how closely the state of the system follows the ground state of the local Hamiltonian. In Fig. 8.2(a) we show a numerical solution for the magnetization with \( \Gamma = 6 \) and \( c\epsilon = 0.12\chi \). With this set of parameter values, \( T = 38\chi^{-1} \). In Fig. 8.2(b) we show a numerical solution for \( \Gamma \approx 31 \) and \( T = 200\chi^{-1} \). When \( p/\chi > 1 \), the fast oscillation of the magnetization about the ground state value is caused by non-adiabaticity. These oscillations represent an excitation of the system above the ground state caused due to a non-adiabaticity at the level crossing \( p/\chi = 1 \). They disappear in the limit of \( T \gg \chi^{-1} \).

In order to avoid particle loss, the time \( T \) has to be small compared to the time scale of particle loss. This consideration reveals that Feshbach resonance induced interactions are unfavorable to observe this effect — while increasing the interaction strength \( \chi \), Feshbach resonance simultaneously decreases the timescale of particle loss (see page 21 of [119]). However, BECs in an atom chip trap are much more promising in this regard [112]. Interaction strengths up to \( \chi \sim 3 \) Hz can be induced in such systems [120]. Using the parameters of Fig. 8.2(a), \( T \approx 13 \) s when \( \chi = 3 \) Hz, which near the limit, but below the typical trap lifetimes (15-20 s), which can also be increased using better vacuum.

In the same system, detection noise levels up to \( \sim 3 \) atoms have been reported [113]. Therefore one can observe the staircase feature in atom chip traps after a moderate enhancement of detection noise and trap lifetime.

Moreover, quantum simulators that use neutral atoms [114] and ions [115] have been successfully used to observe mesoscopic effects with single site resolution. Similar Hamiltonians can be simulated in these systems[116] with interaction strengths as large as
\( \chi \approx 0.5 \text{KHz} \) [115], allowing for better adiabatic ramps.

The typical interaction strength in the second example representing a ferromagnetic spin-1 BEC is \( |c| \sim 10 \text{ Hz} \) [117]. This allows for adiabatic ramps up to \( T \lesssim 100|c|^{-1} \) which is well within the particle loss timescale.

Finally, phase noise would not directly impact an adiabatic (or a nearly adiabatic) evolution, because such ramps keep the system near the ground state throughout. The effective number of dynamical cycles completed by the system during the adiabatic ramp is given by \( n = \int_{t=0}^{t=T} \Delta(t) dt \). For the ramps described above, that keep a constant Landau-Zener parameter, this number is \( n = 2 \Gamma \log (\chi/c\epsilon) \). It is 24 for the parameters in Fig. 8.2(a) and about 120 for the parameters in Fig. 8.2(b). In fact adiabatic ramps with length 40 s have been demonstrated in spin-1 ferromagnetic BECs [117]. With an interaction strength of \( |c| \sim 10 \text{ Hz} \), this would correspond to a similar number of cycles.

8.1.3 Computing the Entanglement Entropy

A Bosonic many-body state has a unique single atom reduced density matrix, due to its symmetry. Therefore, a convenient measure of many-body entanglement of such states is the Von Neumann entropy of the single atom reduced density matrix. The following simple observation helps us determine the single atom reduced density matrix \( \rho \) corresponding to a many-body pure state \( |\psi\rangle \) and evaluate its entanglement entropy: If \( \hat{o} \) is a single atom observable operator and \( \hat{O} = \sum_{i=1}^{N} \hat{o}_i \) is the corresponding many-body observable, then

\[
\text{Tr}(\rho \hat{o}) = \frac{1}{N} \langle \psi | \hat{O} | \psi \rangle.
\] (8.5)

For instance, the spin operator along the \( x \)-axis for a single, spin-1/2 atom is \( \hat{L}_x = \frac{1}{2} \sigma_x \) in units of \( \hbar \), where \( \sigma_x \) is the Pauli matrix. While the many-body spin operator along the \( x \)-axis is simply given by \( \hat{S}_x = \frac{1}{2} \sum_{i=1}^{N} \sigma_{x_i} \). The symmetry of the many-body state \( |\psi\rangle \) ensures that \( \text{Tr}(\rho \sigma_x) = \frac{2}{N} \langle \psi | \hat{S}_x | \psi \rangle \). The reduced density matrix \( \rho \) can be reconstructed
using the expectation values of a few different observables.

We illustrate this idea with an example. Let us consider the ground state of the one-axis twisting Hamiltonian \( H = \chi S_z^2 - p S_z \), where \( S_z \) is the many-body spin operator along the \( z \)-axis. The ground state \( |\psi\rangle \) of this Hamiltonian is an eigenstate of \( S_z \) with a magnetization given by \( m = \left\lfloor \frac{p}{2\chi} \right\rfloor \), the integer closest to \( \frac{p}{2\chi} \). It follows from Eq. 8.5 that the single atom reduced density matrix \( \rho \) of \( |\psi\rangle \) has spin expectation values

\[
\text{Tr}(\sigma_x \rho) = \frac{2}{N} \langle \psi | S_x | \psi \rangle = 0
\]

\[
\text{Tr}(\sigma_y \rho) = \frac{2}{N} \langle \psi | S_y | \psi \rangle = 0
\]

\[
\text{Tr}(\sigma_z \rho) = \frac{2}{N} \langle \psi | S_z | \psi \rangle = \frac{2m}{N}.
\]

Using the spin expectation values given above, we may reconstruct the density matrix \( \rho \) as

\[
\rho = \frac{1}{2} \left( 1 + \frac{2m}{N} \sigma_z \right) = \begin{pmatrix}
\frac{1}{2} + \frac{m}{N} & 0 \\
0 & \frac{1}{2} - \frac{m}{N}
\end{pmatrix}.
\]

The Von Neumann entropy of this state is \( \mathcal{E} = -\text{Tr}[\rho \log(\rho)] \).

Next, we consider the perturbed Hamiltonian \( H = \chi S_z^2 - p S_z - \epsilon S_x \). In the absence of the \( \epsilon S_x \) perturbation, a level crossing occurs at \( \frac{p}{2\chi} = m+1/2 \). Without loss of generality, we may assume that \( m \leq \frac{p}{2\chi} \leq m+1 \). The ground state magnetization is \( m \) when \( \frac{p}{2\chi} < m + \frac{1}{2} \) and it is \( m+1 \) when \( \frac{p}{2\chi} > m + \frac{1}{2} \). Accordingly, it is convenient to use \( \delta = \frac{p}{2\chi} - m - \frac{1}{2} \) as a function of the control parameter \( \frac{p}{\chi} \). The range of \( \delta \) is \([-1/2, 1/2] \) and the magnetization switches from \( m \) to \( m+1 \) when \( \delta \) crosses zero. The ground state, in the presence of the \( \epsilon S_x \) perturbation is a superposition of \( |m\rangle \) and \( |m+1\rangle \), the eigenstates of \( S_z \) with eigenvalues \( m \) and \( m+1 \) respectively

\[
|\psi\rangle = u|m\rangle + v|m+1\rangle.
\]
The coefficients \( u \) and \( v \) depend on \( \delta \) and are given by

\[
\begin{align*}
    u &= \sqrt{\frac{1}{2} \left( 1 - \frac{\delta}{\sqrt{\delta^2 + C_m^2 \frac{c^2 e^2}{4 \chi^2}}} \right)} \\
v &= \sqrt{\frac{1}{2} \left( 1 + \frac{\delta}{\sqrt{\delta^2 + C_m^2 \frac{c^2 e^2}{4 \chi^2}}} \right)}
\end{align*}
\] (8.9)

Here, \( C_m \) is the relevant Clebsch-Gordon coefficient, \( C_m = \sqrt{(N/2 - m)(N/2 + m + 1)} \).

It is now straightforward to compute the spin expectation values

\[
\begin{align*}
    \text{Tr}(\sigma_x \rho) &= \frac{2}{N} \langle \psi | S_x | \psi \rangle = \frac{2uvC_m}{N} \\
    \text{Tr}(\sigma_y \rho) &= \frac{2}{N} \langle \psi | S_y | \psi \rangle = 0 \\
    \text{Tr}(\sigma_z \rho) &= \frac{2}{N} \langle \psi | S_z | \psi \rangle = \frac{2}{N} (m + v^2),
\end{align*}
\] (8.10)

which can be used to obtain the reduced density matrix

\[
\rho = \begin{pmatrix}
    \frac{1}{2} + \frac{m + v^2}{N} & \frac{uvC_m}{N} \\
    \frac{uvC_m}{N} & \frac{1}{2} - \frac{m + v^2}{N}
\end{pmatrix}
\] (8.11)

The off diagonal terms are the largest when \( \delta = 0 \) that is, when the control parameter \( \frac{p}{\chi} = 2m + 1 \). Correspondingly, the Von Neumann entropy of the density matrix defined in Eq. 8.11, has a dip at odd values of \( \frac{p}{\chi} \), as shown in Fig. 8.1(c).

### 8.2 Staircase in a ferromagnetic spin-1 BEC.

Recall that under the single mode approximation, the Hamiltonian of our system (spin-1 ferromagnetic BEC) is, Here, \( V_T \) is the dipole trapping potential, the interaction between pairs of atoms is modeled by a \( \delta \) function potential and it involves two s-wave scattering lengths, \( a_0 \) and \( a_2 \), corresponding to the possible total spin of the two interacting atoms,
both of which are in the spin-1 state. In addition, the relevant Landé g-factor is $g_F$ and $L_{zi}$ is the spin operator for the $i$-th atom. The hyperfine splitting between the $F = 1$ and $F = 2$ levels is $\Delta$. Assuming that the trap is sufficiently tight, one can approximate the ground state by a product of a spatial wave function common to all spin modes and a collective $N$-atom spin state. This is also known as the single mode approximation (SMA). Under SMA, the spin part of the Hamiltonian is

$$H = cS^2 + qQ_{zz} - pS_z,$$  \hspace{1cm} (8.12)

where $c < 0$ is the interaction strength, given by $c = \frac{4\pi\hbar^2(a_2-a_0)}{3m} \int |\phi(\mathbf{r})|^4 d\mathbf{r}$, where $\phi(\mathbf{r})$ is the common spatial wave function. The total spin operator of all the atoms is $S^2$, the strength of the quadratic Zeeman term is $q = \frac{\mu_B^2}{\hbar^2}$ and the linear Zeeman contribution is $p = \mu_B g_F B_z$. The collective spin and second rank tensor operators are $S_z = \sum_{i=1}^N L_{zi}$ and $Q_{zz} = \sum_{i=1}^N L_{zi}^2$, respectively. This Hamiltonian has been used to produce spin-nematic squeezed states [100].

We show that the quadratic Zeeman effect induces an energy that is convex in the system’s magnetization and therefore, with $c$ and $q$ fixed to appropriate values, we can obtain an analogous staircase in this system. The Hamiltonian commutes with $S_z$ and therefore, it has simultaneous eigenstates with the latter. Let us denote these eigenstates by $|n, m\rangle$, with

$$ (cS^2 + qQ_{zz})|n, m\rangle = \lambda_{nm}|n, m\rangle$$  \hspace{1cm} (8.13)  

$$S_z|n, m\rangle = m|n, m\rangle$$

The eigenenergy of this state is $E_{nm} = \lambda_{nm} - pm$. Obtaining the ground state involves a simultaneous minimization over $n$ and $m$. We define the function $E_m$ as the minimal value of $E_{nm}$ over all $n$, corresponding to the ground state energy of the Hamiltonian for fixed magnetization. The global ground state is obtained by minimizing $E_m$ over $m$. The
Zeeman term \( p \) contributes a linear term to \( E_m \) leading to

\[
E_m = \min_n \{ \lambda_{nm} - pm \} = \min_n \{ \lambda_{nm} \} - pm
\]  

(8.14)

We use \( |c| \) as our energy unit, and show in Fig. 8.3 that \( E_m \) is a convex function of \( m \). Consequently, the ground state magnetization varies through discrete values of \( m \), when the control parameter \( p/|c| \) is tuned. When \( q \ll |c| \), the energy \( E_m \approx -|c|N(N+1) - pm \) is linear in \( m \) and has a minimum at \( m = \frac{N}{2} \). When \( q \gg |c| \) and \( q > p \), the energy \( E_m \approx q|m| - pm \) has a minimum at \( m = 0 \). Upon variation of \( q \) between these two extremes, \( E_m \) must have a minimum between \( m = 0 \) and \( m = \frac{N}{2} \), and must be a convex function of \( m \) as seen in Fig. 8.3.

Thus, we obtain a similar staircase structure in the magnetization, when \( \frac{p}{|c|} \) is varied adiabatically. Like the previous example, the flat areas in the staircase correspond to distinct quantum states and a discrete jump corresponds to a level crossing, which needs to be facilitated by opening up an energy gap. Again, this can be done by perturbing the Hamiltonian with a weak field in the \( x \)-direction \( \epsilon S_x \). In typical experiments [100], \( |c| \sim 10 \text{ Hz} \) and \( q \sim 2|c| \), indicating that the emergence of the magnetization staircase is also accessible to existing techniques. Similar to the previous example, the entanglement entropy also has a staircase structure.

Both of the examples discussed so far are mesoscopic in the sense that the values of the control parameter corresponding to adjacent steps are separated by \( \sim \frac{1}{N} \), where \( N \) is the number of atoms. Therefore, in the limit of large atom numbers, it is increasingly more difficult to resolve the different jumps. However, next we show that in an anti-ferromagnetic condensate, a similar staircase structure appears as a truly macroscopic manifestation, where, the jumps are macroscopically separated.
8.3 Staircase in an anti-ferromagnetic spin-1 BEC.

We consider a spin-1 anti-ferromagnetic BEC with an applied field \( p \) in the \( z \)-direction leading to the Hamiltonian \( H = cS^2 - pS_z \), where \( c > 0 \) [121, 122]. For sufficiently small magnetic field, we can omit the quadratic Zeeman terms. The eigenstates of this Hamiltonian are the total spin states \(|s, m\rangle\) with \(-s \leq m \leq s\) and \( s = 0, 2, 4, \cdots , N \) (assuming \( N \) is even), due to bosonic symmetry. Here, \( s \) is the total spin of the system, that is, \( S^2|s, m\rangle = s(s + 1)|s, m\rangle \). The eigenennergy of \(|s, m\rangle\) is \( E_{sm} = cs(s + 1) - pm \). When \( p > 0 \), the ground state has \( m = +s \). In this case the energy

\[
E_s = \min_m E_{sm} = cs^2 + (c - p)s
\]

(8.15)

is a convex function in \( s \). In contrast to previous examples, the control parameter is the coefficient \( c \) of the quadratic term instead of the field \( p \) in the linear Zeeman contribution.

The ground state value of \( s \) is the non-negative integer closest to \( \frac{p - c}{2c} \). When \( c = 0 \), the ground state has \( s = N \) and when \( c \geq p \), it has \( s = 0 \). Because \( s \) has a staircase structure, so does the systems magnetization. The level crossings in this staircase occur at values of \( c \) given by

\[
c_s = \frac{p}{2s - 1}; \quad s = 2, 4, \cdots , N.
\]

(8.16)

The magnetization of the ground state is given by \( \langle \vec{S} \rangle = (0, 0, s) \) and develops a staircase structure when \( c \) is tuned. We show now that by adding a suitable perturbation to the Hamiltonian, this staircase structure can be transferred to the direction of the magnetization.

Let us perturb the Hamiltonian by \( Q_{xz} \), which is a quadratic variable given by \( Q_{xz} = \sum_i \{L_xi, L_{zi}\} \) for a single atom. The Hamiltonian becomes \( H = cS^2 - pS_z + \alpha Q_{xz} \). Within a given step in the staircase, \( \frac{p}{2s + 1} < c < \frac{p}{2s - 1} \), we use first order perturbation theory
to obtain the ground state

$$|\psi_s\rangle = |s, s\rangle + \frac{\alpha}{p} q_s |s, s - 1\rangle \quad (8.17)$$

from the unperturbed ground state $|s, s\rangle$. Here, $q_s = \langle s, s|Q_{xz}|s, s - 1\rangle = \frac{\sqrt{2}s}{4} \left( \frac{2N + 3}{2s + 3} \right)$ is the relevant matrix element. In this case, the magnetization

$$\langle \hat{S} \rangle = s \hat{z} + \frac{\alpha}{p} \sqrt{2s} q_s \hat{x} \quad (8.18)$$

is tilted away from the $z$-axis with a polar angle given by

$$\theta_s = \arctan \left( \frac{\alpha \sqrt{2s} q_s}{ps} \right). \quad (8.19)$$

This angle has a staircase structure with $c$ as the control parameter as shown in Fig. 8.4. Similar to the previous examples, the flat regions of the staircase are distinct quantum states and the associated level crossings need to be facilitated by the opening of a gap created by a perturbation of the type $\epsilon Q_{xx}$, (here, $Q_{xx} = \sum_{i=1}^{N} L_{xi}^2$) that introduces an overlap between states $|s, s\rangle$ and $|s \pm 2, s \pm 2\rangle$. Good candidates to observe this effect experimentally are $^{23}$Na condensates. Typically, $c \sim 20$Hz [123] with a macroscopic number of $N = 10^5$ atoms. The steps in Fig. 8.4, corresponding to $s = 1, 2, 3$, are separated by a few hertz on the $c$ axis and they are independent of the number of atoms. Therefore, this effect is macroscopic and also observable within the existing experimental systems.

### 8.3.1 Computing the Matrix Element $q_s$

Next, we show how the expression for the matrix element $q_s = \langle s, s - 1|Q_{xz}|s, s\rangle$ used in Eq. [8] is derived. The space of symmetric states of $N$ spin-$1$ atoms has $\frac{(N+1)(N+2)}{2}$ dimensions. A convenient basis for this space is given by the normalized number states, defined as $|N_+, N_0, N_-\rangle = (a_{-1}^\dagger)^{N_+} (a_0^\dagger)^{N_0} (a_{+1}^\dagger)^{N_-} |\text{vac}\rangle$, where $a_i^\dagger$ is the creation operator.
for the \(i\)-th mode, \(|\text{vac}\rangle\) is the vacuum state, with no atoms, and \(N = N_+ + N_0 + N_-\) is the total number of atoms.

An alternative basis, also of relevance in the present context is given by the coupled spin states \(|s,m\rangle\) with \(-s \leq m \leq s\) and \(s = N, N - 2, \cdots, s_{\text{min}}\). When \(N\) is even, the minimum value of \(s\) is \(s_{\text{min}} = 0\) and when \(N\) is odd, \(s_{\text{min}} = 1\). These states are the simultaneous eigenstates of the total spin operators \(S^2\) and \(S_z\) with eigenvalues given by

\[
S^2|s,m\rangle = s(s+1)|s,m\rangle \quad \text{and} \quad S_z|s,m\rangle = m|s,m\rangle.
\]

To evaluate the matrix element of interest, \(q_s = \langle s, s-1|Q_{xz}|s, s\rangle\), we need to determine the action of the operator \(Q_{xz}\) on the state \(|s, s\rangle\) or the state \(|s, s-1\rangle\). However, it is easier to determine the action of this operator on the number states

\[
Q_{xz}|N_+, N_0, N_-\rangle = c_1|N_+ + 1, N_0 - 1, N_-\rangle - c_2|N_+, N_0 + 1, N_- - 1\rangle \\
+ c_3|N_+ - 1, N_0 + 1, N_-\rangle - c_4|N_+, N_0 - 1, N_- + 1\rangle,
\]

where the coefficients are given by

\[
c_1 = \sqrt{\frac{(N_+ + 1)N_0}{2}}, \quad c_2 = \sqrt{\frac{(N_0 + 1)N_-}{2}}, \quad c_3 = \sqrt{\frac{N_+(N_0 + 1)}{2}} \quad \text{and} \quad c_4 = \sqrt{\frac{N_0(N_- + 1)}{2}}.
\]

The result shown in Eq. 8.20 follows from the definition of the many-body operator \(Q_{xz} = \sum_{i=1}^{N} \{L_{xi}, L_{zi}\}\) and the matrix form of the single-atom operator

\[
\{L_{xi}, L_{zi}\} = \frac{1}{\sqrt{2}} \begin{pmatrix}
0 & 1 & 0 \\
1 & 0 & -1 \\
0 & -1 & 0
\end{pmatrix}.
\]

The matrix element \(\langle s, s-1|Q_{xz}|s, s\rangle\) can be computed by expressing the coupled spin states \(|s, m\rangle\) in the number state basis. Noting that \(S_z|s, m\rangle = m|s, m\rangle\) and \(S_z|N_+, N_0, N_-\rangle = (N_+ - N_-)|N_+, N_0, N_-\rangle\), the overlap \(\langle s, m|N_+, N_0, N_-\rangle\) vanishes unless \(N_+ - N_- = m\).
Therefore, we may write

\[ |s, s\rangle = \sum_{k=0}^{N-s} A_k |k + s, N - 2k - s, k\rangle \]  

(8.22)

Since \(|s, s - 1\rangle = \frac{1}{\sqrt{2s}} S_- |s, s\rangle\) where \(S_-\) is the lowering operator, it suffices to determine \(A_k\) in order to evaluate the matrix element \(q_s\). The coefficients \(A_k\) can be evaluated using the observation that the raising operator \(S_+\) annihilates the state \(|s, s\rangle\), that is \(S_+ |s, s\rangle = 0\).

Using the relation

\[ S_+ |N_+, N_0, N_-\rangle = c_1 |N_+ + 1, N_0 - 1, N_-\rangle + c_2 |N_+, N_0 + 1, N_- - 1\rangle \]

(8.23)

in conjunction with \(S_+ |s, s\rangle = 0\) gives the recursive relation

\[ A_{k+1} = A_k \sqrt{\frac{(k + s + 1)(N - 2k - s)}{(k + 1)(N - 2k - s - 1)}}. \]

(8.24)

Solving for \(A_k\) for \(k > 0\) we obtain

\[ A_k = A_0 \sqrt{\frac{(k + s)!(N - 2k - s - 1)!!}{k!(N - 2k - s)!!}}, \]

(8.25)

where \(A_0\) is obtained from the normalization condition \(\sum_k A_k^2 = 1\). It is useful to make the connection with hypergeometric functions here by noticing that the squares of the coefficients \(A_k\) are generated by a hypergeometric function,

\[ \sum_{k=0}^{N-s} \frac{A_k^2 x^k}{A_0^2} = {}_2F_1 \left(-\frac{(N-s)}{2}, s + 1; -\frac{(N-s-1)}{2}, x\right). \]

(8.26)

This follows from the observation that the above recursion relation on the coefficients \(A_k\)
is also the recursion between consecutive terms of a hypergeometric series:

\[ A_{k+1}^2 = A_k^2 \left( -\frac{N-s}{2} + k \right) (s + 1 + k) \frac{1}{(k+1)} \]. \hspace{1cm} (8.27)

This gives a simple expression for the first coefficient

\[ A_0 = \frac{1}{\sqrt{2F_1 \left( -\frac{(N-s)}{2}, s + 1; -\frac{(N-s-1)}{2}, 1 \right)}}. \hspace{1cm} (8.28)\]

In fact, there is a closed-form expression for this particular evaluation of hypergeometric functions where the first argument is a negative integer,

\[ 2F_1 (-n, b; c, 1) = \frac{(c - b)(c - b + 1) \cdots (c - b + n - 1)}{c(c + 1) \cdots (c + n - 1)} \]. \hspace{1cm} (8.29)

Noting that \( \frac{(N-s)}{2} \) is always an integer, Eqs. 8.25 and 8.28 together give us all the \( A_k \) coefficients.

We are now ready to evaluate the matrix element \( q_s \), which can also be written as

\[ q_s = \frac{1}{\sqrt{2s}} \langle s, s | Q_{xz} S_- | s, s \rangle \]. \hspace{1cm} (8.30)

This expression can be viewed as an overlap between the vectors, \( |\psi_1\rangle = Q_{xz} |s, s\rangle \) and \( |\psi_2\rangle = S_- |s, s\rangle \), scaled by a factor of \( \frac{1}{\sqrt{2s}} \). Besides Eq. 8.20, another expression that is useful to evaluate this overlap is

\[ S_- |N_+, N_0, N_- \rangle = \]

\[ c_3 |N_+ - 1, N_0 + 1, N_- \rangle + c_4 |N_+, N_0 - 1, N_- + 1 \rangle \], \hspace{1cm} (8.31)

which shows the action of the lowering operator on a number state. Starting from the expansion of the state \( |s, s\rangle \) in the number basis given in Eq. 8.22, and using the action
of $Q_{xz}$ on a number state given in Eq. 8.20 we may expand $|\psi_1\rangle$ in the number basis. Similarly, $|\psi_2\rangle$ can be expanded in the number basis using Eq. 8.31. The overlap $\langle \psi_1 | \psi_2 \rangle$ can be written in terms of the coefficients $A_k$ as

$$\sqrt{2s}q_s = \langle \psi_1 | \psi_2 \rangle = \sum_{k=0}^{N-s} s(N - 2k - s + \frac{1}{2})A_k^2.$$  (8.32)

The evaluation of this quantity requires a crucial sum $\sum_k kA_k^2$, which is obtained by taking a derivative of Eq. 8.26:

$$\sum_{k=0}^{N-s} A_k^2 = \left[ \frac{d}{dx} \binom{2}{1} \left( -\left( \frac{N - s}{2}, s + 1; -\left( \frac{N - s - 1}{2} \right), x \right) \right) \right]_{x=1}.$$  (8.33)

The derivative of a hypergeometric function can also be written in terms of a hypergeometric function as

$$\frac{d}{dx} \binom{2}{1} \left( -\left( \frac{N - s}{2}, s + 1; -\left( \frac{N - s - 1}{2} \right), x \right) \right) = C_{N,s} \binom{2}{1} \left( -\left( \frac{N - s - 2}{2}, s + 2; -\left( \frac{N - s - 3}{2} \right), x \right) \right),$$  (8.34)

which is a standard relation. In this expression the coefficient $C_{N,s}$ depends on total number of atoms $N$ and the total spin $s$ as

$$C_{N,s} = \frac{(s + 1)\left( \frac{N-s}{2} \right)}{\left( \frac{N-s-1}{2} \right)}.$$  (8.35)

We now use Eq. 8.29 to evaluate this expression at $x = 1$ and obtain the desired sum of the series

$$\sum_{k=0}^{N-s} kA_k^2 = \frac{(N - s)(s + 1)}{2s + 3},$$  (8.36)
which leads to the final result for the matrix element

$$q_s = \frac{\sqrt{2s}}{4} \left( \frac{2N + 3}{2s + 3} \right),$$

(8.37)

that we used to determine the staircase in the tilt angle of the spin vector shown in Fig. 3(b).
Figure 8.3: **Convexity of the energy**: The minimum energy eigenvalue $E_m$ of the ferromagnetic Hamiltonian $H = cS^2 + qQ_{zz} - pS_z$ is a convex function of the magnetization $m$. For the purpose of this illustration, we have used $N = 10$. The minima of these curves correspond to the ground state magnetization. Because $p$ is the coefficient of a linear term in $m$, changing it has the effect of shifting the minimum. The four values of $p/|c|$ have their minima at different values of $m$, leading to a staircase response of the ground state magnetization as $p/|c|$ is changed.
Figure 8.4: **Staircase in the magnetization direction:** (a) shows the ground state magnetization vector of an anti-ferromagnetic condensate with Hamiltonian $H = cS^2 + pS_x + \alpha Q_{xz}$, for three different values of $c$ with $N = 100$. The last term in the Hamiltonian induces the tilting of the magnetization vector by specific angles, depending on where the system is on the staircase. (b) shows the tilt angle for $N = 20$ as a function of $c/p$, a staircase, but in contrast with the previous examples, this time it is not only in the magnitude of magnetization, but also in the direction. The blue curve shows the smoothened staircase after adding an $\epsilon Q_{xx}$ perturbation, with $\epsilon = 0.02p$. The inset shows the ground state entanglement entropy as a function of the control parameter. In both (a) and (b), $\alpha = 0.1p$. 


CHAPTER 9
ENTANGLEMENT IN A BEC

One of the consequences of the s-wave scattering interaction of an $^{87}$Rb BEC is that the atoms evolve into a many-body entangled state. Entanglement has several interesting and useful features. For instance, one of the aspects of entanglement is squeezing [124], which can be applied in sub shot-noise metrology. Characterizing and quantifying the entanglement in the many body entangled state that is generated out of evolution under the interacting Hamiltonian of a BEC has been an active area of research [125, 126].

In this chapter, we outline a new approach towards characterizing mixed state entanglement of many body systems, based on techniques imported from real algebraic geometry. This work, in its complete form, has been reported in a separate thesis [4] and therefore we provide a very brief outline here.

9.1 Many Body Entanglement

An $N$-atom mixed state $\rho$ is said to be separable if it can be written as a convex sum of product states. That is,

$$\rho = \sum_i \mu_i \rho_{i,1} \otimes \rho_{i,2} \otimes \cdots \otimes \rho_{i,N}$$  \hspace{1cm} (9.1)

where, $\rho_{i,k}$ is a density matrix corresponding to the state of the $k$-th atom and $\mu_i$ are weights satisfying $\sum_i \mu_i = 1$. If a density matrix is not separable, we say that it is entangled. The difficulty with characterizing the entanglement of a many-body system is two fold — the problem of deciding whether a given density matrix is entangled or not is known to be NP–hard, and further, it is experimentally unfeasible at the moment to even measure the full density matrix of a many-body system.

Therefore, recent work have focused on a slightly different problem — given a subset of
observables measured in the lab, which do not constitute a full state tomography, what can be said regarding the entanglement of the underlying system? For instance, if the many-body observables $S_x, S_y, S_z$ and $\Delta S_x^2, \Delta S_y^2, \Delta S_z^2$ have been measured experimentally on a potentially entangled BEC, can we estimate the entanglement of the system using the set of measured quantities? This question was partially answered in ref. [125, 126], where a smaller subset of the observables, namely, $S_x^2 + S_y^2$ and $\Delta S_z^2$ were used to obtain entanglement measures.

In this work, we consider the more general problem that uses all of the six observables mentioned above. We show that this problem is deeply connected the well known truncated K-moment problem (TKMP) in real algebraic geometry, and utilize the standard results in TKMP to solve the problem at hand. We begin with a brief overview of TKMPs.

9.2 Truncated K-Moment Problem

The problem of deciding whether a set of numbers are moments of a probability distribution is known as the moment problem. A variant of the moment problem, where only a truncated set of moments are known is called the truncated moment problem. If the probability distribution is constrained to be defined over a compact set $K$, then the corresponding truncated moment problem is called the truncated K-moment problem or TKMP. The standard moment problem for probability distributions defined over $\mathbb{R}$ is known as the Hamburger moment problem. For probability distributions defined over $[0, \infty)$ the moment problem is known as the Stieltjes moment problem. The moment problem for probability distributions defined over $K = [0, 1]$ is known as Hausdorff moment problem. These standard examples have a complete solution [127].

The problem of deciding whether a quantum state is entangled or not is naturally related to TKMP. Indeed, the elements of the density matrix of a separable state are moments of some underlying probability distribution, represented by the weights $\mu_i$ in Eq. 9.1, which can, in general be assumed as a continuous measure. Therefore, deciding whether a density
matrix is entangled is a TKMP. Further, deciding whether a set of observables represent an entangled state is also a TKMP. We illustrate this point with the simple case of entanglement of a pair of spin$-\frac{1}{2}$ atoms.

9.2.1 An Example

We consider a composite system of a pair of two-level atoms. A general mixed state of such a system is represented by a $4 \times 4$ density matrix. We use superscripts $A$ and $B$ to indicate the two subsystems and we use $\rho^{AB}$ to represent the density matrix of the composite system.

A mixed state of two spin$-\frac{1}{2}$ systems is said to be separable, iff the corresponding density matrix $\rho^{AB}_S$ can be written as a convex sum of product states, according to Eq. 9.1

$$\rho^{AB}_S = \sum_{i=1}^{n} \mu_i \rho^A_i \otimes \rho^B_i$$  (9.2)

The subscript $S$ is used to indicate that the state is separable. $\rho^A_i$ and $\rho^B_i$ are $2 \times 2$ density matrices representing mixed states of the subsystems $A$ and $B$ respectively. $\mu_i > 0$ are weights satisfying $\sum_{i=1}^{n} \mu_i = 1$. A density matrix that does not admit such a resolution is called an entangled state.

A $2 \times 2$ density matrix is represented by a point inside the Bloch ball, $\mathbb{B}$. Indeed, a $2 \times 2$ density matrix can be written in terms of the Pauli matrices

$$\rho = \frac{1}{2}(1 + \mathbf{u} \cdot \sigma) = \frac{1}{2}(1 + u_x \sigma_x + u_y \sigma_y + u_z \sigma_z)$$  (9.3)

Here, $\mathbf{u} = (u_x, u_y, u_z)$ is a point in $\mathbb{B}$. The $2 \times 2$ identity matrix is represented by $1$. $\sigma_x$, $\sigma_y$ and $\sigma_z$ are the Pauli matrices defined as

$$\sigma_x = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}; \quad \sigma_y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}; \quad \sigma_z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}$$  (9.4)
Therefore the definition of a separable state can be expressed as

\[ \rho_{SB}^{AB} = \frac{1}{4} \sum_{i=1}^{n} \mu_i (1 + u_i \cdot \sigma^A) \otimes (1 + v_i \cdot \sigma^B) \]  

(9.5)

\( \sigma^A \) and \( \sigma^B \) are the Pauli pseudo vectors corresponding to subsystems \( A \) and \( B \) respectively.

An equivalent definition of separable states is obtained by replacing the sum by an integral and the weights \( \mu_i \) by a continuous measure \( \mu \) defined over \( \mathbb{B} \times \mathbb{B} \). That is, a state is separable iff there exists a measure \( \mu \) defined over \( \mathbb{B} \times \mathbb{B} \) such that the corresponding density matrix \( \rho_{SB}^{AB} \) can be written as

\[ \rho_{SB}^{AB} = \frac{1}{4} \int_{\mathbb{B} \times \mathbb{B}} d\mu (1 + u \cdot \sigma^A) \otimes (1 + v \cdot \sigma^B) \]  

(9.6)

The integral is carried out over \( (u, v) \in \mathbb{B} \times \mathbb{B} \).

The Pauli basis for \( 2 \times 2 \) density matrices can be extended to \( 4 \times 4 \) density matrices. Indeed every \( 4 \times 4 \) density matrix can be written as

\[ \rho^{AB} = \frac{1}{4} \left( 1 \otimes 1 + p \cdot \sigma^A \otimes 1 + 1 \otimes \sigma^B \cdot q + \sum_{\alpha, \beta = x,y,z} t_{\alpha\beta} \sigma_\alpha^A \otimes \sigma_\beta^B \right) \]  

(9.7)

Here, \( p, q \in \mathbb{R}^3 \) represent the vector polarization and \( t \) is a \( 3 \times 3 \) matrix representing the correlations. Indeed, the components of \( p = (p_x, p_y, p_z) \), \( q = (q_x, q_y, q_z) \) and \( t \) are the expectation values of the respective observables.

\[ p_\alpha = \text{Tr}(\rho^{AB} \sigma_\alpha^A \otimes 1) \]

\[ q_\beta = \text{Tr}(\rho^{AB} 1 \otimes \sigma_\beta^B) \]  

(9.8)

\[ t_{\alpha\beta} = \text{Tr}(\rho^{AB} \sigma_\alpha^A \otimes \sigma_\beta^B) \]

For \( \alpha, \beta = x, y, z \). Every \( 4 \times 4 \) density matrix is uniquely characterized by this set of observable expectation values. The definition of a separable state can be formulated in
terms of these expectation values. A state $\rho_{AB}$ with parameters $p$, $q$ and $t$ is separable iff there exists a measure $\mu$ defined over $\mathbb{B} \times \mathbb{B}$ such that

$$
p_{\alpha} = \int_{\mathbb{B} \times \mathbb{B}} u_{\alpha} d\mu,
q_{\beta} = \int_{\mathbb{B} \times \mathbb{B}} v_{\beta} d\mu,
t_{\alpha\beta} = \int_{\mathbb{B} \times \mathbb{B}} u_{\alpha} v_{\beta} d\mu
$$

(9.9)

where $u_{\alpha}$ are the components of the vector $u \in \mathbb{B}$ and $v_{\beta}$ are the components of the vector $v \in \mathbb{B}$, that are integrated over. In other words, the state $\rho_{AB}$ is separable iff $p$, $q$ and $t$ are the moments of some measure $\mu$ defined on $\mathbb{B} \times \mathbb{B}$. This follows from the following simple observation:

$$(1 + u \cdot \sigma^A) \otimes (1 + v \cdot \sigma^B) = 1 \otimes 1 + u \cdot \sigma^A \otimes 1 + 1 \otimes \sigma^B \cdot v + \sum_{\alpha,\beta=x,y,z} u_{\alpha} v_{\beta} \sigma^A_{\alpha} \otimes \sigma^B_{\beta}.$$  

(9.10)

Therefore, the problem of deciding whether a given density matrix $\rho_{AB}$ is separable or entangled can be reformulated as a truncated $K$-moment problem. This particular example has a complete solution and is known as the positive partial transpose criterion [128].

### 9.3 The Problem Statement

Let us consider a system of $N$ spin–$1/2$ bosons. The problem that we can considering is the following: given a set of experimentally observed parameters $\{\langle S_x \rangle, \langle S_y \rangle, \langle S_z \rangle, \langle S^2_x \rangle, \langle S^2_y \rangle, \langle S^2_z \rangle\}$, what can we say about the entanglement of the system? In order to formulate this problem as a TKMP, let us consider these observable expectation values for a separable state. The density matrix of a separable state can be written as $\int \rho_1 \otimes \cdots \otimes \rho_N d\mu$. More precisely, we may write it as,

$$\rho = \int d\mu (1 + x_1 \cdot \sigma) \otimes \cdots \otimes (1 + x_N \cdot \sigma)$$

(9.11)
where, \( x_i = (x_1, y_i, z_i) \) is a point inside the Bloch sphere, corresponding to the mixed state \( \rho_i \) and \( \sigma = (\sigma_x, \sigma_y, \sigma_z) \) is the pseudovector of Pauli matrices. And \( \mu \) is a measured defined over \( \mathbb{B} \times \cdots \times \mathbb{B} \).

The observables listed above would then be

\[
\begin{align*}
\langle S_x \rangle &= \int (x_1 + \cdots + x_N) d\mu \\
\langle S_y \rangle &= \int (y_1 + \cdots + y_N) d\mu \\
\langle S_z \rangle &= \int (z_1 + \cdots + z_N) d\mu \\
\langle S_x^2 \rangle &= N + \int \sum_{i \neq j} x_i x_j d\mu \\
\langle S_y^2 \rangle &= N + \int \sum_{i \neq j} y_i y_j d\mu \\
\langle S_z^2 \rangle &= N + \int \sum_{i \neq j} z_i z_j d\mu
\end{align*}
\]  

(9.12)

Thus, the problem of determining the entanglement of the system based on the six experimentally measured numbers \( \{\langle S_x \rangle, \langle S_y \rangle, \langle S_z \rangle, \langle S_x^2 \rangle, \langle S_y^2 \rangle, \langle S_z^2 \rangle\} \) is a TKMP. Using the standard techniques from real algebraic geometry, we have developed asymptotically tight criteria for entanglement using these six observables, i.e., criteria that become tight in limit of large number of atoms, \( N \to \infty \). The technical details of the criterion can be found in ref. [4].
CHAPTER 10
CONCLUSIONS AND OUTLOOK

In this chapter, we conclude with a set of technical applications, conceptual applications to other areas in physics and possible further advancements of the results presented in this thesis. We begin with geometric phases:

10.1 Geometric Phase

We have developed a new geometric phase for spin–1 (and higher) systems and experimentally studied a class of singular loops and observed their geometric phase accumulated in the spin fluctuation tensor. Singular loops are redolent of critical points of a phase transition. For instance, in a system of spin–1/2 fermions in a 1-dimensional Kitaev chain, the ground state at the critical point is represented by a Singular loop inside the Bloch sphere [129]. In the momentum basis, the ground state is a loop on the Bloch sphere. At finite temperature, however, the ground state is mixed and is represented by a loop inside the Bloch sphere. A phase transition in this system is characterized by a discontinuous change in the solid angle of the loop representing the ground state, or equivalently, in the number of windings of this loop around the center of the Bloch sphere. In ref. [129], it has been shown that the critical point of the transition from zero to one winding is a singular loop, where the ground state passes through the center. We hope that our development of geometric phases for such loops plays a role in understanding such critical behavior.

Furthermore, Berry’s geometric phase has been used to study the topological charge os spin textures such a skyrmions, which are predominantly defined for spin–1/2 systems, where the spin vector is confined to the surface of the Bloch sphere. As is clear from chapter 1 and 2, the spin vector of a spin–1 system can be anywhere on or inside the Bloch ball and therefore, this opens up a larger class of skyrmion-like topological states. A study
of such states is a meaningful extension of our work.

The geometric phase developed in chapter 4 can be generalized to higher spins. The quantum state space of a spin–$S$ system is the well known complex projective space $\mathbb{CP}^{2S}$. In general, there is a well defined map from $\mathbb{CP}^n$ to the Bloch ball, $\mathbb{B}$, which also represents the expectation value of the spin vector. One can accordingly define a horizontal lift in $\mathbb{CP}^n$ for a loop in $\mathbb{B}$, using the Fubini-Study metric on $\mathbb{CP}^n$. We make the following conjecture regarding the resulting geometric phase:

10.1.1 A Conjecture

If $\gamma$ is a liftable loop in $\mathbb{B}$, and $\tilde{\gamma}$ is its horizontal lift in $\mathbb{CP}^n$, and $R \in SO(3)$ is its geometric phase (defined by lifting it to $\mathbb{CP}^2$), then the end point of the lift in $\mathbb{CP}^n$ are related as: $\tilde{\gamma}(1) = \mathcal{D}(R)\tilde{\gamma}(0)$, where $\mathcal{D}(R) \in SU(n + 1)$ is the representation of $R$ in $SU(n + 1)$.

This conjecture suggests that although the higher rank spin fluctuation tensors (i.e., operators of the form $S_x^3$ etc) are independent operators for higher spin systems, they do not carry any more geometric phase information than the second rank fluctuation tensor. We hope to be able to prove this conjecture mathematically.

10.2 Arbitrary Control and PVM

The technique of arbitrary control has been implemented in a system of Strontium atoms and can also be implemented in an ultracold cloud of Rubidium atoms. Experimental implementation of this technique opens up two broad areas of research.

10.2.1 Dressed Hamiltonians

The tripod scheme can be used to add arbitrary non-interacting terms to the Hamiltonian of a BEC. This includes quadratic terms like $Q_{xy}$, $Q_{yy}$ etc. This opens up a very large class of Hamiltonians that can be studied using a spin–1 BEC.
10.2.2 Single shot tomography of reduced density matrices

As described in chapter 7, the technique used in 1D PVMs can be applied to design single-shot tomography protocols, which have the unique advantage that the atoms do not need to be reloaded, thereby eliminating the shot-to-shot fluctuations from the measurement. This allows us to extract the reduced density matrix of a many-body system.

10.3 Staircase Phenomena in a BEC

We have described three examples where atomic ensembles described by different spin-squeezing Hamiltonians display a staircase structure in their magnetizations as a response to the external tuning of a continuous control parameter. This phenomena can be observed in spin−1 ferromagnetic $^{87}$Rb and anti-ferromagnetic $^{23}$Na condensates, using current experimental techniques. Maintaining adiabaticity is crucial for such experiments. Indeed, any deviation from adiabaticity would result in superpositions of quantum states that would smear out the staircase. Nevertheless, as we show in chapter 8, observing this effect is within the limitations of many of the existing physical systems. Observing this phenomena can also lead to high precision magnetometers.

10.4 Many Body Entanglement

The technique developed in ref.[4] is general — it invokes a very fundamental connection between the two fields, many body entanglement and real algebraic geometry. The same technique can be used to develop entanglement criteria for spin−1 systems and more generally, entanglement criteria for spatially separated modes of condensates. The resulting criteria can be readily applied experimentally in a BEC.
Appendices
APPENDIX A
SOME FORMULAE FOR SPIN-1 SYSTEMS

In this appendix, we provide a set of useful formulae pertaining to the dynamics of three level atoms, and their derivation. We also provide a few techniques of working with $3 \times 3$ matrices, some of which are generalizable to higher dimensions. We begin a set of basic properties of $3 \times 3$ Hermitian matrices.

A.1 Hermitian Matrices

A $3 \times 3$ matrix $X$ is Hermitian iff it satisfies $X^\dagger = X$. It is straightforward to see that this constraint leave 9 free parameters. That is, the space of $3 \times 3$ Hermitian operators is a 9 dimensional vector space. Quantum mechanical observables and Hamiltonians are largely represented by Hermitian operators. Therefore this 9 dimensional space is central to the study of spin-1 physics. There are two standard set of basis vectors for this vector space. One of them is the so-called Gell Mann matrices together with the identity $I$, given by:

\begin{align}
    g_1 &= \frac{1}{2} \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix};
g_2 &= \frac{1}{2} \begin{pmatrix} 0 & -i & 0 \\ i & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix};
g_3 &= \frac{1}{2} \begin{pmatrix} 1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 0 \end{pmatrix} \\
    g_4 &= \frac{1}{2} \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & 0 \\ 1 & 0 & 0 \end{pmatrix};
g_5 &= \frac{1}{2} \begin{pmatrix} 0 & 0 & -i \\ 0 & 0 & 0 \\ i & 0 & 0 \end{pmatrix};
g_6 &= \frac{1}{2} \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix} \\
    g_7 &= \frac{1}{2} \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & -i \\ 0 & i & 0 \end{pmatrix};
g_8 &= \frac{1}{2\sqrt{3}} \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & -2 \end{pmatrix}
\end{align} (A.1)
An alternate basis is given by the identity $I$, the three spin operators $S_x, S_y, S_z$ and the five nematic operators, $\{S_i, S_j\}$:

$$
S_x = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 1 \\ 0 & 1 & 0 \end{pmatrix} ; \\
S_y = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & -i & 0 \\ i & 0 & -i \\ 0 & i & 0 \end{pmatrix} ; \\
S_z = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & -1 \end{pmatrix} \tag{A.2}
$$

And

$$
S_x^2 = \frac{1}{2} \begin{pmatrix} 1 & 0 & 1 \\ 0 & 2 & 0 \\ 1 & 0 & 1 \end{pmatrix} ; \\
S_y^2 = \frac{1}{2} \begin{pmatrix} 1 & 0 & -1 \\ 0 & 2 & 0 \\ -1 & 0 & 1 \end{pmatrix} ; \\
S_z^2 = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix}
$$

$$
\{S_x, S_y\} = \begin{pmatrix} 0 & 0 & -i \\ 0 & 0 & 0 \\ i & 0 & 0 \end{pmatrix} ; \\
\{S_y, S_z\} = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & -i & 0 \\ i & 0 & i \\ 0 & -i & 0 \end{pmatrix} ; \\
\{S_x, S_z\} = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & -1 \\ 0 & -1 & 0 \end{pmatrix} \tag{A.3}
$$

Note that $S_x^2 + S_y^2 + S_z^2 = 2I$ and therefore, only five out of the six quadratic operators above are independent. The nine operators generate the unitary group $U(3)$. That is every $U \in U(3)$ can be written as $U = \exp \{iX\}$, where $X$ is a $3 \times 3$ Hermitian. The eight operators other than the identity generate the special unitary group $SU(3)$. The three spin operators $\{S_x, S_y, S_z\}$ generate the $SO(3)$ subgroup of $SU(3)$.

The eigenvalues of the spin operators are $0, \pm 1$ and so are the eigenvalues of any operator of the form $S_\hat{n} = \hat{n} \cdot \vec{S}$ for some unit vector $\hat{n}$, i.e., the spin operator with any quantization direction. Thus, the characteristic equation of any such operator is $x^3 - x = 0$, of which the eigenvalues are roots. This, along with the Cayley-Hamilton theorem provides us with an important formula: $S_\hat{n}^3 - S_\hat{n} = 0$. In other words, $S_\hat{n}^3 = S_\hat{n}$, and this implies that all even
exponents of $S_n$ are equal to each other and so are all odd exponents. That is,

\[ S_n^{2k+1} = S_n \]

\[ S_n^{2k} = S_n^2 \] (A.4)

This enables us to evaluate the unitaries generated by the spin operators, which we describe in the next section.

A.2 Unitaries Generated by the Spin Operators

In this section, we show how the matrix corresponding a unitary operator of the form $e^{i\theta S_n}$ can be computed. For the case of spin-1/2 systems, unitaries of the form $e^{i\theta \vec{\sigma} \cdot \hat{n}}$ has a standard formula,

\[ e^{i\theta \vec{\sigma} \cdot \hat{n}} = I \cos \frac{\theta}{2} + \vec{\sigma} \cdot \hat{n} \sin \frac{\theta}{2} \] (A.5)

Here, $\vec{\sigma}$ is the pseudovector of Pauli matrices. The equivalent formula for spin-1 systems is

\[ e^{i\theta S_n} = I - S_n^2 + S_n^2 \cos \theta + i S_n \sin \theta \] (A.6)

This, like Eq. A.5 is derived using the Taylor expansion for $e^{i\theta S_n}$:

\[ e^{i\theta S_n} = I + i \theta S_n + \frac{1}{2!} (i \theta)^2 (S_n)^2 + \frac{1}{3!} (i \theta)^3 (S_n)^3 + \cdots \] (A.7)

We can now use Eq. A.4, to reduce the exponents of $S_n$ that appear in the above equation. Doing so, we split the sum into two parts — the even powers of $S_n$ all reduce to $S_n^2$ and their coefficient would be $1 - \cos \theta$; the odd powers would be reduced to $S_n$, with a coefficient equal to $\sin \theta$. Thus, we arrive at Eq. A.6. This expression is quite useful, as we show in the next section.
A.3 RF Spectrum

In this section, we use Eq. A.6 to derive expressions for the unitary that corresponds to an RF rotation and further use to derive the expression for an RF spectrum. For a system under a field in the $z$ direction with a strength given by $\omega_0$, the Hamiltonian is $H = \omega_0 S_z$. Adding a second field normal to the $z$ direction, rotating at a frequency $\omega$, with a strength $\Omega$ makes the Hamiltonian $H = \omega_0 S_z + \Omega e^{-it\omega S_z} S_x e^{it\omega S_z}$. In the rotating frame this Hamiltonian is $H' = (\omega_0 - \omega) S_z + \Omega S_x$. This is the typical Hamiltonian for a spin-1 RF rotation. If the rotating field is pulsed on for a duration of $T$, the unitary that has been induces on the system, in the rotating frame is given by

$$U = e^{iH'T} = \exp\{iT(\Omega S_x + (\omega_0 - \omega)S_z)\}$$  \hspace{1cm} (A.8)

The operator $S = \frac{\Omega}{\sqrt{\Omega^2 + (\omega_0 - \omega)^2}} S_x + \frac{(\omega_0 - \omega)}{\sqrt{\Omega^2 + (\omega_0 - \omega)^2}} S_z$ is a spin operator, i.e., it is equal to $\hat{S}$ for unit vector $\hat{n} = \left(\frac{\Omega}{\sqrt{\Omega^2 + (\omega_0 - \omega)^2}}, 0, \frac{(\omega_0 - \omega)}{\sqrt{\Omega^2 + (\omega_0 - \omega)^2}}\right)$. Thus, we may write the unitary as

$$U = e^{i\theta S} = I - S^2 + S^2 \cos \theta + iS \sin \theta$$  \hspace{1cm} (A.9)

where, $\theta = T \sqrt{\Omega^2 + (\omega_0 - \omega)^2}$. The starting state is usually $|0\rangle$, i.e., the $m = 0$ state. Therefore, the population of the $m = 0$ state after the RF pulse is given by

$$\rho_0 = |\langle 0|U|0 \rangle|^2 = \left(1 - \frac{\Omega^2}{\Omega^2 + (\omega_0 - \omega)^2} \left(1 - \cos \left(T \sqrt{\Omega^2 + (\omega_0 - \omega)^2}\right)\right)\right)^2$$  \hspace{1cm} (A.10)

Thus we arrive at the expression for the RF spectrum.
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