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SUMMARY

In this dissertation, three studies were presented that involve the spectroscopic characterization of either nonlinear optical or biophotonic materials. The first study (Chapter 3) proposed judicious bulky substitution of cyanine-like, polymethine dyes with large intensity dependent refractive indices to effectively mitigate aggregation between dyes in thin film polymer blends of interest for all-optical signal processing applications in the near infrared (NIR). Linear characterization and Z-scan measurements of these blends at 1550 nm confirmed that bulky groups suppress aggregation in the solid state, thus lowering two-photon absorption (2PA) and improving the nonlinear optical performance of these films. The second study (Chapter 4) proposed a series of planar, fused-ring, organic, quadrupolar chromophores of type A-π-D-π-A with the potential to demonstrate large 2PA cross-sections for optical limiting applications in the NIR. Nondegenerate 2PA measurements revealed that these compounds have large 2PA cross sections and spectral coverage in the NIR, which can be controlled synthetically via structural changes in the core and acceptor groups at the molecule’s periphery. The third study (Chapters 5-6) proposed high refractive index replicas of photonic crystal-like hole patterns harvested from Coscinodiscus walessii diatom frustules as sustainably-producible, biophotonic elements for lensless light focusing of NIR radiation at the micro-scale. Linear spectrophotometric and imaging measurements confirmed that these replicas concentrate NIR light via diffraction, which can be manipulated with changes in the index of the frustule through solid-gas conversion chemistries with excellent shape preservation.
CHAPTER 1. INTRODUCTION

1.1 Organic Materials for All-Optical Signal Processing

1.1.1 Current and Future Data Transmission Demands in Telecommunications

The proliferation of streaming services, social media, telemedicine, and large data sharing platforms are a few examples of many contributing factors to the continuously increasing global data transmission demands. [1-4] In a 2017 forecast by Cisco [5], the annual global internet protocol (IP) traffic in 2016 was 1.2 ZB/year (ZB = $10^{21}$ bytes) and is estimated to reach 3.3 ZB/year by 2021. If accurate, this means that by 2021 global internet traffic will be 127 times the volume of the entire global internet from 2005. In terms of data usage on the consumer level, this forecast estimates internet traffic to reach 30 GB per capita by 2021, increasing threefold from 10 GB per capita in 2016. Additionally, internet traffic access by smart phones and/or tablets is has been dramatically increasing. For example, in the last five years, YouTube saw double the number of viewing hours accessed via smart phones, increasing from 25% in 2013 to 50% of total usage in 2018. [6] By 2021, wireless device traffic, which includes smart phones and tablets, is expected to exceed personal computer (PC) traffic and is estimated to account for 63% of total IP traffic. [5] Although the purpose of this introduction is not to present an extensive overview of the forecasting for global internet demands, the information provided here highlights the necessity for faster, inexpensive, reliable, and low energy consumption telecommunications technology that can keep pace with the globally soaring demands for data transmission. In the following sections, the challenges facing traditional methods of optical signal transmission and processing methods will be discussed, as well as the
potential for hybrid devices made from silicon and organic nonlinear optical (NLO) materials in this field.

1.1.2 Challenges Facing Traditional Optical Signal Transmission Technologies and the Potential of Organic, Third-Order NLO Materials for All-Optical Signal Processing (AOSP) Applications

Although advances in optical fiber technology and implementation have provided high rates of data transmission (ca. $10^6$-$10^9$ bits/s) on a commercial and consumer basis, the speed and energy efficiency of networks based on these technologies are inherently limited due to the use of electronic components to process and/or relay signals. [1, 3, 4] In many cases, the signal of interest is switched between the optical and electronic domain, which makes the signal subject to latencies associated with the rise time of these electronic components. This has implications when considering other parameters such as device miniaturization and energy consumption, where devices comprised of optical and electronic components physically require more space for operation and can potentially require multiple power supplies and drivers, each of which is associated with its own set of dissipative heat losses that can decrease the overall device efficiency. [7, 8] Further, the rapid growth of various fields related to data science applications and interest in real-time data analysis from potentially remote locations present an increasingly large challenge for signal processing since, eventually, these optical signals must be read by a computer, which requires optoelectronic transduction and highlights the importance of on-chip or chip-to-chip signal processing. [4, 7, 9]
All-optical signal processing (AOSP) methods have been proposed as an attractive technology space to achieve high-speed data transmission with low-energy consumption, in which the latencies associated with electronic transducers are avoided and one can utilize the wealth of optical phenomena such as amplitude, phase, polarization, and/or wavelength modulation to encode information. [1, 9, 10] In this dissertation, alternative technologies such as photonic elements for on-chip and chip-to-chip AOSP are of interest, which build on the mature crystalline silicon processing technology that exists for wafer production, but also presents many advantages in the design of silicon photonic components. [11-14] Compared to optical fibers historically used for AOSP applications that are typically made from silica or doped with expensive rare-earth materials whose relatively large (typically micrometer-scale) core-cladding structure only gives small-to-moderate refractive index differences, silicon waveguides present a high index, IR transparent material that enables the design of large volumes of high-quality photonic elements with the ability to control optical beams down the nanoscale and is thus of great interest for optical signal processing in the telecommunications window (ca. 1300-1600 nm). [9, 13, 15-17]

As such, silicon has found success in passive linear devices, such as waveguides [12, 13] and sensors [18, 19], but has encountered difficulties as an active component like phase-based switches. [20, 21] For example, although wavelength converting waveguides making use of third-order nonlinearities (see section 2.2) in silicon have achieved switching speeds up to 40 Gbit/s, these devices are impeded by deleterious two-photon absorption (2PA) and 2PA-induced free carrier absorption that results in significant optical losses and limits the switching speed. [22, 23] Considering these limitations, so-called silicon-organic hybrid (SOH) devices have been proposed to circumvent these issues by combining the
high field intensities and excellent waveguiding at the nanoscale that silicon affords with the large third-order NLO responses of π-conjugated organic materials to achieve efficient phase modulation with significantly reduced losses associated with one-photon (1PA) and/or 2PA. [23-26]

Figure 1.1. Illustration of temporal demultiplexing via all-optical switching in a SOH nonlinear Mach-Zehnder interferometer with silicon waveguides. Reproduced from Hales et al. [25] with permission. Copyright 2014 American Chemical Society.

An example of such a device can be found in Figure 1.1, which depicts a Mach-Zehnder interferometer operating via cross-phase modulation. This device aims to all-optically modulate the amplitude of a low intensity signal beam by controlling the change in phase experienced by the signal upon interaction with the organic, NLO cladding material such that the interference with the unimpeded beam from the non-cladded arm will result in controlled constructive or destructive interference at the output. [27] This is hypothetically accomplished using an ultrafast (ca. 100 fs), intense laser pulse to induce intensity-dependent changes in the refractive index (n2, section 2.2.1) within the organic NLO cladding, where the magnitude of this change depends on the chemical and electronic properties of the cladding material itself. Further, the magnitude of n2 will determine device
length/size and the operational intensity threshold, which can be rationalized by considering the relation between the change in phase ($\Delta \varphi$) and $n_2$ expressed as [28]

\[
\Delta \varphi = \frac{2\pi}{\lambda} n_2 I D
\] (1.1)

where $D$ is the path length through the nonlinear medium, $I$ is the control beam intensity driving the nonlinearity, and $\lambda$ is wavelength of the control beam. From equation 1.1, one can see that large values of $n_2$ allow for shorter devices, because a large $\Delta \varphi$ can still be achieved over a short distance ($D$), and the beam intensity needed to obtain an appreciable $\Delta \varphi$ is significantly lower, thus reducing the energy consumption of the device.

Proof-of-concept, all-optical, SOH devices have demonstrated switching at rates of ca. 170 Gbit/s using vapor- and solution-deposited organic NLO chromophores with sizeable nonlinearities, reasonable linear loss (ca. 1 dB cm$^{-1}$), and minimal 2PA. [9, 23, 26] However, the ability to synthetically tune the optoelectronic properties of these compound is limited, and thus presents room for advancement in terms of material properties that could yield substantial improvements in SOH devices and the realization of terahertz (THz = $10^{12}$ Hz) AOSP methods that requires dramatically smaller input energies (femtojoule, fJ = $10^{-15}$ J). Recent studies involving polymethines have shown that these materials demonstrate large values of $n_2$ and low 2PA that are likely suitable for integration in SOH and have the potential to enable the fabrication of such devices. [25, 29, 30] Therefore, elucidating structure-property relationships that govern the NLO properties of polymethine materials is of interest in this dissertation. The following section will discuss the molecular origins for the NLO response of polymethines and metrics necessary for AOSP.
1.1.3 *Material Metrics for AOSP and Third-Order Nonlinearities of Polymethines*

Practical and scientific interest in polymethine materials stems from a large body of work in the field of \( \pi \)-conjugated organic molecules and polymers that possess highly delocalized electrons and thus have large, ultrafast third-order nonlinearities. [27, 31, 32] As discussed in the previous sections, and in more detail in sections 2.1-2.2, these electronic properties are attractive for phase-based switching because they can afford large nonlinear refractive indices (\( n_2 \)) and moderate-to-low 2PA that are related to the complex, macroscopic third-order susceptibility (\( \chi^{(3)} \)) by [28]

\[
n_2 = \frac{3}{4 \varepsilon_0 n_0^2 c} \text{Re}(\chi^{(3)})
\]

\[
\beta = \frac{3 \omega}{2 \varepsilon_0 n_0^2 c^2} \text{Im}(\chi^{(3)})
\]

where \( n_0 \) is the linear refractive index, \( \varepsilon_0 \) is the permittivity of free space in vacuum, \( c \) is the speed of light, \( \omega \) is angular frequency, and \( \beta \) is the two-photon absorption coefficient. The synthetic tunability of organic materials provides a distinct advantage over the well-studied inorganic semiconductors in that the nonlinearities can be optimized by selective structural changes. [30, 33-40] These efforts were largely focused on achieving increasingly large \( n_2 (\text{Re}(\chi^{(3)})) \) values and minimizing 2PA (i.e. \( \beta, \text{Im}(\chi^{(3)}) \)) to meet or surpass the two-photon figure of merit (2PA-FOM) [41]
\[
\left| \frac{Re(\chi^{(3)})}{Im(\chi^{(3)})} \right| \geq 12
\] (1.4)

that is required for the realization of an all-optical switch utilizing organics as the active \(\chi^{(3)}\) material.

Indeed, numerous studies have shown that discrete and polymeric organic systems, such as phthalocyanines [42], porphyrins [43], polydiacetylenes [44], and polyanilines [45], demonstrated values of \(n_2\) that could surpass that of silicon, however, their utility as AOSP materials was largely limited due to concomitant increase in 2PA, which did not satisfy the 2PA-FOMs. Further, one must also consider the processability of the material for device integration. For example, although poly(hexa-2,4-diyne-1,6-diy bis(paratoluenesulfonate)) demonstrated a sizeable \(n_2\) and reasonable 2PA-FOMs at 1600 nm as a single-crystalline polymer, the difficulty in fabricating devices related to its crystallinity ultimately limited its applicability for AOSP. [46]

In this regard, polymethines present a unique material space with a wealth of synthetic chemistries available to cooperatively optimize NLO performance and enhance processability by tuning chemical properties like thermal and photostability, solubility, and crystallinity. [25, 29, 37, 39, 47-50] Polymethines are a class of linear, \(\pi\)-conjugated, organic chromophores with an odd number of methine groups (=CH–) in their chain and are analogous to polyenes but are ultimately defined by their resonance structures that determine the magnitude of their third-order polarizabilities (\(\gamma\)), which are proportional to \(\chi^{(3)}\) (see section 2.1.1, equation 2.7 for details). [38, 48] Originally described by Dähne in 1971 [51], these resonance structures can be divided into two classes: an asymmetrically-
substituted chain with an electron donating group on one end and acceptor on the other, and a charged, symmetrically-substituted chain with either donor (D) or acceptor (A) groups (Figure 1.2). [49] In the asymmetric case, the donor and/or acceptor strength can be tuned to yield one of three resonance forms (A1-3) where A1 describes the neutral polyene-like structure with large, positive bond length alternation (BLA [52], also closely related to bond order alternation, BOA [38, 53]), A2 represents the merocyanine structure with BLA approaching zero, and A3 is the zwitterionic, polyene-like structure with large, negative BLA. The impact these resonance forms have on the linear absorption spectra of such molecules is well-documented where, for example, one can switch between positive (A1) to negative solvatochromism (A2) by increasing the D and A strength of the end groups to facilitate charge separation. [49, 54-57] Additionally, the NLO properties as a function of D-A strength have been extensively investigated, primarily for second-order NLO applications. [58-60]
Figure 1.2. Chemical structures for the possible resonance forms of a polyenes and polymethines with three carbon chains.

The symmetric series is of greatest interest for third-order NLO and thus this dissertation due to the so-called cyanine state (S2, Figure 1.2) that can be achieved. This cyanine-like structure is described by negligible BLA (near zero) that maximizes the delocalization of electrons over the chain and results in red-shifted 1PA and large transition dipole moments (TDMs). The other two forms (S1 and S3), where charge is localized on either end of the molecule, are analogous to A1 and A3 with appreciable BLA and broad, charge transfer-like 1PA spectra. [27, 37] S1 and S3 are thought to occur by Peierls-type symmetry breaking, the origins and consequences of which are discussed in section 3.1 and references [49, 61].
Figure 1.3. Evolution of the second hyperpolarizability ($\gamma$) as a function of BLA. Adapted from Hales and Perry [27] with permission. Copyright 2008 CRC Press.

The profound impact of reaching the cyanine limit on the third-order NLO properties of polymethines is plotted in terms of BLA in Figure 1.3, which shows that magnitude of $\gamma$ reaches a maximum, albeit negative, at the cyanine limit and only smaller positive value can be obtained for unsubstituted and D-A polyene resonance forms. This phenomenon is well described by the sum-over-states (SOS) expressions, which were derived from perturbation theory and describe the linear and nonlinear polarizabilities in terms of the transitions between ground and excited states. [62] To make the interpretation of the SOS expression more tractable, it is typically truncated to only include terms with the strongest resonant denominators and most relevant excited states. [63-68] In the case where the ground state ($|g\rangle$) is coupled strongly with the first excited state ($|e\rangle$) and $|e\rangle$ is itself strongly coupled to a small number of excited states (represented by $|e'\rangle$) the following simplified SOS expression is obtained: [38]
\[ \gamma = 24 \frac{M^2_{ge} \Delta \mu^2}{E_{ge}^3} - 24 \frac{M^4_{ge}}{E_{ge}^3} + 24 \sum_{e'} \frac{M^2_{ge} M^2_{e'e'}}{E_{ge}^2 E_{ge'}^2} \] (1.5)

In this equation, the section in black text is the “D” (dipolar) term, which is negligible for polymethines at the cyanine limit since \( \Delta \mu \rightarrow 0 \), the red section is the “N” (negative) term and is the dominant contribution to \( \gamma \) given the 4\(^{th}\) and 3\(^{rd}\) power-dependence of the TDM for the \( g \rightarrow e \) transition (\( M_{ge} \)) and energy gap between \( g \) and \( e \) (\( E_{ge} \)), for which cyanines give large and small values, respectively, and the blue term is the “T” (two-photon) term, which contributes less to the overall value of \( \gamma \) than the “N” term due to quadratic dependence on \( M_{ge} \) and \( E_{ge} \) and the relatively smaller contributions from transitions to higher-lying excited states (\( M_{e'e'} \)) and large energy gap between \( g \) and \( e' \) (\( E_{ge'} \)). Further discussion is provided in references [25, 27, 38].

By pumping with frequencies with small detuning energies from real excited states, cyanine-like polymethines can also benefit substantially from resonance enhancement to yield large values of \( n_2 \) and 2PA-FOM in solution that are more than suitable for AOSP. Additionally, a wealth of synthetic modifications are available to tailor the chemical and optical properties of these materials, which affords significant processing flexibility for AOSP and is of significant interest for this thesis. [25] However, as will be discussed in Chapter 3, the largest challenge facing these dyes is the translation of excellent solution nonlinearities into high number density solid films that are needed for AOSP, which is hampered by aggregation effects due to strong dispersion forces between dyes that alter the electronic properties in the solid-state and typically result in greater 2PA, thus lowering the 2PA-FOMs to undesirable levels.
1.2 Optical Limiting

1.2.1 Past and Present Methods and Materials for Optical Limiting

The ubiquity and continued growth of lasers in research laboratories calls for appropriate optical limiting (OL) controls that, among other applications, serve to protect sensors and users from bodily harm [69-71], reduce noise [72], and shape pulses [73]. To be considered suitable, OL materials should have high linear transmission, low-turn on threshold, high damage threshold, and large pulse energy suppression over a broad spectral and temporal range. [74] To achieve this, various third-order NLO processes have been implemented, the earliest of which was based on three-photon absorption in semiconductors that was carried out not long after the laser was invented. [75, 76] Some time after these initial experiments, organic OL materials proliferated and have made use of thermal lensing [77], effective $\chi^{(3)}$ processes like reverse saturable absorption [78-80], and charge transfer processes [81]. Although these studies presented significant advances in the field, these OL approaches were largely hampered by poor linear transmission due to 1PA, which prompted the work by Perry and Marder et al. [82-85] and others [72, 86] who utilized 2PA to gain linear transparency while maintaining opacity at higher irradiances. Further, Hales et al. [87] and Chi et al. [88] have shown that favorable overlap between 2PA and excited state absorption bands in conjugated polymers and related blends can be utilized for effective OL over a broad spectral range in the NIR and over large range of timescales.

Due to the extensive use of NIR lasers (ca. $\lambda = 750$-1600 nm) in photonics and telecommunications, this dissertation is concerned with OL materials whose 2PA response
can be tuned in this spectral range. Although various NIR-absorbing, multicomponent systems have been proposed that were comprised of nanoparticles [89, 90], quantum dots [91], organic-inorganic hybrids [92], and low-dimensional carbon materials [93]; single component organic systems with large 2PA cross sections in the NIR and excellent film processability offer many advantages in terms of cost, toxicity, synthetic tunability, and device fabrication flexibility. [94] In the following section, the potential for small-molecule, \( \pi \)-conjugated, quadrupolar, organic OL materials for these materials is examined.

1.2.2 *Discrete, Quadrupolar, Organic Molecules with Large 2PA*

The degree to which intensity of an optical beam is attenuated by a purely 2PA OL material by can expressed by [28]

\[
\frac{\partial I}{\partial z} = -N \delta F I
\]  

(1.6)

where \( I \) is intensity, \( z \) is the propagation distance in the OL medium, \( N \) is the number density, \( F \) is the photon flux (\( F = I/\hbar \omega \) in units of photons \( s^{-1} cm^{-2} \)), and \( \delta \) is the molecular 2PA absorption cross-section in units of Göppert-Mayer (1 GM = \( 10^{-50} cm^4 s \) photons\(^{-1} \)). [95] From this equation, one can see that a straightforward approach to maximizing OL performance is to incorporate molecules with large values of \( \delta \) in high \( N \) films. In this regard, small-molecule, organic NLO chromophores and the wealth of synthetic chemistries available to tune their chemical and optical properties afford significant advantages in terms of the ability to customize a material’s response at certain wavelengths and processability for device purposes. [96-99]
The magnitude of $\delta$ is related to the third-order polarizability ($\gamma$) by [100]

$$\delta = \frac{16\pi^3 h\nu^2}{n^2 c^2} L^4 \text{Im}(\gamma)$$

(1.7)

where $h$ is Planck’s constant, $\nu$ is frequency, $n$ is the linear refractive index, $c$ is the speed of light in vacuum, $L$ is the Lorentz local field factor (see section 2.1.1), and the brackets in $\text{Im}(\gamma)$ signifies an orientational average from an assumed isotropic distribution of molecular transition dipole moments (TDMs). Particularly for discrete organic dyes, the molecular origin of $\delta$ has been well described by the sum-over-states model [62, 101] which, for a transition from the ground state (g) to a 2PA-allowed excited state (e’) excited by plane polarized light, can be written as (see references [100-102] for further discussion and definitions of certain variables)

$$\delta = \frac{2\pi h\nu^2 L^4}{\varepsilon_0^2 n^2 c^2 \Gamma_{ge} S_{ge'}}$$

(1.8)

where:

$$S_{ge'} = \left[ \sum_e \frac{(M_{ge} M_{ee'})}{(E_{ge} - h\nu)} \right]^2$$

(1.9)

Focusing on $S_{ge'}$, this formula gives a squared sum comprised of the photon energy ($h\nu$), the energy difference ($E_{ge}$) between the ground (g) and first excited state (e), the TDM between the ground and first excited state ($M_{ge}$), and the TDM between the first excited state and the second ($M_{ee'}$). After some simplifications, $S_{ge}$ can be expressed by [101]
\[ S_{ger} = \frac{1}{5} \left[ \left( \frac{\Delta M_{ge} M_{ger}}{h \nu} \right)^2 + \sum_{e \neq g, er} \left( \frac{M_{ge}^2 M_{eer}^2}{(E_{ge} - h \nu)^2} \right) \right] \]  

(1.10)

where the factor of 1/5 accounts for the reduction in the number of dimensions (now 1D) based on the orientational average, and the expression can be broken down into the “D” (dipolar, black) and “T” (two-photon, red) terms (not to be confused with the “D” and “T” from section 1.1.3). [65, 101] The “D” term is a function of the change in static dipole moment between the g and e’ states (\( \Delta M_{ge'} \)), which is zero for the centrosymmetric quadrupolar chromophores of interest in this thesis and thus allows \( \delta \) to be expressed as

\[ \delta \propto \frac{M_{ge}^2 M_{eer}^2}{(E_{ge} - h \nu)^2 \Gamma_{ger}} = \frac{M_{ge}^2 M_{eer}^2}{\Delta^2 \Gamma_{ger}} \]  

(1.11)

and is now described by a simplified model accounting for the contributions from only three essential states (g, e, e’) to the 2PA response. [65, 66] In this equation, \( \Gamma_{ge'} \) is the full-width at half maximum (FWHM) of the 2PA band and \( \Delta \) is the detuning energy between the incident photon of frequency (\( \nu \)) and the energy gap (\( E_{ge} \)) between states g and e (\( \Delta \equiv E_{ge} - h \nu \)), as depicted in Figure 1.4a.
Equation 1.11 can be used to inform the design of quadrupolar chromophores with strong 2PA, which typically involves striking a balance between large transfer upon excitation (i.e. large values of $M_{ge}$ and $M_{ee'}$), pumping close to 1PA resonances without being on-resonance (small $\Delta$), and having narrow 2PA bands (small $\Gamma_{ge'}$). As such, a variety of quadrupolar structures (Figure 1.4b) have been studied to elucidate synthetic modifications that can selectively alter the optical properties of these dyes. In a simple example, 2PA responses for D-$\pi$-D compounds have been shown to increase with longer chain lengths ($\pi$) and stronger D groups, which increase charge transfer from the periphery of the molecule to the center upon excitation. [83, 85] Similar principles have been extended to more complex compounds, like D-$\pi$-A-$\pi$-D, where combination of alterations in D/A strength and the nature of the $\pi$-linkers between D and A groups can be used to
achieve red-shifted 1PA and 2PA bands and obtain large values of $\Delta$ due to enhanced charge transfer from the D end groups to the A core. [101, 103-105]

As will be discussed in Chapter 4, the wealth of structural sites with which 2PA behavior can be tuned for A-$\pi$-D-$\pi$-A chromophores presents a unique opportunity to achieve materials with strong 2PA in the NIR as well as enhance other application-relevant properties like photostability. A structure-property investigation is provided with a focus on how the molecular design for a novel series of organic, fused-ring, quadrupolar compounds influences their 2PA behavior.

1.3 Biophotonic Light Manipulation

1.3.1 Photonic Elements for Light Concentration and Harvesting

The ability to control light at small scales (micro-to-nanometers) has been highly desired for various fields, including: photonics [106], imaging [107], biofuels [108], and photovoltaics [109]. As the first example, rapid growth in the solar energy industry in recent years continues to drive the demand for efficient solar panels and farms. [110] In addition to large scale concentrators and collectors, microphotonic elements such as waveguides, microlens arrays, and thin reflectors of similar size to individual cells have been extensively investigated to achieve greater efficiencies. [111-113] Although some advances have been made in this area, the design and fabrication of these microdevices can be expensive and/or difficult to manufacture due to the large number of steps involved and requirement for impeccable reproducibility. [109, 114] In a second example, significant progress has been made in the last 5-7 years in the field of thin film metalenses for which achromatic, sub-diffraction limited focusing has been achieved with carefully-crafted,
periodic metastructures. [107, 115, 116] Despite substantial advancements in efficiency, numerical aperture, and field intensities of interest for micro-spectroscopy, even small imperfections can cause poor performance, which is why these metalenses typically require costly, low-throughput, high-precision lithography and atom layer deposition techniques for successful fabrication over a small area. [117, 118]

The above examples highlight a common trade-off in microphotonic elements between performance and manufacturability, which has inspired advances in large area printing and roll-to-roll processing technologies to circumvent these issues, although challenges still exist regarding the reproducibility and precision of fabricating nanoscale features. [119-122] However, an alternative strategy is to use biologically-derived photonic features to achieve high-volume production of microphotonic elements while implementing a sustainable, environmentally-friendly manufacturing model. This concept is similar to the argument made for biofuels production where, to meet 50% of American transport fuel needs, one would need more than 100% of existing American farmland using traditional methods of biodiesel production made from corn, soybean or canola, compared to only 1-3% of existing cropland for microalgae-based photobioreactors. [108, 123] Therefore, farming biophotonic materials could dramatically reduce manufacturing costs that would normally be associated with high-precision lithography, printing, stamping, and characterization equipment and still produce scalable product based on collectable biomass on the kilogram-scale.

The biggest challenge facing this approach is the selection of an appropriate microorganism that demonstrates interesting optical behavior as well as the ability to be harvested with high reproducibility and on large scales. As will be discussed in the
following section, biosilica frustules from marine diatoms possessing photonic crystal-like hole patterns have the potential to satisfy these requirements.

1.3.2 Potential for Diatoms as Biogenic, Lensless Light Concentrators

Diatoms are eukaryotic, unicellular microalgae that encase themselves in natural biosilica structures, which are thought to form during the cell wall synthesis stage of their growth due to a catalysed polymerization to form silica using the silicic acid taken up from its environment. [124] For some species, like Coscinodiscus wailessii (C. wailessii), C. asteromphalus, and Arachnodiscus, these silica features are described as having two valves (also called frustules) that are held together by a girdle band (see section 5.1.1 for more details). [124-126] If the valves are isolated from the rest of the structure, a photonic crystal-like hole pattern can be found on the surface of each frustule (Figure 1.5a). In an initial study, De Stefano et al. [127] observed a focusing-like effect (Figure 1.5b) from individual C. wailessi valves and attributed this observation to a complex superposition of diffracted wavelets primarily originating from the hole pattern on the valve surface. Similar results were shown by De Tomassi et al. [128] (C. wailessii) and Romann et al. [129] (C. wailessii and C. centralis) and were able to be predicted semi-quantitatively by beam propagation simulations and the Rayleigh-Sommerfield diffraction model. Collectively, these observations showed that diatoms have potential as a lensless focusing element, which could be grown at rates of 5-25 g m$^{-2}$ day$^{-1}$. [130]
Figure 1.5. (a) Series of SEM images showing overall shape and hole pattern of a *C. wailesii* biosilica valve, (b) Optical micrograph of a focal spot from a *C. wailesii* valve (left) and a plot of the measured intensity profile compared to simulation (right). Adapted from De Stefano *et al.* [127] with permission. Copyright 2007 Optics Express.

However, because these frustules are made of silica, the light-matter interactions will only be appreciable at visible wavelengths, which limits their utility in the NIR (ca. 700-2000 nm). Due to the importance of this spectral region in photovoltaics as well as other photonic applications, the ability to tune the spectral response of these compounds such that the focusing properties of the valves can be translated to the NIR is desirable. Ideally, one would like to preserve the structure of the frustule that is thought to govern its optical properties but enhance interactions with NIR radiation. One feasible way to accomplish this, is by converting the native biosilica frustules into higher refractive index (n) materials through solid-gas conversion chemistries like that shown by Bao *et al.* [131] where an
*Aulacoseira* frustule was converted in microporous silicon replicas with excellent shape preservation, which began by forming a MgO/Si replica according to the reaction equation:

\[
2\text{Mg}_{(g)} + \text{SiO}_2_{(s)} \rightarrow 2\text{MgO}_{(s)} + \text{Si}_{(s)}
\]  

(1.12)

Once fully converted to MgO/Si, the MgO could be selectively dissolved by aqueous HCl, to yield the microporous silicon replica. In doing so, the silicon replica now possessed a substantially larger refractive index (ca. \(n = 4.0-3.6\), [132]) than the native silica (\(n = 1.46-1.45\), [133]) frustules over the same wavelength range, \(\lambda = 550-1100\) nm, and thus should interact more strongly with NIR photons. Furthermore, even higher index materials, such as magnesium silicide (\(\text{Mg}_2\text{Si}\), \(n = 3.74\) at 2000 nm, [134]) can be obtained from an additional gas-solid reaction [135]

\[
2\text{Mg}_{(g)} + \text{Si}_{(s)} \rightarrow \text{Mg}_2\text{Si}_{(s)}
\]  

(1.13)

which affords extremely high refractive indices, even into the mid-IR (ca. \(\lambda = 5-15\) \(\mu\)m). This presents an opportunity to study the potential of novel, biogenic focusing elements at long wavelengths, assuming good-quality shape preservation of the frustule structure and hole pattern upon conversion to \(\text{Mg}_2\text{Si}\). Therefore, Chapter 5-6 of this dissertation will detail theoretical and spectroscopic investigations into the optical properties of native silica frustules, MgO/Si (\(n = 2.15-2.01\), \(\lambda = 550-1100\) nm, see section 5.3.2) replicas, Mg\(_2\)Si replicas, and related hole patterns in thin films as a function of their refractive indices in the visible and NIR.

1.4 Thesis Aim and Organization
Chapter 2 presents detailed background on the optical principles of NLO, light interference, diffraction theory, beam propagation simulations, and an overview of the measurement techniques used in this dissertation. This section is meant to serve as a reference for the reader to refer to when unfamiliar theory or measurement principles are discussed in later chapters. Although a comprehensive review of each topic is beyond the scope of this thesis, references are provided for the reader to reinforce their understanding of the subject matter presented here.

Chapter 3 details spectroscopic investigations into the linear and NLO properties of polymethines dyes in the solution and solid-state. Specifically, the ability of bulky groups to mitigate aggregation interactions between polymethines in high number density films is characterized. Additionally, a film processing study is discussed, which systematically identifies the importance of surface chemistries and polymer host identity in dye-polymer blend films of a chalcogenopyrylium heptamethine dye of interest for AOSP.

In Chapter 4, a structure-property study correlating the changes in 2PA behavior and photostability with selective synthetic modifications for a series of organic, fused-ring quadrupolar chromophores is presented. Comparisons are made with other compounds from the literature with strong 2PA in the NIR to assess the suitability for these fused-ring dyes for OL applications.

Chapter 5 presents theoretical experiments and some complementary experimental measurements with the goal of quantifying the impact of hole pattern structure and refractive index have on the optical properties of native silica diatom valves and their high index replicas (MgO/Si and Mg\textsubscript{2}Si). The development of a hole pattern analysis algorithm
and related statistical analyses are discussed, as well as beam propagation simulations on standardized patterns in thin films to quantify the effects of index on focusing heavier for simple hole patterns.

Chapter 6 provides experimental comparisons with the theoretical data obtained from Chapter 5 and discusses the possible origins for the complex set of interference phenomena that likely contribute to the observed optical effects in naturally-derived diatom valves and replicas. Chapter 7 concludes this dissertation by providing perspectives and outlook for the materials and technology space discussed in Chapters 3-6.
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CHAPTER 2. THEORETICAL AND EXPERIMENTAL METHODS – THIRD-ORDER NONLINEAR OPTICAL RESPONSES AND PRINCIPLES OF DIFFRACTION AND OPTICAL WAVE INTERFERENCE

The purpose of this chapter is to describe the principles behind several characterization techniques used in this dissertation. This begins with an introduction to techniques relevant to Chapters 3 and 4, regarding the origins of ultrafast third-order nonlinear responses from which the intensity-dependent refractive index and two-photon absorption are derived. A theoretical overview and experimentally relevant details of characterization methods used to measure these phenomena, i.e. Z-scan and nondegenerate two-photon absorption (ND2PA), will be given in sections 2.3.1 and 2.3.2. Additionally, an explanation of prism coupling (a complementary technique to NLO measurements on films that measures the linear refractive index and optical loss of NLO films) will be explained in section 2.3.3. Regarding the optical properties of biogenic/biomimetic structures presented in Chapters 5 and 6, qualitative, introductory background on diffraction and the interference of electromagnetic waves is provided in section 2.4.1. From this, concepts are introduced that will be used to interpret results from simulations and measurements regarding the focusing behavior of *C. wailesii* diatom frustules and their high index replicas in sections 2.4.2-2.5.1. Specifically, the principles of ellipsometry, far-field interference imaging, and beam propagation simulations and will be discussed.
2.1 Third-Order Nonlinear Optics

Figure 2.1. Illustration of the oscillation of an electron cloud about its nucleus in response to an electromagnetic or optical field. Reproduced from Perry et al. [27] with permission. Copyright 2008 CRC Press.

At the molecular level, dielectric materials are comprised of charged particles, namely positively charged nuclei and negatively charged electrons. Upon the application of a low-intensity, oscillating electric (optical) field through the medium, the electrons will move in an oscillatory motion away from their positive cores in a harmonic (linear) manner because of their interaction with the applied field, as shown in Figure 2.1. The frequency-dependent induced dipole $\mu_i(\omega)$, considered to be linearly proportional to the strength of the applied field $E_j(\omega)$, that results from the displacement of an electron from its nucleus is given approximately by

$$\mu_i(\omega) = \alpha_{ij}(\omega)E_j(\omega)$$

(2.1)

where $\mu_i(\omega)$ and $E_j(\omega)$ are vector quantities. $\alpha_{ij}(\omega)$ is the linear polarizability of the molecule, which is a frequency-dependent quantity that is both complex and tensorial in...
nature. The imaginary and real parts of $\alpha_{ij}(\omega)$ describe optical effects such as linear absorption and refraction, respectively. [27, 28]
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Figure 2.2. Response of an induced dipole as function of the applied field. Reproduced from Perry et al. [27] with permission. Copyright 2008 CRC Press.

At sufficiently high field intensity, the oscillatory behavior of the electrons move away from the linear regime and begin to oscillate anharmonically in response to the applied field as seen in Figure 2.2. The anharmonic oscillation, consequently, results in induced polarization. In this regime, an exact solution for the functional form of $\mu_i(\omega)$ is no longer possible and is expressed as a Taylor series expansion of total dipole $\mu_i$ in $E(\omega)$ as

$$
\mu_i = \mu_i^0 + \alpha_{ij}(-\omega; \omega)E_j(\omega) + \frac{1}{2!}\zeta_{ijk}(-\omega, \omega_1, \omega_2)E_j(\omega_1)E_k(\omega_2)
$$

$$
+ \frac{1}{3!}\gamma_{ijkl}(-\omega, \omega_1, \omega_2, \omega_3)E_j(\omega_1)E_k(\omega_2)E_l(\omega_3) + \cdots
$$

(2.2)

where $\mu_i^0$ is the permanent dipole, $\alpha_{ij}$ is the first-order polarizability, $\zeta_{ijk}$ is the second-order polarizability, and $\gamma_{ijkl}$ is the third-order polarizability. [27, 100] It is noted that $\beta$ is the
preferred label for the second-order polarizability in the literature, however, ζ is used here to avoid confusion later with the two-photon absorption coefficient (β) in section 2.2.2. The higher order terms (ζE^2, γE^3, and higher) are responsible for NLO effects and the small size ζ and γ account for the necessity of an intense optical source in order to observe NLO responses. [27]

2.1.1 Relationship between Microscopic and Macroscopic Nonlinearities

The polarizabilities (α, ζ, γ) are the microscopic parameters that allow for the analysis of NLO materials at the molecular level. Since most NLO characterization techniques are only able to measure the macroscopic nonlinearities, a relationship between microscopic and macroscopic quantities must be defined. [27] In doing so, first we must define the macroscopic polarization \( P_I \) induced in a material

\[
P_I = N \langle \mu_i \rangle \tag{2.3}
\]

where \( N \) is the number density of microscopic dipoles and \( \langle \mu_i \rangle \) is the orientational averaging over all microscopic dipoles. Using this relationship, an expansion can be performed that is similar to the one from the induced dipole case, which yields

\[
P_I = P_I^{(0)} + \chi^{(1)}_{ij}(-\omega; \omega)E_j(\omega) + \frac{1}{2i} \chi^{(2)}_{ijk}(\omega)E_j(\omega_1)E_k(\omega_2) + \frac{1}{3!} \chi^{(3)}_{ijkl}(\omega)E_j(\omega_1)E_k(\omega_2)E_l(\omega_3) + \cdots \tag{2.4}
\]

where \( \chi^{(1)} \), \( \chi^{(2)} \), and \( \chi^{(3)} \) are the first, second, and third-order electric susceptibilities, respectively. A relationship between γ, the microscopic parameter, and \( \chi^{(3)} \), the macroscopic parameter, can be found by first considering that the fields (e.g. \( E_j(\omega) \)) in the
expression for \( \mu_i \) are the local fields whereas the fields in \( P_i \) are the macroscopic fields. The local fields include contributions from surrounding molecules in addition to the applied macroscopic fields. To account for this, the macroscopic fields can be corrected with Lorentz local field factor. [27, 28] The relationship between the local and macroscopic field is expressed as

\[
E_{i,j,k}(\omega_{1,2,3}) = L(\omega_{1,2,3}) \cdot E_{i,j,k}(\omega_{1,2,3})
\]

where the Lorentz field factors are given by

\[
L(\omega_{1,2,3}) = \frac{n(\omega_{1,2,3})^2 + 2}{3}
\]

Where \( n(\omega) \) is the refractive index of the medium at frequency \( \omega \). From this expression, a relationship between the microscopic \( (\gamma) \) and macroscopic \( (\chi^{(3)}) \) parameter can be written as

\[
\chi_{ijkl}^{(3)}(-\omega_\sigma; \omega_1, \omega_2, \omega_3) = N \cdot L(\omega_\sigma) L(\omega_1) L(\omega_2) L(\omega_3) \cdot \langle \gamma_{ijkl}(-\omega_\sigma; \omega_1, \omega_2, \omega_3) \rangle
\]

in which \( N \) is the number density of microscopic dipoles and \( L(\omega_\sigma) \) accounts for the local field effects of the modulated output field. [27]

Similar to the linear molecular polarizability \( \alpha_{ij}(\omega) \), \( \chi^{(3)} \) is also a complex quantity whose real and imaginary components correspond to nonlinear refraction and absorption, respectively. The NLO phenomena are described in detail in sections 2.2.1 and 2.2.2.
2.1.2 Units of $\chi^{(3)}$

For the purposes of this dissertation, cgs units expressed as esu or cm$^2$statvolt$^{-2}$ are used for $\chi^{(3)}$ quantities. The relation to SI units is given by equation 2.8 below. Conversion between statvolt and volts (V) follows 1 statvolt = 299.79 volts (V). [28]

$$\chi^{(3)}[m^2V^{-2}, \text{SI}] = \left(\frac{4\pi}{9} \times 10^{-8}\right)\chi^{(3)}[cm^2\text{statvolt}^{-2}, \text{esu}]$$

2.2 Third-Order Nonlinear Optical Phenomena

The complex nature of $\chi^{(3)}$ gives rise to nonlinear refraction (NLR) and two-photon absorption (2PA) which, as mentioned previously in Chapter 1, are of interest for AOSP and optical limiting applications, respectively. [136, 137] The real part of $\chi^{(3)}$ is associated with NLR, whose measurable quantity is termed the intensity-dependent refractive index $n_2$ and its imaginary component is associated with 2PA, whose measurable quantity is defined at the two-photon absorption coefficient ($\beta$). Both phenomena are related to the degenerate third-order response, $\chi^{(3)}(-\omega, \omega, -\omega, \omega)$, driven by a single frequency. The positive and negative signs describe the time ordering of interacting photons responsible for these effects, where a sufficiently intense optical field of frequency ($\omega$) incident on a material will induce changes to the amplitude and phase of the field itself, through self-action. The following sections (2.2.1 and 2.2.2) provide a description of the definitions of these measurable quantities and their relation to $\chi^{(3)}$. 
2.2.1 Intensity-Dependent Refractive Index

The relationship between the intensity-dependent refractive index ($n_2$) and $\text{Re}(\chi^{(3)})$ is expressed by [28, 100]

$$n_2(\omega) = \frac{3}{4 \varepsilon_0 n_0(\omega)^2 c} \text{Re}[\chi^{(3)}(-\omega;\omega,-\omega,\omega)]$$  \hspace{1cm} (2.9)

where $n_0(\omega)$ is the linear refractive index of the material at frequency, $c$ is the speed of light in vacuum, $\varepsilon_0$ and is the permittivity of free space, giving units of $m^2 W^{-1}$ for $n_2$. True to its name, materials with $\text{Re}(\chi^{(3)})$ responses experience a change in refractive index upon illumination by an intense electromagnetic or optical field. The magnitude of this index change is dependent on the intensity ($I$) of the field and is described by

$$n(\omega,I) = n_0(\omega) + n_2(\omega)I$$  \hspace{1cm} (2.10)

where the first term ($n_0(\omega)$) of the observed refractive index ($n(\omega,I)$) over the duration of the intense electromagnetic pulse accounts for the linear index and the second ($n_2(\omega)I$) accounts for the intensity-dependent contribution. The intensity of the optical field ($I$), is expressed as:

$$I = 2n_0(\omega)\varepsilon_0 c |E(\omega)|^2$$  \hspace{1cm} (2.11)

As a result of the index change, the incident beam experiences a phase change ($\Delta \phi$) as it propagates through the NLO medium. The ability to control this change in phase is the central focus of studying materials with promising $\text{Re}(\chi^{(3)})$ responses for phase-based switching applications. Examining how $\Delta \phi$ relates to $n_2(\omega)$ in the expression
\[
\Delta \phi(\omega, I) = \frac{2\pi}{\lambda} \Delta n \ D = \frac{2\pi}{\lambda} n_2(\omega) \ I \ D
\]  

(2.12)

where \( \Delta n \) is the change in refractive index and D is the length the beam propagates through the NLO material, a straightforward approach to achieving large phase changes is to maximize \( n_2(\omega) \) for a given field intensity and propagation length. Although relatively small values of \( n_2(\omega) \) could be overcome by increasing the input field intensity and propagation length (e.g. increasing waveguide length or film thickness), these adaptations may not be practical for device purposes where minimizing long-term energy costs and product miniaturization are of great importance. This dilemma highlights the importance of careful material design to enable low energy, compact device structures.

The way the refractive index in a NLO material changes, i.e. positively or negatively, is determined by the underlying electronic properties of the material. For the cyanine-like polymethine materials in this dissertation that show a strongly negative \( n_2(\omega) \), the origins of this effect are discussed further in Chapter 3. [25] The sign and magnitude of the index change can significantly impact how spatially non-uniform optical beams (i.e. non-top-hat intensity profile) propagate through a given NLO. Taking the example of a Gaussian beam propagating through large \( n_2(\omega) \) material, the center of the beam where intensity is highest will experience a larger phase shift than at the lower intensity edges. For positive \( n_2(\omega) \) materials, the NLO material acts as a positive lens which focuses the incident beam. Negative \( n_2(\omega) \) materials, on the other hand, act as a negative lens and cause the beam to diverge. The significance of these phenomena in NLO measurements will be discussed further in section 2.3.1 on the topic of the Z-scan technique.
2.2.2 Two-Photon Absorption (2PA)

2PA is the process of simultaneously absorbing two photons to excite an optical transition between two real electronic states of an atom or molecule. [95] The measurable quantity of this effect is the 2PA absorption coefficient ($\beta$) which, like $n_2$, is a macroscopic quantity but is instead related to $\text{Im}(\chi^{(3)})$. The relationship between $\text{Im}(\chi^{(3)})$ and $\beta$ is given by [100]

$$
\beta(\omega) = \frac{3\omega}{2 \varepsilon_0 n_0(\omega)^2 c^2} \text{Im}[\chi^{(3)}(-\omega; \omega, -\omega, \omega)]
$$

(2.13)

with $\beta(\omega)$ having units of mW$^{-1}$. 2PA can also be characterized by the molecular cross section ($\delta$, with units of m$^4$ s photon$^{-1}$), which is related to $\beta(\omega)$ simply by

$$
\delta(\omega) = \frac{\hbar \omega \beta(\omega)}{N}
$$

(2.14)

where $\hbar \omega$ is the energy of the incident beam of frequency $\omega$ and $N$ is the number density of the material.

In the presence of linear absorption ($\alpha_0(\omega)$), but at photon fluxes sufficient to achieve 2PA, the expression for the absorption coefficient ($\alpha(\omega)$) of a given material becomes: [28]

$$
\alpha(\omega) = \alpha_0(\omega) + \beta(\omega)I
$$

(2.15)
Further if one imagines a beam propagating through a 2PA medium, the intensity-dependent attenuation of the incident beam’s amplitude along the direction of propagation (z) is described by

$$\frac{\partial I}{\partial z} = -(\alpha_0(\omega)I + \beta(\omega)I^2)$$

and in terms of transmission as

$$T = \frac{I(L)}{I_0} = \frac{T_0}{1 + I_0\beta(\omega)ID_{\text{effective}}}$$

where linear transmission ($T_0$) is related to linear absorption ($\alpha_0$) and the length of propagation (D) through a 2PA medium according to

$$T_0 = \exp(-\alpha_0D)$$

and the effective propagation distance ($D_{\text{effective}}$) is given by.

$$D_{\text{effective}} = (1 - \exp(-\alpha_0D))\alpha_0$$

Since the illumination conditions necessary for 2PA are quadratically-dependent on intensity, 2PA is typically only observed when using high power, pulsed, ultrafast lasers sources or from laser beams confined to small focal volumes. For this reason, 2PA has been essential to the development of 3D lithographic techniques for the fabrication of microstructures with nanoscale features, where photopolymerization of organic resins are
only achieved within the femtoliter focal volumes of a focused femtosecond laser beam and thus give line sub-micron line widths. [138]

2.2.3 Effective $\chi^{(3)}$ Processes – Excited State Absorption

When one of the optical frequencies involved in a $\chi^{(3)}$ process approaches resonance with a real electronic transition, linear absorption occurs and can result in substantial population of electronic excited states with strong input fields. Since most interesting $\chi^{(3)}$ materials, such as semiconductors, highly conjugated molecules and polymers, have a high density of excited states the probability of transitions to even higher-lying states is also large, given that the available relaxation pathways (e.g. $k_{10}$, $k_{21}$, and $k_{T21}^T$ from Figure 2.3. Five-state Jablonksi diagram showing the transitions between the lowest single and triplet excited states.) are sufficiently slow. Under these conditions, the successive transitions between electronic states results in a cumulative $\chi^{(1)}$ process that is known as a $\chi^{(1)}$: $\chi^{(1)}$ or effective $\chi^{(3)}$ Process. [27, 28, 100]
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Figure 2.3. Five-state Jablonski diagram showing the transitions between the lowest single and triplet excited states.
Figure 2.3 shows the various photophysical pathways possible for a five-state Jablonksi diagram after an electron is excited from its singlet ground state ($S_0$) to higher singlet states $S_n$. For molecules with large ground state absorption cross sections ($\sigma_{01}$) and appreciable excited state absorption cross sections (e.g. $\sigma_{12}$), excitation to higher lying states (including triplet states, $T_n$, if the rate of intersystem crossing, $k_{ISC}$, and triplet absorption cross section, e.g. $\sigma_{T12}$, is sizeable) is efficient and results in a change in the ratio of molecules that occupy excited states versus those still in the ground state. In addition to the transition cross section, the magnitude of this change depends significantly on the number density of molecules initially found in the ground state ($N_0$) prior to excitation. Taking the example of linear absorption from $S_0$ to $S_1$ (associated with the imaginary part of $\chi^{(1)}$), the absorption coefficient ($\alpha_0$) is given by

$$\alpha_0 = \sigma_{01}N_0 \tag{2.20}$$

If one only considers the transitions between $S_0$-$S_1$ and $S_1$-$S_2$, the change in the ground state population ($\Delta N$) of molecules being promoted to $S_1$, and then potentially $S_2$ is used to describe the effective absorption coefficient ($\alpha_{\text{effective}}$), which gives: [28]

$$\alpha_{\text{effective}} = \sigma_{01}(N_0 - \Delta N) + \sigma_{12}\Delta N = \sigma_{01}N_0 + (\sigma_{12} - \sigma_{01})\Delta N \tag{2.21}$$

This can also be written as

$$\alpha_{\text{effective}} = \alpha_0 + (\sigma_{12} - \sigma_{01})\Delta N = \alpha_0 + \Delta \alpha \tag{2.22}$$

where the second term ($(\sigma_{12} - \sigma_{01})\Delta N = \Delta \alpha$) accounts for intensity-dependent changes in absorption, much like the case of nonlinear absorption in equation 2.15.
Of the photophysical parameters discussed thus far, the relative magnitudes of the absorption cross sections most profoundly influence the type of nonlinear absorption behavior observed in effective $\chi^{(3)}$ processes. A classic example is saturable absorption, which is described by a population inversion to an excited state with a lower absorption cross section than the ground state (i.e. $\sigma_{12} < \sigma_{01}$), using Figure 2.3 as an example) that decreases $\alpha_{\text{effective}}$ as beam intensity increases. In the opposite case of reverse saturable absorption, $\alpha_{\text{effective}}$ is found to increase with intensity due to a larger excited state absorption cross section relative to the ground state ($\sigma_{12} > \sigma_{01}$). These phenomena have many practical applications, such as saturable absorbing components that enable some passively Q-switched lasers [139] and optical limiting for materials with strong reverse saturable absorption. [71] For the polymethine materials presented in Chapter 3 of this dissertation, the ability to experimentally identify effective $\chi^{(3)}$ processes becomes important for compounds with red-shifted linear absorption bands that take advantage of a pre-resonance enhancement in the telecommunications wavelength window (ca. 1300 – 1600 nm). Since these materials are of interest for AOSP, any linear absorption or effective processes will introduce absorption losses that could deleteriously effect device efficiency and performance. [25, 41] Further, the quantification of 2PA cross sections for highly conjugated polycyclic organic compounds in Chapter 4 will utilize these descriptions to distinguish between short-lived 2PA signals that are spectrally similar to excited state absorption processes but that occur on different time scales.
2.3 Characterization Techniques

2.3.1 Z-Scan

Z-scan is a single beam technique by which nonlinear absorption and refraction can be simultaneously measured in solids, liquids, and solutions. In this technique, a sample of a known thickness is translated through the focus of a beam with a Gaussian spatial profile and the nonlinear transmission through the sample is measured as a function of the longitudinal coordinate along the beam axis (Z-axis), as seen in Figure 2.4. [140] The open-aperture detector, which monitors the transmitted beam, is only sensitive to nonlinear absorption and is used to obtain the nonlinear absorption coefficient \( \beta \), from which \( \text{Im}(\chi^{(3)}) \) is calculated. With \( \beta \) known, the closed-aperture detector then provides complementary information in the form of nonlinear refraction by giving \( n_2 \) and thus \( \text{Re}(\chi^{(3)}) \). [140] Prior to meeting the first focusing lens, a small portion of the beam is picked and set to a reference detector (detector 1, Figure 2.4) to remove power fluctuations during measurements and improve signal to noise.
For Z-scan measurements, the derivation of $n_2$ and $\beta$ is based on strict assumptions such as the incident beam being a diffraction-limited Gaussian beam and the sample thickness is much thinner than the Rayleigh range. Therefore, the beam quality must be carefully quantified prior to actual measurements. Before entering the main measurement line, the laser beam undergoes spatial filtering using a 50 µm diameter diamond-filled circular aperture to obtain at least a 94% Gaussian beam – calculated by a beam profiler (Electrophysics Micronviewer 7290A). Meticulous alignment is crucial to this measurement to where even small misalignments to any of the lenses can easily deform wavefronts. Beam quality is quantified prior to each Z-scan measurement using the Knife-Edge method [141] to determine the beam divergence half-angle ($\theta$) and waist ($w_0$, i.e. radius at the focus). The product of these two quantities ($\theta \cdot w_0$), called the beam parameter product, is used to establish an relationship with the beam quality factor ($M^2$), expressed as: [141]
\[ M^2 = \theta w_0 \frac{\pi}{\lambda} \]  \hspace{1cm} (2.23)

Perfect, diffraction-limited Gaussian beams give $M^2 = 1$ and values less than one are not physically possible. For the work in this dissertation, only beams with $M^2$ between 1.0-1.1 were considered usable for measurements. From this information, an additional parameter called the Rayleigh range ($Z_R$) – defined as the distance from the beam waist in the propagation direction where the beam cross section has increased by a factor of $\sqrt{2}$ – can be calculated. $Z_R$ quantifies the tightness of focusing and is critical for accurately fitting Z-scan data, as the derivation assumes the sample thickness is thinner than the Rayleigh range. For Gaussian beams, $Z_R$ is related to the radius at the beam waist ($w_0$) and wavelength ($\lambda$) by: [141, 142]

\[ Z_R = \frac{\pi w_0^2}{\lambda} \]  \hspace{1cm} (2.24)

Since Z-scan measurements are sensitive to the changes in the spatial and temporal properties of the beam, measurements in this dissertation are carefully calibrated using well-established nonlinearities of references such as fused silica [143], ZnS [144, 145], and ZnSe [145]. Small deviations (ca. ±8%) from the literature values can be used to determine a correction factor that accounts for nonideal beam quality. It is necessary for scans to be taken at multiple irradiances to ensure the measured nonlinearities are of the correct order since Z-scan is sensitive to NLO phenomena of different orders. [146, 147] Additionally, one should be cognizant of other effects like thermal lensing, which can be induced by ultrashort-pulsed, high repetition rate lasers and can obscure the data obtained from Z-scan.
For the work in this dissertation, thermal effects in solution are avoided by lowering the repetition rate to 50 Hz from 1 kHz.
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Figure 2.5. Illustration of open- and closed-aperture measurement geometries and typical appearance of scans for (a) a two-photon-absorbing material and (b) a material with positive $n_2$. Adapted from Perry et al. [27] with permission. Copyright 2008 CRC Press.

Example Z-scan traces are shown in the bottom of Figure 2.5a, where the open-aperture (left) detector shows that, as the sample approaches the focus, the increase in irradiance induces nonlinear absorption and results in decreased transmittance. Once past the focus, the irradiance quickly decreases, and the transmittance is recovered. For third-order nonlinearities, the two-photon absorption coefficient ($\beta$) is related to the transmittance with respect to beam axis position $\Delta T(Z)$ by [140]

$$\Delta T(Z) \approx \frac{q}{2\sqrt{2}} \frac{1}{1 + \frac{Z^2}{Z_R^2}} \quad (2.25)$$
and

\[ q = \beta I_0 D_{\text{effective}} \quad (2.26) \]

Where \( I_0 \) is the irradiance at the focus and \( D_{\text{effective}} \) is the effective path length, a function of the linear absorption coefficient (\( \alpha_0 \)) and sample thickness \( D \), written as:

\[ D_{\text{effective}} = (1 - \exp(-\alpha_0 D))\alpha_0 \quad (2.27) \]

With all other parameters known, the two-photon absorption of a sample can be found by fitting equation 2.25 to the open-aperture transmittance data and iterating the value of \( \beta \) to obtain the best fit. [28, 140]

Figure 2.5b shows examples of closed-aperture traces for a material with a positive \( n_2 \). The decrease and increase in transmittance with \( Z \)-position is explained by simply thinking of the sample as a lens. A material experiencing an increase in refractive index (positive \( n_2 \)) as it approaches the focus (i.e. increasing irradiance) will shift the focus toward the negative \( Z \) direction (\( -Z \), Figure 2.4) and lead to greater beam divergence in the far field (\( +Z \)), which decreases transmission to the closed-aperture detector. This transmitted intensity is recovered directly after the focus where the positive \( n_2 \) sample collimates the beam. For negative \( n_2 \) materials, the opposite trend is expected. The nonlinear phase change (\( \Delta \phi \)) can be calculated using the difference in peak and valley transmittance (\( \Delta T_{PV} \)) recorded by the closed-aperture detector given

\[ \Delta T_{PV} = T_p - T_v \quad (2.28) \]
\[ \Delta T_{PV} \equiv 0.406(1 - S)^{0.25} |\Delta \phi| \]  

(2.29)

and

\[ \Delta \phi = \frac{2\pi}{\lambda} n_2 I_0 D_{effective} \]  

(2.30)

where is S is the transmittance of the aperture (typically 40%). With known values of \( I_0 \) and \( D_{effective} \), one can then calculate \( n_2 \). [140]

2.3.2 Nondegenerate Two-Photon Absorption

Nondegenerate two-photon absorption (ND2PA) is an ultrafast pump-probe technique that is used to obtain 2PA spectra and cross sections of materials in the solution and solid-state. [149, 150] This method is operated much like white light transient absorption, spectroscopy (Figure 2.6), where a strong pump beam excites a sample and is then is “probed” by a weaker white light beam (called the probe beam) whose arrival time after the pump is varied using a delay line. [28, 100] The transmission of probe beam is monitored over discretized time delays and, from the changes in the absorption spectra, one can extract a multitude of kinetic and spectral information of significant importance to physical chemists and spectroscopists such as excited state lifetimes of compounds and polymers and charge generation/separation dynamics that generally take place on the picosecond-to-nanosecond timescale. [87, 151] How ND2PA differentiates itself from standard transient absorption methods is, rather than measuring 1PA transitions, 2PA transitions are examined. Further, because 2PA typically occurs on the femtosecond timescale), long-lived transients are no longer of interest and one would look to track the
appearance and disappearance of 2PA bands within much smaller windows of time closely after an excitation pulse and with greater temporal resolution to properly capture the 2PA signal.

Figure 2.6. Illustration of transient absorption / ND2PA measurement setup.

As the name suggests, ND2PA measurements require that 2PA is accomplished nondegenerately (i.e. the 2PA transition is completed using two photons of two different frequencies) rather than degenerately (2PA occurs with two photons of the same frequency). This is illustrated in Figure 2.7, where the first photon (red arrow) at a frequency \( \nu_e \) lower than the degenerate frequency \( \nu_D \) excites the molecules to the nondegenerate virtual state \( |\text{V}_{\text{ND}}\rangle \) and is followed by a second photon at a larger frequency \( \nu_p \) to complete the 2PA transition. The subscripts in \( \nu_e \) and \( \nu_p \) indicate that these frequencies belong to the excitation (i.e. the pump) and probe beam, respectively, and highlight the key element in setting up a ND2PA experiment: one must excite the sample
with a pump beam of a frequency appreciably less than half the total transition energy \( E_{\text{trans}} \) or, alternatively, total transition wavelength \( \lambda_{\text{trans}} \). [149] Since the frequency of probe absorption depends on the frequency of the excitation beam, data from ND2PA measurements are reported with respect to \( E_{\text{trans}} \) which, in terms of wavelength can be written as

\[
E_{\text{trans}} \propto \frac{1}{\lambda_{\text{trans}}} = \frac{1}{\lambda_{\text{ex}}} + \frac{1}{\lambda_{\text{probe}}}
\]  

(2.31)

where \( \lambda_{\text{ex}} \) and \( \lambda_{\text{probe}} \) are the wavelengths of the excitation beam and probe beam, respectively.
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Figure 2.7. Three level Jablonski diagram showing the difference between degenerate (green arrows) and nondegenerate (red + blue arrows) 2PA transitions.

To extract quantitative, physically meaningful information from ND2PA, one must properly account for the attenuation of the excitation and probe beams through the sample, which is expressed as: [28]
\[
\frac{dl_e}{dz} = -\alpha_e l_e - 2 \sqrt{\frac{\omega_e}{\omega_p}} \beta_{ep} l_e l_p - \beta_{ee} l_e^2
\]  
(2.32)

\[
\frac{dl_p}{dz} = -\alpha_p l_p - 2 \sqrt{\frac{\omega_p}{\omega_e}} \beta_{pe} l_p l_e - \beta_{pp} l_p^2
\]  
(2.33)

In these equations, \( \alpha \) and \( \beta \) are the linear and nonlinear absorption coefficients and, again, the subscripts \( e \) and \( p \) indicate the excitation and probe beams, respectively. As such, the left-most term in equations 2.3 and 2.33 accounts for linear absorption losses, the middle terms represents the attenuation due to nondegenerate 2PA, and the right-most terms describe degenerate (self-induced) 2PA of the excitation beam. Since the excitation wavelength of ND2PA measurements is purposefully kept far from any one photon resonances, the left and right terms are considered negligible. Further, because the excitation frequency is less than that required for degenerate 2PA and the probe beam is taken to be weak, the right-most terms in equations 2.3 and 2.33 are ignored, which reduce these expressions to:

\[
\frac{dl_e}{dz} = 2 \sqrt{\frac{\omega_e}{\omega_p}} \beta_{ep} l_e l_p
\]  
(2.34)

\[
\frac{dl_p}{dz} = 2 \sqrt{\frac{\omega_p}{\omega_e}} \beta_{pe} l_p l_e
\]  
(2.35)

Under these conditions and when the size of the excitation beam is larger than the probe, the probe experiences exponential loss as it propagates through the sample and is quantified by the exponential loss factor \( (\Gamma_0) \)
\[
\Gamma_0 \equiv 2 \sqrt{\frac{\lambda_e}{\lambda_p}} \beta_{ep} (1 - R_e) I_{e0} L
\]  

(2.36)

Where \( \lambda_e \) and \( \lambda_p \) are the excitation and probe wavelengths, respectively, \( R_e \) is the Fresnel reflection loss of the excitation beam, is the initial intensity of the excitation beam, and \( L \) is the sample thickness. \( \Gamma_0 \) is related to probe transmittance \( T \equiv I_p/I_{p0} \) by

\[
T = (1 - R_p)^2 \exp(-\Gamma_0)
\]

(2.37)

with \( R_p \) accounting for Fresnel reflection losses of the probe beam. \cite{28}

By carefully characterizing the 1/e beam diameters and input energy, one can obtain the nondegenerate 2PA coefficient \( \beta_{ND} \) by way of analysing the 2PA response of the sample as a function of pulse energy at the sample and the excitation volume of the excitation and probe beams. Building on equation 2.13, \( \beta_{ND} \) can written as

\[
\beta_{ND}(\omega_e, \omega_p) = \frac{3\omega_p}{2 \varepsilon_0 n_e n_p c^2} Im \left[ \chi_{ep}^{(3)}(-\omega_p; \omega_p, -\omega_e, \omega_e) \right]
\]

(2.38)

where \( \omega_p \) is the angular frequency of the probe and \( n_e n_p \) is the product of the refractive index of the sample at the excitation and probe absorption wavelength, respectively. Experimentally, values of \( \beta_{ND} \) are determined by iterating to obtain a calculated probe transmittance value (or, equivalently, \( \Delta OD \) that one obtains directly from transient absorption) that matches that of a sample at a given energy. This value is then converted into the ND2PA cross section \( \delta_{ND} \) according to:
\[
\delta_{ND}(\omega_e, \omega_p) = \frac{2 \hbar \omega_p \beta_{ND}(\omega_e, \omega_p)}{N}
\]  

(2.39)

For this thesis, ND2PA is used to obtain 2PA spectra and of highly conjugated, quadrupolar, polycyclic molecules in chloroform solutions that are of interest for NIR optical limiting applications. This data, complemented by Z-scan measurements, is presented in Chapter 4.

2.3.3 **Prism Coupling**

Prism coupling is spectroscopic technique used to measure the thickness, refractive index and linear optical losses of thin films. [152-154] Compared to other techniques like ellipsometry and reflectance spectroscopy, prism coupling provides a simple and expeditious way to obtain accurate optical information about a variety of organic and inorganic thin film materials, gratings and waveguides with good precision without complex modelling or alignment. [152, 155] Such information is critical for the understanding how a given thin film material will perform in optical device applications and whether the limiting factor for an emerging technology is inherently limited by its chemical and/or optical properties or if the fabrication of a thin film is not satisfactory for the desired application.
Figure 2.8. Illustration of the prism coupling for refractive index and linear loss measurements of a high index film on a fused silica substrate. Drawings not to scale.

Focusing first on refractive index measurements, this setup consists of a high index prism and a photodetector mounted on a rotational stage which is illuminated by a transverse electric (TE) CW laser beam with narrow line width on one side of the prism, as show in Figure 2.8. To begin measurements, the film of interest in brought into contact with the base of the prism with a pneumatic actuator only separated by a small air gap (100-200 nm), depending on the roughness of the prism and film surfaces. At most angles of incidence ($\theta_0$), the laser beam is refracted into the prism and undergoes total internal reflection (TIR) by reflecting off the base of the prism which then is relayed to the index photodetector. However, for values of $\theta_0$ larger than prism’s critical angle, the TIR condition no longer holds and light travels across the air gap and couples into the film. The angles at which coupling occurs result in a loss of reflected intensity on the index photodetector and can be plotted as seen in Figure 2.9a.
Each dip corresponds to individually coupled modes at specific coupling angle and can be used to solve for the refractive index and thickness of the film. For the $m^{\text{th}}$ mode (where $m = 0$ for the mode with the largest, positive angle) one can accomplish this by numerically solving an eigenvalue equation, commonly referred to as the mode equation:

$$\frac{2\pi n}{\lambda} \cos(\theta_2) T + \Psi_{fa} + \Psi_{fs} = m\pi \ (m = 0, 1, 2, ..., n) \quad (2.40)$$

In the mode equation, $\Psi_{fa}$ and $\Psi_{fs}$ are the Fresnel phase shifts at the film-air and film-substrate interfaces, respectively, $\lambda$ is the incident wavelength, $\theta_2$ is the refraction angle of light upon entering the film and $T$ is the film thickness. Prior to calculation, individual modes that are identified by the incidence angle at which they reach a local minimum. If two or more modes are identified, this set of complex transcendental equations can be used to simultaneously obtain the thickness and refractive index of a given film. If only one
mode is found, one must specify either the film thickness to calculate refractive index and vice versa. [153, 158]

For films higher in refractive index than their substrates, as is the case for films studied in this dissertation, the coupled beam propagates as a guided mode. [152] In this sense, the film acts as a waveguide which, for all real systems, exhibits some degree of optical loss as modes propagate down the length of the film and could be caused by factors such as film defects, variations in thickness and/or linear absorption. [156, 159] As shown in Figure 2.8, propagation loss measurements, referred to as linear loss measurements in this thesis, are accomplished by scanning a fibre optic probe over the length of a film and monitoring the light intensity scattered from the surface of the film over a specified distance. This measurement assumes that every point along the direction of propagation where light is scattered and measured by probe is proportional to the light remaining in the film. [152, 158] A plot of light intensity against distance is obtained and is fit by an exponential, like in Figure 2.9, to quantify the optical loss in units of dB cm$^{-1}$.

For the purposes of this dissertation, this technique is used to measure the optical properties of polymer and blend films doped with NLO chromophores to complement Z-scan measurements by providing refractive indices for accurate data fitting, supporting information about film quality and physical interactions in the solid state, and linear loss data to further assess optical quality and potential device relevance for a given film.

2.3.4 Ellipsometry

Spectroscopic ellipsometry is a technique used to extract optical information such as refractive index, absorption coefficient, and the dielectric constant (a complex function
of the index and absorption coefficient) by monitoring changes in polarization of a light beam that is reflected or transmitted from a material. [160, 161] If more material parameters are known, the optical information can also be used to solve for useful physical quantities such as submicron layer thickness, roughness, material composition, and crystallinity. [161-164] In addition to the flexibility of this technique in measuring different materials, the speed and ease with which one can measure samples has made this characterization method a staple in materials science and has found uses in several fields in other areas of science and engineering. [165]

Figure 2.10. Depiction of reflection ellipsometry measurement setup in the rotating analyzer (i.e. rotating polarizer) geometry.

A typical reflection ellipsometry setup is illustrated in Figure 2.10 and can be concisely summarized in four steps. [166] First, a low-intensity light source passes a beam through a linear polarizer to produce linearly polarized. Second, this linearly polarized light reflects off the sample and is converted to elliptical polarization (denoted by red ellipse). Third, the elliptically polarizer light interacts with a rotating polarizer (a.k.a. rotating
analyzer) that records the polarization of the reflected light at certain angles with the amount of transmitted light dependent on change in elliptical polarization induced by the sample. Fourth, light beams of a certain polarization pass through the rotating polarizer and are read by a photodetector. In the first step, the polarization of the beam is oriented between the s- and p-polarized planes, where s-polarization (derived from senkrecht – German for perpendicular) are light waves whose electric field propagates perpendicular to the plane of incidence and p- are waves whose electric fields are parallel to the plane of incidence. [160] This is done so that the incident linearly polarized beam is composed of in-phase s- and p-polarized waves of equal amplitudes. With this polarization is known, the complex reflectance ratio ($\rho = r_p/r_s$) is found by analysing the polarization data obtained via the rotating analyzer. This ratio is related to the difference in amplitude ratio ($\tan(\Psi)$) and phase shift ($\Delta$) of the reflected beam by: [160]

$$\rho = \frac{r_p}{r_s} = \tan(\Psi)e^{i\Delta}$$

(2.41)

Despite the simplicity in collecting ($\rho$), for most materials and especially multilayer systems, ellipsometry can only indirectly solve for optical parameters, which is typically achieved through modelling. Although many models exist, one must make sure that the model accurately describes the physical description of the sample and fits the data well (i.e. minimizes mean squared error (MSE)) to get physically reasonable results. For known materials with optical or dielectric data characterized by other methods, it is common to use trusted, tabulated data to reduce the number of free variables and simplify analysis.
Figure 2.11. Depiction of multilayer film structure consistent of two silica layers and one alumina layer and the relevant parameters to define for ellipsometric fitting.

For example, if one were looking to obtain the effective refractive index of a multilayer stack of silica and alumina thin films (Figure 2.11), one could model this system by specifying an estimated thickness for each layer and then fit against tabulated index data. Additionally, for measurements with white light illumination, rather than adjusting optical properties at each wavelength from tabulated data, fitting can be accomplished using a dispersion relation such as the Sellmeier equation [163]

$$n^2(\lambda) = 1 + \frac{B_1\lambda^2}{\lambda^2 - C_1} + \frac{B_2\lambda^2}{\lambda^2 - C_2} + \frac{B_3\lambda^2}{\lambda^2 - C_3} \quad (2.42)$$

to determine the effective index for the multilayer structure by empirically solving for the Sellmeier coefficients (B_{1-3}, C_{1-3}) to optimize the fit. Compared to simpler dispersion relations, like the Cauchy formula, the Sellmeier is constrained by the Kramers-Kronig consistency which ensures that the refractive index information obtained maintains a physically reasonable shape. [160] As will be shown in Chapter 5, it is also possible for the dispersion curve (dependence of refractive index on wavelength) to be modelled with an effective medium approximation (EMA), that more closely accounts for the index
dispersion of composite materials, like MgO/Si. [163, 167] The expression for common EMAs is expressed by [168]

\[
\frac{\langle \varepsilon \rangle - \varepsilon_h}{\langle \varepsilon \rangle + \gamma \varepsilon_h} = \sum_j f_j \frac{\varepsilon_j - \varepsilon_h}{\varepsilon_j + \gamma \varepsilon_h}
\]

(2.43)

where \(\langle \varepsilon \rangle\) is the dielectric function of the effective medium, \(\varepsilon_h\) is the dielectric function of the host material, \(f_j\) is the fraction of the jth component, and \(\gamma\) is a parameter related to the screening and shape of inclusions, e.g. \(\gamma = 2\) for 3-dimensional spheres. [163] The fitting procedure is characterized by using preloaded material files containing optical information of each material that are used to define the dielectric functions of the host and other components. The fraction of the other component is then specified based on elemental analysis techniques, such as energy dispersive X-ray spectroscopy (EDX) for a given sample and the routine is iterated to obtain the best fit, adding additional roughness layers, if necessary. [169]

In Chapter 5 of this dissertation, spectroscopic ellipsometry is used to confirm the refractive index of amorphous silica films made from pyrolyzed, spin-coated tetraethyloxysilicate (TEOS) solutions and higher refractive index MgO/Si films made from converted silica films. These measurements were accomplished using a M-2000UI Ellipsometer (J.A. Woollam).

2.3.5 Far Field Diatom Interference Imaging

As will be discussed in Chapters 5 and 6, diatom frustules give bright spots in the far field behind the frustule plane that resemble focal spots because of a complex
superposition of interference phenomena. [125, 127, 129] In order to capture the distance at which these local intensity maxima appear, a modular microscope setup was built to image far field diffraction patterns with spatial and imaging resolution sufficient for capturing sub-micron-sized features. Illustrated in Figure 2.12, diatom frustules and their high index replicas adsorbed on sapphire substrates are mounted onto a 3D translation stage and held by a polydimethylsiloxane-covered coverslip. Alignment began by roughly centring an approximately monochromatic laser beam ca. 3-5 mm in diameter (depending on wavelength) on the objective directly behind the sample holder. Diatom samples were then located and centred within the field of view of the objective and the beam alignment to the sample was then fine-tuned by maximizing intensity on the CCD camera while adjusting an input mirror.

Figure 2.12. Illustration of focal spot imaging measurement setup. Drawings not to scale.

Once the sample was in focus and the beam is properly aligned, it was necessary to eliminate diffraction from other sources such as substrate defects near the frustule and debris from other broken frustules on the same substrate. This was accomplished by carefully placing a 200 µm aperture ca. 1 cm before the plane of the diatom to reduce the
illumination area to circular area just around the periphery of the frustules. At this distance from the frustules, the beam divergence from the aperture is negligible and provides reasonably collimated beams with which measurements can be performed. [127] Using a LabVIEW-controlled stage, measurements proceed by starting at the plane where the diatom frustule is in focus and then translating the sample away from the objective along the beam axis (Z-axis) in discrete steps with sufficient resolution (typically 2-5 µm) to image subtle changes in the resulting interference pattern at each step as one travels further into the far field. All the images collected for a single frustule at a given wavelength are then examined to determine the distance at which local intensity maxima appear and disappear. Given a complete set of interference information for a diatom at multiple wavelengths, the trend in focal distance data is correlated to the physical properties of the diatom, such as hole pattern, diatom size and refractive index of the native frustules and high index replicas.

In this dissertation, this measurement setup is utilized to quantify the dependence of focal distance on wavelength for native biosilica frustules and their higher index, MgO/Si and Mg₂Si, replicas as a function of refractive index. Additionally, this technique is used to image interference patterns from of synthetic hole arrays made in thin films of silica, MgO/Si and Mg₂Si to determine the relationship between refractive index and focusing distance, as well as observe focal behavior for non-diatom-like hole patterns.
2.4 Diffraction Theory and the Interference of Electromagnetic Waves

2.4.1 Diffraction and Interference Theory

The general phenomenon of diffraction occurs when a wavefront, from a sound, matter, or light wave, is obstructed in any way that results in a change in amplitude or phase upon interaction with the obstruction. In this section, the origins of this effect will be discussed within the framework of classical wave theory to provide context for the discussion of the optical effects of diatoms and related structures in Chapters 5-6. For the purposes of this thesis, only diffraction relevant to interactions of optical waves in the visible and IR wavelength range will be discussed.

Starting from the description of a harmonic wave, which adequately explains the orthogonal components of electromagnetic radiation (EMR) from a classical standpoint, a one-dimensional propagation of the wave is described by an oscillatory function like sine or cosine. As such, the wavefunction ($\psi(x, t)$) for a progressive wave traveling at velocity ($v$) in the x-direction can be expressed as [171]

$$\psi(x, t) = A \sin(k(x - vt))$$  \hspace{1cm} (2.46)

where t is time, A is the amplitude and the propagation constant is defined as $k = 2\pi / \lambda$, taking $\lambda$ as the wavelength. Often, this equation is written in terms of angular frequency ($\omega = 2\pi v$) which then gives:

$$\psi(x, t) = A \sin(kx - \omega t)$$  \hspace{1cm} (2.47)
This form of the wave equation is useful when discussing an important concept of diffraction and the interference of EMR: phase \( \phi(x, t) \), which is defined as a singular point in time and space of a wave cycle and is described by the argument of sine in the wave equation

\[
\phi(x, t) = kx - \omega t + \varepsilon
\]  

(2.48)

with \( \varepsilon \) representing the initial phase. [171] Taking an optical wave as an example, when a light wave travels through a typical dielectric medium the phase velocity \( v \) is reduced due to the refractive index \( n \) of that medium (with \( n > 1 \)) as shown in:

\[
v = \frac{c}{n}
\]  

(2.49)

where \( c \) is the speed of light (ca. 3\( \times \)10\(^8 \) m/s). Upon exiting the medium, the propagating wave will have obtained a different phase compared to a wave from the same source that did not interact with the medium that still possesses the initial phase \( \varepsilon \). This is illustrated in Figure 2.13, where the black curve shows a sine wave that did not pass through the medium, the red curve shows a wave that did propagate through the medium and is shifted out of phase by 90° (or \( \pi /2 \) radians) upon transmission relative to the black curve, and the blue wave that is 180° (\( \pi \) radians) out of phase, which also passed through the medium. The exact phase difference depends on the magnitude of the refractive index and the path length of the medium through which a beam propagates. [170, 171]
Figure 2.13. Hypothetical illustration of three beams spatially overlapping with different phases. (black) freely propagating wave, (red) transmitted wave $90^\circ$ out of phase, (blue) transmitted wave completely out of phase by $180^\circ$.

Thinking of these waves in the optical domain with a visible frequency, a superposition of waves (i.e. the sum of wave amplitudes upon overlap in space and time) can create in a pattern of dark and bright areas that are the result of interference between waves. In the case of the bright areas, two waves overlap with the same phase and amplitudes which doubles the amplitude as a result of constructive interference. In the opposite case, destructive interference, two waves of equal amplitude interact completely out-of-phase (i.e. have a phase difference of $\pi$), which results in amplitude cancellation and thus no visible light intensity. Using Figure 2.13 as a visual guide, constructive interference can be rationalized by considering the interference of two like waves such as two black waves of the same phase interfering without passing through the medium, or even two red waves interfering having experienced the same phase shift after exiting the medium. On the other hand, total destructive interference is accomplished when the black
and blue waves overlap. Naturally, there are varying degrees of destructive interference. One such example can be visualized by considering the interference between the black and red wave, which are only $\pi/2$ out-of-phase but will still result in some partial destructive interference, resulting in a slight reduction in the overall amplitude which, for visible light, could appear as dimming to the eye. [170, 172] These types of interference are similar to what might be obtained from a transmission phase grating and are important concepts for understanding the behavior of periodically ruled structures or transparent films with pseudo-periodic differences in material thickness, like diatom foramen patterns. [127, 129]

As will be discussed in Chapters 5 and 6, the holes patterns of diatoms are also analogous to the classic double (or more) slit on an opaque screen experiment, the diffraction from which is described differently than the phase-shifting phenomena described earlier. Prior to discussing diffraction from a slit, it is salient to define the Huygen-Fresnel Principle, which states that every unobstructed point of a wavefront serves as a source of spherical secondary wavelets of the same frequency as the primary wave and that the amplitude of the optical field at any point beyond is a superposition of all the wavelets. [170] This is illustrated in Figure 2.14, where the diffraction of a plane wave by a single slit gives a secondary wavelet originating from unobstructed parts of the incoming plane wave that interact with points A and B at the edge of the slit. Taking P to represent an arbitrary observation point, the maximum optical path length difference ($\Lambda_{\text{max}}$) between point sources from which secondary wavelets are generated is: [170]

$$\Lambda_{\text{max}} = |AP - BP| \quad (2.50)$$
Acknowledging that $\Lambda_{\text{max}}$ is less than or equal to $\overline{AB}$, with the later only holding true at large values of $P$, when the wavelength of the incident wave ($\lambda$) is greater than $\overline{AB}$, then it follows that $\lambda > \Lambda_{\text{max}}$. Since the diffracted waves were initially in-phase, they will all interfere constructively (to varying degrees) where $P$ happens to be. As such, if the wavelength is much larger than the slit, the waves will necessarily spread out to larger diffraction angles in the region past the slit. Further, the smaller the slit is the more circular the diffracted wave comes. [170] Although the discussion thus far is qualitative, the concept of wavelength dependent diffraction angles is referred to frequently when discussing the focusing distance phenomena from diatom valves in Chapters 5-6.

Figure 2.14. Diffraction of a plane wave by a small aperture of width $\overline{AB}$.

Despite the information gained from the single slit picture, diatoms consist of many holes and the resulting interference pattern will be a complex superposition of the wavelets diffracted by these features. This is analogous to a screen bearing many slits and thus is salient to discuss an analogous, well-established theoretical framework for describing the
diffraction from such arrays. A simple example that describes these phenomena well is Young’s famous double slit experiment. [172, 173] As depicted in Figure 2.15, this experiment involved the illumination of two slits separated by known distance (a). At a known wavelength ($\lambda$) diffraction occurs and is projected onto a screen ($\Sigma_o$) far from the diffracting screen ($\Sigma_a$) and where a fringe, i.e. spot of constructive interference, is observed at P.

Figure 2.15. Young’s double slit experiment showing the geometric parameters used to derive the relationship between the diffraction angle ($\theta_m$), wavelength, and slit spacing (a). Point “O” is the origin point directly across from the center of the diffracting screen where zeroth order diffraction occurs, $S_1$ and $S_2$ are the diffracting slits, $s$ is the distance between the diffracting screen and the observation screen, wavelets illuminating the diffraction screen are shown to be generated by a single slit at S, $y_m$ is the distance between arbitrary orders of diffraction, and B is the point where a perpendicular segment approximate is made to derive $\theta_m$. 
From Young’s experiment, a simple relation was derived to determine the spacing between orders of diffraction (m) in the fair field that is related to the distance between slits (a) by

\[ \theta_m = \frac{m \lambda}{a} \]  

(2.51)

where \( \theta_m \) is the diffraction angle for a fringe of order m, and \( \lambda \) is the incident wavelength (see reference [172] for full derivation). From this expression, increasing the incident wavelength or, equivalently, decreasing the spacing between the slits increases the diffraction angle and thus causes an increase in \( y_m \), assuming a fixed observation screen position. As will be discussed with diatom samples (section 5.2), this is analogous to wavelets diffracted by neighboring holes in the foramen layer interfering at distances closer to the plane of the valve when illuminated by longer wavelength radiation or when the hole spacings are brought closer together, as in the case of synthetic hole arrays whose hole positions can be controlled.

2.4.2 Fresnel and Fraunhofer Diffraction

This section presents a brief and qualitative introduction to the two types of diffraction phenomena related to diatom interference patterns. Classically, these phenomena are characterized by the point at which ones observes the diffracted wavefronts, which are illustrated in Figure 2.16. Starting from a point source (S), one can see that, in the field close to S, the waves still possess significant curvature. If this wave were to interact with a single slit in a diffracting screen in this short distance regime, the slit would be illuminated by spherical wavefront, which means the distance between S and where the
wavefront reaches the aperture will be different for each point. As a result, the strength of the electric field will vary point-to-point along the diffracting screen and describes what is called Fresnel diffraction or near-field diffraction. In this case, the propagation of waves and thus the evolution of the electric field over this distance range is described by the Fresnel equation. [173]

![Diagram of optical setup](image)

Figure 2.16. Practical realization of the optical setup for observing Fraunhofer diffraction in a compact arrangement. S is the point source, L₁ is a collimating lens to flatten wavefronts from S, a is the width of the slit, L₂ is a positive lens to focus plane waves diffracted from the slit to shorter observable distance, and P are the observation points on the observation screen (σ).

In the opposite regime, called Fraunhofer diffraction, waves are encountered in the far field where one finds that the wavefronts have flattened to the point where they can be considered plane waves. This also applies to focused beams, where the wavefronts are found to be approximately flat in areas with small cross sections. The evolution of the electric field in this diffraction regime is then described by the Fraunhofer equation. [170,
For systems like diatoms with complex layer and hole structures, the ability to ascribe diffraction from specific layers to the either the Fresnel or Fraunhofer regime will enable a better understanding of how light propagates through the frustule. As a practical rule-of-thumb, Fraunhofer diffraction will occur at a diffracting object according to

\[ R > \frac{a^2}{\lambda} \]  \hspace{1cm} (2.52)

where \( R \) is the smaller of the two distances from the point source (S) to the diffracting screen (\( \Sigma \)) and from \( \Sigma \) to the observation point (P), and \( a \) is the width of the diffracting object. Although a comprehensive review of the mathematical physics is beyond the scope of this thesis, a more detailed explanation of these diffraction phenomena and how they can be used to solve for the magnitude of the electric field in the near and far fields, respectively, can be found in references [170, 172, 173].

2.4.3 Poisson-Arago Diffraction

Poisson-Arago (PA) diffraction, otherwise known as Poisson’s spot, is a diffraction phenomenon that describes the appearance of a bright spot in the dark plane behind the center of an opaque, circular object illuminated by a plane wave (Figure 2.17a). [170] This effect is relevant to diatoms due to the presence of a well-defined edge for \( C. \, wailessii \) valves, as well as other circular diatoms species. Although the diatom valves do not fit the traditional definition of an opaque object, the index contrast between the valve and air, particularly for higher index replicas, is sufficient to induce diffraction. This was confirmed experimentally by Di Caprio et al. [174] for ca. 200 µm-wide \( C. \, wailessii \) frustules using digital holography.
Figure 2.17. (a) Image showing PA diffraction from a 1/8 inch-diameter ball bearing glue to a microscope slide and illuminated by a HeNe laser. Reproduced from Hecht et al. [170] with permission. Copyright 2002 Pearson. (b) Plot showing the intensity distribution along the central beam axis (z) in the dark plane behind an obstruction of radius (a) as predicted by the Rayleigh-Sommerfield (RS) and Fresnel-Kirchhoff (FK) models. Reproduced from Lucke [175] with permission. Copyright 2006 European Journal of Physics.

It has been shown that the Rayleigh-Sommerfield diffraction model can accurately predict the distance at which PA diffraction appeared in the dark plane and the intensity distribution as a function of distance. [175, 176] As seen in Figure 2.17b, the spot intensity reaches 50% of its maximum value at a distance that follows $l = z / a$, and saturates at nearly 100% according to $4 = z / a$. Using the ball bearing from Figure 2.17a, this means that Poisson’s spot reaches 50% maximum intensity just 1/16 inches away from the ball bearing and 100% at approximately 1/4 inches. As will be discussed in Chapter 6, diffraction from the edge of smaller diatom valves may have a significant contribution to the overall interference pattern. Simple calculations like those presented here will be discussed within the context of interference imaging measurements and simulations.
2.5 Simulation Methods

2.5.1 Beam Propagation Simulations

The program employed in this dissertation is RSoft CAD Environment 7.0, using the BeamPROP package to compute the propagation of light waves in waveguide geometries. Since diatom valves and replicas are approximately comprised of slabs of silica, MgO/Si, or Mg$_2$Si, the waveguide description was deemed appropriate. This technique uses finite difference beam methods (BPM) [177, 178] to solve parabolic approximation of the Helmholtz equation and assumes transparent boundary conditions as described in reference [179]. To briefly describe the critical parts of this technique, the scalar field assumption allows the wave equation to be written in the form of the Helmholtz equation for monochromatic waves

\[
\frac{\partial^2 \varphi}{\partial x^2} + \frac{\partial^2 \varphi}{\partial y^2} + \frac{\partial^2 \varphi}{\partial z^2} + k(x, y, z)^2 \varphi = 0 \tag{2.53}
\]

Here the scalar electric field has been written as

\[
E(x, y, z, t) = \varphi(x, y, z)e^{-i\omega t} \tag{2.54}
\]

and the notation \(k(x, y, z) = k_0n(x, y, z)\) has been introduced for the spatially-dependent wavenumber, with \(k_0 = 2\pi/\lambda\) being the wavenumber in free space. As such, the geometry of the problem is defined entirely by the refractive index distribution \(n(x, y, z)\).
Considering that, for a typical waveguide problem, the most rapid variation in the field \( \varphi \) is the phase variation due to propagation along the guiding axis (assumed to be the \( Z \)-direction), this factored out by introducing a slowly varying field \( u \) via the approach

\[
\varphi(x, y, z) = u(x, y, z)e^{ikz}
\]  

(2.55)

In this expression, \( \bar{k} \) is a constant that represents the average phase variation of the field \( \varphi \), called the reference wavenumber. This quantity is frequently expressed in terms of a reference refractive index \( \bar{n} \), via \( \bar{k} = k_0 \bar{n} \). Introducing equation 2.55 into equation 2.53, one obtains an expression for the slowly varying field, which after some rearrangements gives: [178]

\[
\frac{\partial u}{\partial z} = \frac{i}{2\bar{k}} \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} + (k^2 - \bar{k}^2)u \right)
\]  

(2.56)

Equation 2.56 is said to be the basic BPM equation in three dimensions. In this form, with a known index profile \( n(x, y, z) \) an input field \( u(x, y, z) \) can be defined (for this dissertation all incident fields are plane waves) and thus the evolution of the field while interacting with the waveguiding structures (hole patterns, diatoms, etc.) can be determined for real, positive values of \( z \). The procedure for importing index profiles will be discussed in section 5.4.4.

Although a comprehensive review of this method is beyond the scope of this dissertation, additional information about the operations of this technique can be found in references [177, 178, 180, 181]. In Chapter 5, beam propagation simulations will be used
to determine the theoretical effect of refractive index on the focusing behavior for hole pattern arrays. Results will then be discussed in Chapter 6 to corroborate experiments.

2.6 References


CHAPTER 3. LINEAR AND NONLINEAR OPTICAL CHARACTERIZATION OF POLYMETHINES IN SOLUTION AND SOLID STATE; AND FILM PROCESSING FOR ALL-OPTICAL SIGNAL PROCESSING APPLICATIONS

3.1 Chapter Introduction

Recent experimental demonstrations of SOH all-optical switches made use of an amorphous organic material, namely 2-[4-(dimethylamino)phenyl]-3-[[4-(dimethylamino)phenyl]ethynyl]buta-1-3-diene-1,1,4,4-tetracarbonitrile (DDMEBT), which has been used to obtain optical-quality films via vapor deposition [23] and spin coating from dichloromethane solution [182] with linear losses ca. 1 dB cm\(^{-1}\). Although the \(|\text{Re}(\chi^{(3)})|\) for this material is sizeable (ca. 1.4\(\times\)10\(^{-11}\) esu) at \(\lambda = 1.5\ \mu\text{m}\) and it demonstrated an ultrafast (<1 ps) optical response with promising switching contrast (4 dB), recent work on ionic polymethine dyes in neat and amorphous APC blend films demonstrated larger \(|\text{Re}(\chi^{(3)})|\) than that of DDMEBT and linear loss values were reported as low as 4 dB cm\(^{-1}\); presenting an opportunity for advancement in this material space. [30, 136, 183, 184]
A clear advantage that polymethines have over DDMEBT and other donor-substituted cyanoethynylethene molecules [185] is the greater synthetic flexibility for tuning chemical, electronic, and optical properties. An extensive review by Hales et al. [25] highlights the importance of various structural factors (Figure 3.1) and their respective impacts on specific material properties. To concisely highlight properties of interest for this dissertation, early attempts to enhance Re(\(\gamma\)) for a given polymethine involved lengthening the conjugated chain. This strategy, however, was limited by the tendency for long polymethine chains to undergo Peierls-type symmetry breaking [61, 186], which can result in significant electronic changes that introduce new states and result in increased 2PA, while also reducing the transition dipole moment (TDM) for the ground (g) to first 1PA excited state (e) transition (M_{ge}) and increasing the energy of this transition (E_{ge}). As such, because cyanine-like polymethines have a large contribution from the N-term
(Equation 3.1) from the sum-over-states model, values of $|\text{Re}(\gamma)|$ dramatically decrease as a result. [25, 38]

$$\gamma \propto \frac{M_{ge}^4}{E_{ge}^3}$$  \hspace{1cm} (3.1)

Acknowledging this limitation, alternative approaches were developed to maximize $|\text{Re}(\gamma)|$ for a fixed conjugation length (below the symmetry-breaking threshold) by varying the identity of the “end” groups (labeled “E” in Figure 3.1). [30] In doing so, the addition of end groups that possessed significant overlap with frontier orbitals of the conjugated chain allowed for greater effective conjugation length ($L$), defined as

$$L = N_\pi + 2 N_{\text{term}}$$  \hspace{1cm} (3.2)

where $N_\pi$ is the number of $\pi$-electrons on the chain and $N_{\text{term}}$ is the effective number of $\pi$-electrons contributed by the terminal group. [61, 187] This, in turn, minimizes $E_{ge}$ (scales as $1/L$) and maximizes $M_{ge}$ (scales with $L$), and thus maximize $|\text{Re}(\gamma)|$. This is illustrated in Figure 3.2 where, of the end groups examined, selenopyrylium “end” groups were found to give the largest $M_{ge}$ and smallest $E_{ge}$. In addition to chain length and tuning delocalization with “end” groups, the use of larger, less-polarizing counterions have been shown to reduce the tendency for symmetry breaking and to aid in solubility. [30, 49] Furthermore, ring-locking along the backbone has led to improvements in thermal stability and enabled additional synthetic flexibility. [25]
Despite the success of the aforementioned strategies to maximize $|\text{Re}(\gamma)|$, the translation of these properties from solution to the solid state, i.e. into large $|\text{Re}(\chi^{(3)})|$ with $2\text{PA-FOM} \geq 12$, is limited by aggregation in the high number density films made from these materials. The aggregation is a result of strong van der Waals interactions between dyes due to the large linear polarizabilities of polymethines. These strong interactions then induce electronic changes that alter the optical properties in the solid state. The degree to which this occurs, and the type of aggregate formed, i.e. J- aggregate [188-191] or H-aggregate [192-194], are functions of the various structural factors discussed above. [40]

To circumvent this issue, synthetic strategies have been developed with the aim of adding steric bulk to polymethines to separate molecules from one another in the solid state and thus reduce or mitigate aggregate effects. Of particular interest to this dissertation is the work by Barlow et al. [195], regarding the judicious substitution of chalcogenopyrylium-terminated dyes to achieve large $|\text{Re}(\chi^{(3)})|$ and suitable 2PA-FOM.
This work, and theoretical studies provided by Gieseking et al. [196], demonstrated that rigid, out-of-plane bulky groups attached to specific areas of the polymethine can effectively reduce ion-pairing and other polarizing interactions between the conjugated chains of neighboring dyes to preserve solution-like linear and NLO properties. The investigation by Davydenko, Y. A., Allen, T. G. et al. [197] outlined in section 3.2 will explore the generality of this method in further detail for an expanded series of bulky-substituted chalcogenopyrylium dyes as well as investing the role of the polymer host environment on select dyes. Additionally, from the work of Davydenko et al. [183], an alternate, synthetically-convenient, bulky group (Pd(PPh\(_3\))\(_2\)Cl) will be explored in section 3.3, with the aim of quantifying the impact this group has on the solution and solid state NLO properties of benzoindole-terminated heptamethines. To conclude this chapter, studies on the influence of surface chemistry and polymer identity for 50% wt blend films of a bulky-substituted thiopyrylium dye on silica and silicon substrates will be presented with regards to the impact of processing conditions on device relevant properties such as coverage, uniformity, and adhesion.

3.2 Linear and Third-Order Nonlinear Optical Properties of Chalcogenopyrylium-Terminated Heptamethine Dyes with Rigid, Bulky Substituents

3.2.1 Background and Experimental Approach

Earlier work attempting to mitigate aggregation between cyanines, such as that by Scarpaci et al. [47], involved attaching Frechet-type dendrons to chalcogenopyrylium dyes to act as a spacer in solid films to prevent direct intermolecular interactions between neighboring molecules. Although some success was found in suppressing aggregation,
both neat and blend films were found to have high linear loss at 1550 nm. Further, because of the large size (in terms of molecular weight) of these dendrons, the additional molecular mass resulted in a dilution effect in the solid state; limiting the highest achievable $|\text{Re}(\chi^{(3)})|$. 

Figure 3.3. Normalized absorption spectra of chalcogenopyrylium-terminated heptamethines in (a) dilute chloroform solutions and (b) 50% wt APC blend films. Adapted from Barlow et al. [195] with permission. Copyright 2014 Materials Horizons.

To effectively prevent aggregation in highly concentrated films but still retain a large number density of chromophores, Barlow et al. [195] recently reported a molecular design strategy that selectively substituted “front”, “back”, and “end” positions in thio- and selenopyrylium-terminated heptamethine dyes (see top left generic structure in Figure 3.4) with rigid, bulky, out-of-plane organic groups to render the conjugated backbone inaccessible to neighboring molecules in the condensed phase. As shown in Figure 3.3, amorphous polycarbonate (APC) blend films containing dyes with little-to-no bulky substitution in the center of the molecule, i.e. 2 (X=S, $R^1$=Cl, $R^2$-$R^3$=H-H, $R^4$=Phenyl) and 3 (X=S, $R^1$=Cl, $R^2$-$R^3$=H-H, $R^4$=t-Bu), show absorption spectra indicative of H-aggregate-like bands whereas bulky-substituted compounds 8 (X=S, $R^1$=Cbz, $R^2$-$R^3$=t-Bu-H, $R^4$=Ad) and 9 (X=Se, $R^1$=Cbz, $R^2$-$R^3$=t-Bu-H, $R^4$=Ad) give solution-like spectra with relatively
minimal broadening. Further, replacing phenyl “end” groups with tertiary alkyl substituents effectively suppressed J-aggregate-like absorption features. As a result of judicious substitution, large $|\text{Re}(\chi^{(3)})|$ (ca. 2-3x10^{-11} esu) and 2PA-FOM in APC blends suitable for AOSP ($\geq 12$) were demonstrated for two thiopyrylium-terminated heptamethines and one possessing a selenopyrylium “end” group. Moreover, these blends also exhibited relatively low linear loss (ca. 4 dB cm^{-1}).

In this study, the approach by Barlow et al. [195] is explored further to better understand the structure property relationships and potential limitations of these methods by investigating the impact of systematic variations in bulky substitution on absorption spectra and NLO properties at 1550 nm for a series of selenopyrylium and telluropyrylium-terminated dyes (see for structural information for compounds Ia-t). Additionally, the structure of a pentamethine analogue (IIa), for which the crystal has been determined, and the mechanisms for various chalcogenopyrylium salts and target dyes (I) are shown in Figure 3.4 and Figure 3.5, respectively. NLO values will be characterized via femtosecond Z-scan at 1550 nm in solution, neat films, and 50% wt blends with APC and, for Ij and Ip, polystyrene (PS) and polyvinylchloride (PVC) to quantify the success with which promising Re($\gamma$) values and 2PA-FOM from solution can be translated into the high number density films. For blends in different polymer hosts, host-dependent nonlinearities will be discussed in terms of the impact that polymer identity and processing conditions have on the optical properties of dyes in the solid state. To complement NLO data, prism coupling measurements at 1550 nm will be performed on neat and 50% wt blend films to determine the effectiveness of bulky-substitution on reducing linear loss ($\alpha$). Results from NLO and loss measurements for dyes Ia-p will be compared to DDMEBT, a vapor-deposited
material, whose acceptable 1PA-FOM (|Re(\chi^{(3)})/\alpha|) was utilized to accomplish AOSP at speeds up to ca. 100 Gbit/s in a silicon-organic hybrid waveguide device. [23]

![Structure of chalcogenopyrylium dyes](image)

<table>
<thead>
<tr>
<th>Dye</th>
<th>R₁</th>
<th>R₂</th>
<th>R₃</th>
<th>R₄</th>
<th>X</th>
<th>A</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ia</td>
<td>Cbz</td>
<td>Fl</td>
<td>'bu</td>
<td>S</td>
<td>BA₇₆</td>
<td></td>
</tr>
<tr>
<td>Ib</td>
<td>Cbz</td>
<td>'bu</td>
<td>H</td>
<td>'bu</td>
<td>S</td>
<td>BA₇₆</td>
</tr>
<tr>
<td>Ic</td>
<td>Cbz</td>
<td>'bu</td>
<td>H</td>
<td>'bu</td>
<td>S</td>
<td>Δ-TRISPHAT</td>
</tr>
<tr>
<td>Id</td>
<td>Cbz</td>
<td>H</td>
<td>H</td>
<td>'bu</td>
<td>S</td>
<td>BA₇₆</td>
</tr>
<tr>
<td>Ie</td>
<td>Cbz</td>
<td>Fl</td>
<td>Ad</td>
<td>S</td>
<td>BA₇₆</td>
<td></td>
</tr>
<tr>
<td>If</td>
<td>Cbz</td>
<td>'bu</td>
<td>H</td>
<td>Ad</td>
<td>S</td>
<td>BA₇₆</td>
</tr>
<tr>
<td>Ig</td>
<td>Cbz</td>
<td>Fl</td>
<td>'bu</td>
<td>Se</td>
<td>BA₇₆</td>
<td></td>
</tr>
<tr>
<td>Ih</td>
<td>Cbz</td>
<td>'bu</td>
<td>H</td>
<td>'bu</td>
<td>Se</td>
<td>BA₇₆</td>
</tr>
<tr>
<td>Ii</td>
<td>Cbz</td>
<td>Fl</td>
<td>Ad</td>
<td>Se</td>
<td>BA₇₆</td>
<td></td>
</tr>
<tr>
<td>Ij</td>
<td>Cbz</td>
<td>'bu</td>
<td>H</td>
<td>Ad</td>
<td>Se</td>
<td>BA₇₆</td>
</tr>
<tr>
<td>Ik</td>
<td>Cbz</td>
<td>'bu</td>
<td>H</td>
<td>Ad</td>
<td>Se</td>
<td>Δ-TRISPHAT</td>
</tr>
<tr>
<td>Il</td>
<td>Cl</td>
<td>'bu</td>
<td>H</td>
<td>'bu</td>
<td>S</td>
<td>BA₇₆</td>
</tr>
<tr>
<td>Im</td>
<td>Anth</td>
<td>'bu</td>
<td>H</td>
<td>'bu</td>
<td>S</td>
<td>BA₇₆</td>
</tr>
<tr>
<td>In</td>
<td>Cbz</td>
<td>'bu</td>
<td>H</td>
<td>Ad</td>
<td>S</td>
<td>BA₇₆</td>
</tr>
<tr>
<td>Io</td>
<td>Cbz</td>
<td>'bu</td>
<td>H</td>
<td>Ad</td>
<td>Se</td>
<td>BA₇₆</td>
</tr>
<tr>
<td>Ip</td>
<td>Cbz</td>
<td>'bu</td>
<td>H</td>
<td>Ad</td>
<td>Te</td>
<td>BA₇₆</td>
</tr>
<tr>
<td>Iq</td>
<td>Cl</td>
<td>'bu</td>
<td>H</td>
<td>Ad</td>
<td>Se</td>
<td>BA₇₆</td>
</tr>
<tr>
<td>Ir</td>
<td>Anth</td>
<td>'bu</td>
<td>H</td>
<td>Ad</td>
<td>Se</td>
<td>BA₇₆</td>
</tr>
<tr>
<td>Is</td>
<td>Cl</td>
<td>H</td>
<td>H</td>
<td>Ph</td>
<td>S</td>
<td>BA₇₆</td>
</tr>
<tr>
<td>It</td>
<td>Cbz</td>
<td>H</td>
<td>H</td>
<td>Ph</td>
<td>S</td>
<td>BA₇₆</td>
</tr>
</tbody>
</table>

Figure 3.4. Structure of chalcogenopyrylium dyes Ia-r, structure of a selenopyrylium dye IIa, the single-crystal structure of which is reported here, and structures of related compounds mentioned in the text (Is, t and IIb).
Figure 3.5. Synthesis of chalcogenopyrylium salts 6 and target dyes I. Provided by Dr. Yulia Getmanenko – Marder Group, Georgia Tech.

3.2.2 Results and Discussion

3.2.2.1 Solution Optical Properties

Linear absorption properties in dilute dichloromethane solutions are summarized in Table 3.1 and Table 3.2, respectively, for several chalcogenopyrylium dyes. As mentioned in previous work [195, 198] the absorption maxima of the dyes with alkyl “end” substituents, $R^4$, are significantly blue-shifted relative to those seen for comparable dyes with aryl $R^4$ groups; for example, $\lambda_{\text{max}} = 1078$ nm for It. [195] The absorptivities and TDMs ($M_{\text{ge}}$) are also lower; $M_{\text{ge}}$ values of close to 20 D have been determined for thio- and selenopyrylium heptamethines Is and IIb [30, 47] with $R^4 = \text{aryl “end” groups}$. Within the series of compounds examined, the structural variable that most significantly affects the position of the solution absorption maximum is the identity of the chalcogen, X, with successive red shifts being observed from S to Se to Te, consistent with the trends seen in the previous work. [199, 200]
Table 3.1. Linear Absorption Data\(^a\) and NLO Properties at 1550 nm\(^b\) for Select Dyes in Solution. Some data provided by Dr. Hyeongeu Kim and Dr. Yulia Getmanenko from the Perry and Marder Groups at Georgia Tech, respectively.

| Compound | \(\lambda_{\text{max}}\) (nm) | \(\varepsilon_{\text{max}} \times 10^5\) M\(^{-1}\)cm\(^{-1}\) | \(M_{\text{ge}} \text{ (D)}^d\) | Re(\(\gamma\)) \((10^{-32}\) esu) | |Re(\(\gamma\)) / Im(\(\gamma\))| |Re(\(\gamma\))\(^2\)-level\(^e\) \((10^{-32}\) esu) |
|-----------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| Ia [195]  | 988             | -               | -               | -1.6            | 9.0             | -               |
| Ib [195]  | 997             | -               | -               | -1.7            | 13              | -               |
| Id [195]  | 993             | 2.86            | 15.9            | -1.8            | 13              | -2.3            |
| Ie         | 991             | 3.08            | 16.9            | -1.5            | 6.3             | -2.9            |
| If [195]  | 1008            | -               | -               | -2.0            | 14              | -               |
| Ig         | 1030            | -               | -               | -2.2            | 24              | -               |
| Ih         | 1039            | 2.88            | 17.0            | -2.4            | 30              | -4.4            |
| Ii         | 1041            | -               | -               | -2.3            | 28              | -               |
| Ij [195]  | 1050            | 3.13            | 17.3            | -2.2            | 36              | -5.2            |
| II         | 986             | -               | -               | -1.8            | 11              | -               |
| Im         | 976             | -               | -               | -1.4            | 10              | -               |
| In         | 1006            | 3.37            | 16.7            | -2.2            | 15              | -3.1            |
| Io         | 1054            | 3.18            | 17.2            | -2.3            | 33              | -5.3            |
| Ip         | 1143            | 2.40            | 16.5            | -4.7            | 29              | -10.4           |

\(^a\) In CH\(_2\)Cl\(_2\), \(^b\) In CHCl\(_3\), uncertainties in Re(\(\gamma\)) and Im(\(\gamma\)) are estimated to be ca. \pm 8\% and uncertainty in |Re(\(\gamma\))/Im(\(\gamma\))| to be \pm 11\%, \(^c\) Calculated according to \(M_{\text{ge}} = 0.09584 \times \left( \int \varepsilon d\nu / \nu_{\text{max}} \right)^{0.5}\), \(^d\) Calculated from experimental values of \(\lambda_{\text{max}}\) and \(M_{\text{ge}}\) using equation from \(^c\). Data from reference [195].
Table 3.2. Summary of optical properties for I dyes. Some data provided by Dr. Hyeongeu Kim and Dr. Yulia Getmanenko from Perry and Marder Groups at Georgia Tech, respectively.

<table>
<thead>
<tr>
<th>Sample</th>
<th>λ&lt;sub&gt;max&lt;/sub&gt; (nm)&lt;sup&gt;b&lt;/sup&gt;</th>
<th>λ&lt;sub&gt;max&lt;/sub&gt; (nm)&lt;sup&gt;c&lt;/sup&gt;</th>
<th>n&lt;sub&gt;0&lt;/sub&gt;&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Re(χ&lt;sup&gt;(3)&lt;/sup&gt;)&lt;sub&gt;ext&lt;/sub&gt; (10&lt;sup&gt;-11&lt;/sup&gt; esu)&lt;sup&gt;d&lt;/sup&gt;</th>
<th>Im(χ&lt;sup&gt;(3)&lt;/sup&gt;)&lt;sub&gt;ext&lt;/sub&gt; (10&lt;sup&gt;-11&lt;/sup&gt; esu)</th>
<th>Re(χ&lt;sup&gt;(3)&lt;/sup&gt;)&lt;sub&gt;extr&lt;/sub&gt; / Re(χ&lt;sup&gt;(3)&lt;/sup&gt;)&lt;sub&gt;ext&lt;/sub&gt;</th>
<th>Im(χ&lt;sup&gt;(3)&lt;/sup&gt;)&lt;sub&gt;extr&lt;/sub&gt; / Im(χ&lt;sup&gt;(3)&lt;/sup&gt;)&lt;sub&gt;ext&lt;/sub&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ia:APC</td>
<td>982</td>
<td>994</td>
<td>1.65</td>
<td>-1.77</td>
<td>0.19</td>
<td>1.41</td>
<td>2.23</td>
</tr>
<tr>
<td>Ib:APC</td>
<td>992</td>
<td>999</td>
<td>1.66</td>
<td>-2.01</td>
<td>0.15</td>
<td>1.34</td>
<td>1.49</td>
</tr>
<tr>
<td>Id:APC</td>
<td>993</td>
<td>1016</td>
<td>1.65</td>
<td>-2.49</td>
<td>0.19</td>
<td>1.04</td>
<td>1.60</td>
</tr>
<tr>
<td>Ie:APC</td>
<td>992</td>
<td>1010</td>
<td>1.65</td>
<td>-1.42</td>
<td>0.23</td>
<td>1.76</td>
<td>1.91</td>
</tr>
<tr>
<td>If:APC</td>
<td>1004</td>
<td>1022</td>
<td>1.65</td>
<td>-1.99</td>
<td>0.14</td>
<td>1.21</td>
<td>1.29</td>
</tr>
<tr>
<td>Ih:APC</td>
<td>1039</td>
<td>1067</td>
<td>1.65</td>
<td>-3.05</td>
<td>0.10</td>
<td>1.11</td>
<td>2.91</td>
</tr>
<tr>
<td>Ij:APC</td>
<td>1050</td>
<td>1074</td>
<td>1.83</td>
<td>-6.86</td>
<td>0.19</td>
<td>0.74</td>
<td>1.26</td>
</tr>
<tr>
<td>Ij (neat)</td>
<td>1050</td>
<td>1074</td>
<td>1.83</td>
<td>-6.86</td>
<td>0.19</td>
<td>0.74</td>
<td>1.26</td>
</tr>
<tr>
<td>Ij:PS</td>
<td>1050</td>
<td>1056</td>
<td>1.71</td>
<td>-2.46</td>
<td>0.07</td>
<td>1.42</td>
<td>5.29</td>
</tr>
<tr>
<td>Ij:PVC</td>
<td>1050</td>
<td>1063</td>
<td>1.68</td>
<td>-2.26</td>
<td>0.06</td>
<td>1.33</td>
<td>3.83</td>
</tr>
<tr>
<td>II:APC</td>
<td>986</td>
<td>995</td>
<td>1.72</td>
<td>-2.96</td>
<td>0.26</td>
<td>0.88</td>
<td>2.58</td>
</tr>
<tr>
<td>Im:APC</td>
<td>976</td>
<td>1009</td>
<td>1.83</td>
<td>-1.99</td>
<td>0.20</td>
<td>1.06</td>
<td>1.16</td>
</tr>
<tr>
<td>In:APC</td>
<td>1006</td>
<td>1036</td>
<td>1.66</td>
<td>-2.13</td>
<td>0.15</td>
<td>0.99</td>
<td>2.33</td>
</tr>
<tr>
<td>Io:APC</td>
<td>1054</td>
<td>1089</td>
<td>1.68</td>
<td>-2.25</td>
<td>0.07</td>
<td>1.60</td>
<td>3.79</td>
</tr>
<tr>
<td>Io (neat)</td>
<td>1054</td>
<td>1089</td>
<td>1.68</td>
<td>-2.25</td>
<td>0.07</td>
<td>1.60</td>
<td>3.79</td>
</tr>
<tr>
<td>Ip:APC</td>
<td>1143</td>
<td>1160</td>
<td>1.70</td>
<td>-4.66</td>
<td>0.16</td>
<td>1.62</td>
<td>N/A</td>
</tr>
<tr>
<td>Ip:PS</td>
<td>1143</td>
<td>1158</td>
<td>1.69</td>
<td>-4.53</td>
<td>0.15</td>
<td>2.04</td>
<td>N/A</td>
</tr>
<tr>
<td>Ip:PVC</td>
<td>1143</td>
<td>1152</td>
<td>1.60</td>
<td>-3.52</td>
<td>0.12</td>
<td>0.34</td>
<td>N/A</td>
</tr>
<tr>
<td>Iq</td>
<td>1048</td>
<td>1089</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ir</td>
<td>1035</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

a) Measured by prism coupling, b) In CH₂Cl₂ solution, c) Thin neat film, d) Refractive index, e) For the films for which n<sub>0</sub> was not measured, value of 1.7 was used for calculations of Re(χ<sup>(3)</sup>)<sub>extr</sub> and Im(χ<sup>(3)</sup>)<sub>extr</sub>.

Electrochemical oxidation and reduction potentials (Table 3.3) show very similar trends to those previously observed for squarylium and croconate chalcogenopyrylium dyes [200] and suggest that the red-shift in absorption from S to Se to Te can be mainly attributed to the stabilization of the LUMO. M<sub>ge</sub> values determined for selected thio-, seleno-, and telluropyrylium dyes fall in the range 15.9-17.3 D (Table 3.1). The identity of R<sup>1</sup>-R<sup>4</sup> has a relatively small effect on the linear optical properties in solution; replacement of R<sup>1</sup> = Cbz with Anth leads to a slight blue shift, compounds with R<sup>2</sup>, R<sup>3</sup> = Fl have blue-
shifted maxima relative to their $R^2$, $R^3 = ^1$Bu,H analogues, and increasing the size of the $R^4$ tertiary alkyl substituent from $^1$Bu to Ad to Ad' leads to small successive red shifts.

Table 3.3. Cyclic voltammetry and DSC data for selected I dyes. Data provided by Dr. Yulia Getmanenko – Marder Group, Georgia Tech.

<table>
<thead>
<tr>
<th>Cmpd</th>
<th>$E_{1/2}^{ox2}$ (V)</th>
<th>$E_{1/2}^{ox1}$ (V)</th>
<th>$E_{1/2}^{red1}$ (V)</th>
<th>$E_{1/2}^{red2}$ (V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ib</td>
<td>+0.71</td>
<td>+0.08</td>
<td>-0.86</td>
<td>-1.88</td>
</tr>
<tr>
<td>Ij</td>
<td>+0.70</td>
<td>+0.09</td>
<td>-0.83</td>
<td>-1.83</td>
</tr>
<tr>
<td>In</td>
<td>+0.72</td>
<td>+0.06</td>
<td>-0.90</td>
<td>-1.93</td>
</tr>
<tr>
<td>Io</td>
<td>+0.71</td>
<td>+0.10</td>
<td>-0.81</td>
<td>-1.83</td>
</tr>
<tr>
<td>Ip</td>
<td>+0.64</td>
<td>+0.07</td>
<td>-0.74</td>
<td>-1.75</td>
</tr>
</tbody>
</table>

a) Cyclic voltammograms were recorded in 0.1 M Bu$_4$NPF$_6$ in dichloromethane using FeCp$_2^+/0$ (–0.55 V vs. FeCp$_2^{+0}$) as internal reference.

Table 3.1 also summarizes the microscopic NLO properties determined in dilute chloroform solutions (ca. 2–5 mM) using the femtosecond Z-scan technique with $\lambda_{exc} = 1550$ nm. For polymethine dyes, the off-resonant NLO response of the dye in the cgs units of esu can be estimated by the two-level expression: [30, 201]

$$ Re(\gamma)_{2-level} = -3.264 \times 10^{-38} \frac{M_{ge}^4}{(E_{ge} - \hbar \omega)^3} $$ (3.3)

where $E_{ge}$ and $M_{ge}$ are the transition energy in eV and TDM in Debye (D), respectively, linking the ground and first excited states, and $\hbar \omega$ is the energy in eV of the excitation photons. A comparison of this value with the observed values give an indication of the extent to which the two-level model holds for these compounds. The trends in measured values of Re($\gamma$) for the thiopyrylium species are in reasonably good agreement with the expectations from the two-level model, Re($\gamma$)$_{2-level}$ (Table 3.1), although are overestimated by a factor of 1.2-1.9. Similarly, the two-level model overestimates Re($\gamma$) by 1.8-2.4 for the selenopyrylium dyes and by 2.2 for the telluropyrylium dye.
The largest discrepancies, quantified by $\text{Re}(\gamma)_{2\text{-level}}/\text{Re}(\gamma)_{\text{meas}}$, are found for the compounds with longest wavelength of maximum absorption, which can, in part, be attributed to the omission of a damping term in equation 3. In addition, equation 3 ignores the effects on the dispersion of $\text{Re}(\gamma)$ of two-photon resonances associated with vibrationally assisted excitation into the low-lying electronic state. Values of the $\text{Re}(\gamma)$ measured for $R^4 = \text{alkyl thio}$ ($-1.5 \times 10^{-32}$ to $-2.2 \times 10^{-32}$ esu) and selenopyrylium dyes ($-2.2 \times 10^{-32}$ to $-2.4 \times 10^{-32}$ esu) are somewhat smaller in magnitude than those previously reported values for $R^4 = \text{aryl thio}$ ($-2.4$ to $-3.6 \times 10^{-32}$ esu for $\text{I}$ and $\text{II}$) [47] and selenopyrylium ($-4.4 \times 10^{-32}$ esu for $\text{IIb}$) [30] dyes at the same wavelength. This can be attributed to the smaller values of $M_{\text{ge}}$ and larger values of $E_{\text{ge}}$ for compounds with alkyl “end” groups.

The values of $\text{Im}(\gamma)$ are attributed to 2PA; cyanine-like dyes typically show vibronically assisted 2PA into $S_1$ [30, 202], with the transition energy corresponding to the 2PA peak being ca. 0.2 eV greater than that for the 1PA peak; i.e., for $\text{S}$-, $\text{Se}$-, and $\text{Te}$-containing dyes of type $\text{I}$ with alkyl “end” groups, maxima would be expected at transition energies of ca. 1.44, 1.38, and 1.29 eV, respectively. Thus, the photon energy of the incident beam, 0.8 eV (corresponding to a 2PA transition energy of 1.6 eV), more closely approaches 2PA resonance for the thiopyrylium derivatives, which accounts for the values of $\text{Im}(\gamma)$ for the thiopyrylium derivatives being ca. twice those for analogues containing the heavier chalcogens, resulting in smaller values of the 2PA-FOM, $|\text{Re}(\gamma)/\text{Im}(\gamma)|$. Nonetheless, in most cases, the values of $|\text{Re}(\gamma)/\text{Im}(\gamma)|$ would be sufficient for AOSP applications if successfully translated to high-chromophore density films.

### 3.2.2.2 Optical Properties of High-Chromophore Density Films
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To investigate the optical behavior of $\text{Ia-p}$ in high-chromophore density films, 50 wt% blends with APC and, for selected dyes, neat films and 50 wt% blends with polystyrene (PS) and poly(vinylchloride) (PVC) were examined. Linear absorption spectra of the films (see Figures 3.6, 3.8, 3.9, 3.12, and 3.14-3.16) are, to a first approximation, similar to one another and the absorption maxima are only slightly red-shifted relative to those seen in solution, although the absorption bands are generally somewhat broader, and the high-energy shoulders more strongly pronounced in the films.

All substitution patterns preserve solution-like spectral shapes in the solid state, although the degree of peak broadening increases from S to Se to Te examples. Values of $\alpha$ at 1550 nm were determined by prism coupling measurements and are tabulated in Table 3.4. Losses were measurable for all samples except for 50 wt% $\text{Ip:PS}$, the high loss for which (exceeding the linear detection limit of ca. 20 dB cm$^{-1}$) is attributable to absorption at 1550 nm due to appreciable optical density on the low-energy side of the broadened primary absorption band, exacerbated by substantial film thickness (ca. 2.5 μm). For the other blend films, linear losses were typically less than 6.5 dB cm$^{-1}$ with some values as low as 3.3 dB cm$^{-1}$. $\text{Re}(\chi^{(3)})$ and $\text{Im}(\chi^{(3)})$ values at 1550 nm obtained for the films using femtosecond Z-scan measurements are summarized in Table 3.4.
Figure 3.6. Selected examples of dichloromethane solution and thin neat film spectra for chalcogenopyrylium-terminated dyes comparing (a) the influence of the “end” substituent $R^4$ (tBu vs. Ad vs. Ad') on the absorption spectra of Cbz/tBu/$R^4$/Se/BAr$_4$ dyes, and (b,c) the influence of the chalcogen “X” (S vs. Se vs. Te) in the series of Cbz/tBu/Ad'/X/BAr$_4$ dyes. Data provided by Dr. Yulia Getmanenko – Marder Group, Georgia Tech.
Table 3.4. NLO properties (measured and extrapolated from solution) and linear loss at 1550 nm for dyes in films}. Some data courtesy of Dr. Hyeongeu Kim – Perry Group, Georgia Tech.

| Cpd:host | $\text{Re}(\chi^{(3)})_{\text{extr}}$ ($10^{-11}$ esu) | $\text{Re}(\chi^{(3)})$ ($10^{-11}$ esu) | $\text{Im}(\chi^{(3)})$ ($10^{-11}$ esu) | $|\text{Re}(\chi^{(3)})/\text{Im}(\chi^{(3)})|_{\text{extr}}$ | $|\text{Re}(\chi^{(3)})/\text{Im}(\chi^{(3)})|$ | $\alpha$ (dB cm$^{-1}$) |
|----------|----------------|----------------|----------------|---------------------------------|-----------------|----------------|
| Ia:APC[195] | -1.8 | -2.5 | 0.42 | 9 | 6.0 | 4.1 |
| Ib:APC[195] | -2.0 | -2.7 | 0.23 | 13 | 12 | 3.5 |
| Id:APC[195] | -2.5 | -2.6 | 0.31 | 13 | 8.6 | 10 |
| Ie:APC | -1.4 | -2.5 | 0.44 | 6.3 | 5.6 | 4.7 |
| If:APC[195] | -2.0 | -2.4 | 0.18 | 14 | 13 | 4.6 |
| Ih:APC | -3.1 | -3.4 | 0.30 | 30 | 11 | 4.9 |
| Ij:APC[195] | -2.2 | -3.3 | 0.28 | 36 | 12 | 4.4 |
| Ij (neat)[195] | -6.9 | -5.1 | 0.24 | 36 | 21 | 8.2 |
| Ij:PS | -2.5 | -3.5 | 0.37 | 36 | 9.5 | 6.2 |
| Ij:PVC | -2.3 | -3.0 | 0.23 | 36 | 13 | 4.8 |
| Ii:APC | -3.0 | -2.6 | 0.67 | 11 | 3.8 | 7.3 |
| Im:APC | -2.0 | -2.1 | 0.23 | 10 | 9.2 | 5.4 |
| In:APC | -2.1 | -2.1 | 0.36 | 15 | 5.9 | 4.7 |
| Io:APC | -2.3 | -3.6 | 0.26 | 33 | 14 | 4.3 |
| Io (neat) | -6.5 | -4.8 | 0.31 | 33 | 15 | 6.5 |
| Ip:APC | -4.7 | -7.6 | $e$ | 29 | $d$ | 6.4 |
| Ip:PS | -4.5 | -9.2 | $e$ | 29 | $d$ >20 |
| Ip:PVC | -3.5 | -1.2 | $e$ | 29 | $d$ | 4.3 |

a) Either 50 wt% blends with the polymers specified in the first column or neat films, estimated uncertainties in $\text{Re}(\chi^{(3)})$, $\text{Im}(\chi^{(3)})$, $|\text{Re}(\chi^{(3)})/\text{Im}(\chi^{(3)})|$, and $\alpha$ are ±13, 13, 18, and 20%, respectively, b) $\text{Re}(\chi^{(3)})_{\text{extr}}$ values were extrapolated from solution $\text{Re}(\gamma)$ values assuming a film density of 1.1 g cm$^{-3}$ and using the linear refractive index values summarized in Figure 3.12, while $|\text{Re}(\chi^{(3)})/\text{Im}(\chi^{(3)})|_{\text{extr}}$ values are identical to the $|\text{Re}(\gamma)/\text{Im}(\gamma)|$ values of Table 3.1, c) A lower value was reported in ref. [195], but repeated measurements afford the present value, d) Saturated absorption observed, precluding quantification.
Macroscopic values of $\chi^{(3)}_{\text{extr}}$ were extrapolated from solution ($\gamma$) values (Table 3.1) via the relation $\chi^{(3)} = N L^4 \gamma$, using the refractive index ($n_0$) and the projected chromophore density ($N$) (assuming film density of 1.1 g/cm$^3$) for each dye in its corresponding film and with $L = (n^2 + 2)/3$. Values of $\text{Re}(\chi^{(3)})_{\text{extr}}$, extrapolated from solution $\text{Re}(\gamma)$ values (Table 3.1), the refractive index, and the projected chromophore density in the films, are generally in reasonable agreement with the experimentally measured values (Table 3.4, Figure 3.7), although the magnitudes of $\text{Re}(\chi^{(3)})$ determined for APC and PS blend films incorporating the Te dye Ip are much larger than those extrapolated from solution. However, a different picture emerges comparing values of $\text{Im}(\chi^{(3)})_{\text{extr}}$ extrapolated from solution data and experimentally determined $\text{Im}(\chi^{(3)})$, or, equivalently, comparing solution values of $|\text{Re}(\gamma)/\text{Im}(\gamma)| \equiv |\text{Re}(\chi^{(3)})/\text{Im}(\chi^{(3)})|_{\text{extr}}$ and film values of $|\text{Re}(\chi^{(3)})/\text{Im}(\chi^{(3)})|$. As shown in Figure 3.7, the experimental values of $\text{Im}(\chi^{(3)})$ for APC blends are generally larger than those extrapolated from solution. Larger deviations are observed for the selenopyrylium dyes ($\text{Im}(\chi^{(3)})_{\text{meas}}/\text{Im}(\chi^{(3)})_{\text{extr}}$ ratios vary from 1.3 to 5.3) than their thiopyrylium counterparts (1.1 to 2.6). The increase in $\text{Im}(\chi^{(3)})$ in the solid state in many cases leads to values of $|\text{Re}(\chi^{(3)})/\text{Im}(\chi^{(3)})|$ that no longer meet the criterion for AOSP; this increase is attributable to broadening or strengthening of the above-mentioned vibronically assisted 2PA band [30] as a result of dye-dye or dye-host interactions. Differences in the ratios of $\text{Im}(\chi^{(3)})_{\text{meas}}/\text{Im}(\chi^{(3)})_{\text{extr}}$ seen for polymer blends and neat films for some dyes suggest both types of interaction may play a role (vide infra). In the following sections the effects of the different structural variables ($R^1-R^4$, chalcogen, and host material) on the linear absorption spectra, linear loss, and NLO properties of the films are examined in detail.
Figure 3.7. Plots of experimental values of (a) Re($\chi^{(3)}$), (b) Im($\chi^{(3)}$), and (c) 2PA-FOM for high-chromophore density films containing dyes of type I vs. the values extrapolated from solution measurements of Re($\gamma$) and Im($\gamma$). The straight lines indicate the relationships expected in the case of an ideal translation of solution values to the solids. Plotted data shows neat films (diamonds), 50 wt% blends with APC (solid circles), PS (triangles), and PVC (half-filled squares). Data for S, Se, and Te dyes are shown in black, red, and blue, respectively. For blends of the Te dye Ip, for which Im($\chi^{(3)}$) values were not measurable, blue lines indicate the values of Im($\chi^{(3)}_{\text{extr}}$) and $|\text{Re}(\gamma)/\text{Im}(\gamma)|$. 
3.2.2.3 Influence of the “Front” Group R₁

The most frequently employed R₁ substituent in this study is the 3,6-di(tert-butyl)carbazol-9-yl (Cbz) group, which was chosen based on the expectation that intramolecular steric interactions would lead to a significant angle between the plane of the carbazole and that of the π-system of the chromophore. This is corroborated by DFT (B97XD/cc-pVDZ) calculations for model heptamethine thiopyrylium dyes that gave a torsion angle of 57.6° between the plane of the polymethine chain and carbazole “front” substituent and an angle of 90° for that of the anthracene group (values provided by Dr. Rebecca Gieseking, Bredas Group – Georgia Tech). As such, these substituents should be sufficient to prevent π-stacking of the delocalized polymethine chains of the chromophore.

The effects of different R₁ substituents were compared by examining thiopyrylium compounds Ib, II and Im, all of which share 1'Bu “back” and “end” groups as well as the BAr₄ counterion, but differ in having Cbz, Cl, and Anth “front” groups, respectively. It is noted that a similar trend was also seen in the solution spectra for Ij, IQ, and Ir (Figure 3.8). For the dye with the least bulky substituent, II with R₁ = Cl, the neat-film absorption band is broader (full width at half maximum, FWHM, = 420 meV) than that of dyes with the larger Cbz (Ib, 340 meV) or Anth (Im, 360 meV) moieties and has a more pronounced high-energy shoulder (see Figure 3.8 and Figure 3.9). Although the absorption peak of the anthracene dye Im is slightly blue-shifted relative to that of Ib in solution, this difference is not seen in the neat-film absorption spectra. Despite the similarity in neat film spectra, the linear loss for 50 wt% APC blends is larger (and the 1PA-FOM lower) for anthracene-based Im than for Cbz-substituted Ib and is only slightly less than Cl-substituted II. This
suggests that the 'Bu groups on the carbazole are effective in separating the molecules (related findings for the “back” groups are discussed in section 3.2.2.4).

    The values of Re(\(\gamma\)) and the 2PA-FOM in dilute solution at 1550 nm varied only slightly across the series discussed above, consistent with the similarity in the UV-vis-NIR spectra (Figure 3.8). In 50 wt% APC films, dyes substituted with bulkier groups such as Cbz and Anth (Ib and Im) retain the 2PA-FOM observed in solution, whereas the dyes with smaller Cl substitution in the “front” position (II) show a marked reduction in the 2PA-FOM. The stronger 2PA in the latter may be associated with the more pronounced absorption seen on the high-energy side of the absorption maximum in the neat film spectrum, indicating greater vibronic coupling of S0 and S1.

    To summarize the results from this section, a moderately bulky “front” group is essential for obtaining a reasonably “solution-like” spectrum and an acceptable 2PA-FOM in high chromophore density films, and, of the two out-of-plane R1 groups examined here, the Cbz moiety appears to be somewhat more effective than Anth.
Figure 3.8. Influence of the “front” $R^1$ substituent (Cl vs. Cbz vs. Anth) on the UV-vis-NIR spectra of two series of $R^4$/BuH/$R^4$/X/BAr'$_4$ dyes: (a) $R^4 = t$Bu, $X = S$ dyes in dichloromethane solution and (b) same dyes in neat thin films cast from 1,2-dichloroethane, respectively, and (c) $R^4 = Ad$, $X = Se$ dyes in dichloromethane solution. Data provided by Dr. Yulia Getmanenko – Marder Group, Georgia Tech.
Figure 3.9. Influence of (a-b) “back” substituents ($R^2, R^3 = H,H$ vs. $tBu, H$ vs. Fl) in a series of Cbz/R$^2$R$^3$/Bu/S/BAr’$_4$ dyes, (c-d) “end” substituents ($R^4 = tBu$ vs. Ad vs. Ad$'$) in a series of Cbz/tBu/H/R$^4$/S/BAr’$_4$ dyes on the UV-vis-NIR spectra, (a,c) dichloromethane solutions and (b,d) thin neat films from 1,2-dichloroethane. Data provided by Dr. Yulia Getmanenko – Marder Group, Georgia Tech.
3.2.2.4 Influence of the “Back” Groups, $R^2$ and $R^3$

Thiopyrylium dyes $I_a$, $I_b$ and $I_d$ differ in the $R^2$ and $R^3$ groups at the “back” position, with $R^2, R^3 = \text{Fl, } \text{'Bu, } H \text{ and } H, H$, respectively. The choice of “back” groups has little effect on the shape and position of the bands in solution or in films, [195] although the absorption maximum in solution for $I_a$ is slightly blue-shifted relative to that for $I_b$ and $I_d$, similar to the blue shifts observed for other Fl vs. 'Bu,H comparisons (Table 3.1). Despite the similarity in the absorption spectra of the films (Figure 3.9), the linear loss at 1550 nm for 50 wt% APC films is reduced by the presence of the bulky “back” substituents ($I_a, I_b$ vs. $I_d$). Furthermore, although loss values between Fl and 'Bu,H analogues (i.e. $I_a$ vs. $I_b$ and $I_e$ vs. $I_f$) are similar, slightly higher loss for $I_a$ and $I_e$ may suggest that, much like the comparison of “front” groups, planar $\pi$-systems that project above and below the plane of the chromophore $\pi$-system and that themselves do not possess additional bulky substituents are not generally the most effective groups for reducing optical loss.

Consistent with the trends in the solution absorption spectra, similar solution values of $\text{Re}(\gamma)$ and $|\text{Re}(\gamma)/\text{Im}(\gamma)|$ are found for $I_b$ and $I_d$. For the fluorene derivative $I_a$, a larger $\text{Im}(\gamma)$ results in a smaller value of $|\text{Re}(\gamma)/\text{Im}(\gamma)|$ (9.0) than that of $I_b$ and $I_d$ (both 13). These results are consistent with the blue shift in the linear absorption, which results in a smaller pre-resonance enhancement of $\text{Re}(\gamma)$ and a concomitant blue shift of the 2PA state closer to 1550 nm excitation. Similar differences are seen between other Fl vs. 'Bu analogues, such as $I_e$ and $I_f$.

In the 50 wt% APC films, both Fl-substituted dyes ($I_a$ and $I_e$) exhibit lower 2PA-FOMs (5.6–6.0) than their 'Bu,H analogues (12 and 13 for $I_b$ and $I_f$, respectively) (Table 3.4); $I_a$ also has lower a 2PA-FOM than H,H-substituted dye $I_d$. These low 2PA-FOMs are
largely due to large discrepancies between the measured $\text{Im}(\chi^{(3)})$ values of Fl-dyes in APC films and the values extrapolated from the solution $\text{Im}(\gamma)$ values; i.e. $\text{Im}(\chi^{(3)})_{\text{meas}}/\text{Im}(\chi^{(3)})_{\text{extr}}$ ratios for Fl-containing dye films range from 1.9-4.6 while their $^t\text{Bu},\text{H}$ and H,H analogues show ratios between 1.3 and 1.5. The different size and shape of the “back” substituent may lead to differences in the distribution of possible dye-dye and dye-counterion interactions; however, the specific origin of the larger discrepancies for the Fl-containing dyes is unclear.

In summary, the comparisons between $R^2,R^3$ patterns examined in this section suggest that the introduction of three dimensional $R^2 = ^t\text{Bu}$ group, which is relatively straightforward from a synthetic point of view, leads to materials with more promising characteristics for AOSP than that of the larger (in terms of molecular weight and out-of-plane projection), but planar $R^2,R^3 = \text{Fl}$ group, or use of the unsubstituted ($R^2,R^3 = \text{H,H}$) ring.

### 3.2.2.5 Influence of the “End” Groups, $R^4$

Previously, it was found that tertiary-alkyl $R^4$ groups suppress red-shifted features in the spectra of solid-state compared to dyes with aryl “end” groups, such as $^t\text{Is}$ and $^t\text{It}$. Here three different such alkyl substituents are compared: $^t\text{Bu}$, Ad, and Ad'. While single crystals of these dyes were not obtainable, single-crystal structures of several chalcogenopyranone precursors, $5a$ ($X = S; R^4 = \text{Ad}$) and $5c-e$ ($X = S, \text{Se}$, and Te respectively; $R^4 = \text{Ad}'$), were determined, along with that of an aryl (Ph) substituted analogue, $5h$ ($X = \text{Se}; R^4 = ^n\text{Bu}-\text{Ph}$, not pictured in Figure 3.5). In the structure of $5h$, aryl groups of neighboring molecules are located above and below the selenopyranone ring with some intermolecular distances between $\text{sp}^2$ carbon atoms of 3.5-3.6 Å. No comparable
interactions between sp² carbon atoms are found in the structures of Ad- and Ad'-substituted chalcogenopyranones, consistent with the observed suppression of J-aggregate-like features in the corresponding dyes. However, the structures of 5c-e show short intermolecular O···X contacts (Figure 3.10) indicating that even the dimethyladamantyl substituents are not sufficiently bulky to protect the chalcogen atom itself from interacting with neighboring moieties. The effect of the identity of the chalcogen on the molecular geometries and on possible intermolecular interactions are discussed further in the following section.

Figure 3.10. Fragment of a ribbon in the crystal structure of 5c with short intermolecular C=O···S contacts. The structures of its Se (5d) and Te (5e) analogues are isomorphous. Data provided by Dr. Yulia Getmanenko – Marder Group, Georgia Tech.

Increasing the size of the tertiary-alkyl R⁴ substituents (Ia to Ie; Ib to If to In; Ig to Ii; Ih to Ij to Io) has little effect on solution linear or nonlinear optical properties, apart from giving rise to small red shifts in the absorption band (Figure 3.6 and Figure 3.9). However, in the APC and neat films, bands for the Ad and Ad' species are narrower than for their 'Bu analogues (Figure 3.6; FWHM are 390, 360, and 330 meV for neat films of Ih, Ij, and Io respectively) and the high-energy shoulder is less pronounced. Dilution from neat films to 50 wt% blends with APC has decreasing effects with increasing alkyl group
size where the bandwidths and half-height for \textbf{Ih} ('Bu), \textbf{Ij} (Ad), and \textbf{Io} (Ad') were found to decrease by 47, 32, and 8 meV, respectively, upon blending. Thus, of the “end” groups chosen for this study, the choice of R^4 has little impact on the linear losses and NLO properties of 50 wt% blends with APC.

3.2.2.6 Influence of the Chalcogen

Consistent with previous reports on chalcogenopyrylium-terminated polymethines, [198] the choice of chalcogen has a profound effect on the linear optical properties of the dyes in both solution and in films. Increase of the atomic number of the chalcogen is correlated with successive red shifts of the absorption maxima, and increases in the relative absorbance of the high-energy shoulder and in the width of the band; e.g. FWHM for \textbf{In} (S), \textbf{Io} (Se), and \textbf{Ip} (Te) are 69, 73, and 80 meV in solution, and 270, 290, and 310 meV in neat films (Figure 3.6b,c). Despite the noticeable red shift in the absorption maxima of Se- and Te-dyes relative to their S-analogues, the linear optical losses for the corresponding 50 wt% APC films at 1550 nm show no clear trend and are generally fairly similar (\textbf{Ib} vs. \textbf{Ih} and \textbf{In} vs. \textbf{Io} vs \textbf{Ip}).

Substitution of S with Se results in a significant enhancement of the solution value of $|\text{Re}(\gamma)/\text{Im}(\gamma)|$ at 1550 nm, a consequence of both moderately increased $|\text{Re}(\gamma)|$ and substantially decreased $\text{Im}(\gamma)$, consistent with the expected increased detuning of the peak of the vibronically allowed 2PA $S_0$-$S_1$ transition away from excitation photon energy. On the other hand, while replacing Se (\textbf{Io}) with Te (\textbf{Ip}) results in a further increase in $|\text{Re}(\gamma)|$ consistent with increased pre-resonance enhancement, $\text{Im}(\gamma)$ also increases, presumably owing to 2PA to a higher lying state than $S_1$, resulting in a 2PA-FOM (29) slightly lower
than that of its Se analogue (33). The enhancement of the solution 2PA-FOMs seen for selenopyrylium dyes $\text{Ih}$ and $\text{Ij}$ relative to those of their sulfur analogues $\text{Ib}$ and $\text{If}$ is essentially eliminated in the 50% wt APC films, such that comparable 2PA-FOMs are observed for analogous structures (Table 3.4), largely due to a substantial increase in $\text{Im}(\chi^{(3)})$ for the Se compounds relative to the values extrapolated from $\text{Im}(\gamma)$. In the case of $\text{Io}$ and $\text{In}$ APC blends, the 2PA-FOMs for both S and Se compounds are significantly reduced relative to the corresponding solution values.

The Te-containing $\text{Ip}$:APC exhibits a $\text{Re}(\chi^{(3)})$ value ($-7.6 \times 10^{-11}$ esu) much larger in magnitude than that extrapolated from the solution $\text{Re}(\gamma)$ value. However, the 2PA-FOM could not be quantified due to the observation of saturable absorption in the open-aperture Z-scans; this precludes reliable measurement of $\text{Im}(\chi^{(3)})$. In principle, dye-dye or dye-host interactions might be responsible for weak NIR linear absorption involved in this saturable absorption. To examine the possibility of the latter we examined the Te dye as 50 wt% films with two other polymers, polystyrene (PS) and poly(vinylchloride) (PVC), as described in more detail in the following section. However, saturable absorption was seen in all three cases, indicating that there is appreciable linear absorption at 1550 nm in all three $\text{Ip}$ films, despite linear losses remaining low to moderate. In part, absorption at 1550 nm may be because, of all the chromophores examined here, $\text{Ip}$ exhibits the lowest energy absorption maxima (in both solution and films). Moreover, a weak absorption band centered at ca. 1750 nm, suggestive of J-type aggregation, can be detected for CHCl$_3$ solutions of $\text{Ip}$ at concentrations as low as 0.05 mM (Figure 3.11d). With regards to Z-scan, this feature was evidently sufficiently weak and/or red-shifted enough to not impact the solution open-aperture Z-scans. No comparable low-energy absorption features are
found for S and Se dyes (Figure 3.11a-c) at similar concentrations. Thus, it is likely that similar weakly-absorbing aggregate features to those seen in Ip solution may contribute to the saturable absorption seen in the Ip-based films.
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Figure 3.11. Concentration-dependent absorption spectra (smoothed using a percentile filter) in chloroform for (a) Ie (S-dye), (b) II (S-dye), (c) Ij (Se-dye), and (d) Ip (Te-dye).

Telluropyrylium species may exhibit greater tendencies to aggregate than their thio- and selenopyrylium analogues due to their greater polarizabilities and to the reduced steric blocking of the chalcogen by the R4 groups. The series of crystallographically characterized chalcogenopyryliums, 5c-e (Table 3.6 in appendix), indicate decreasing C–X–C (X = S, Se, Te) bond angles and increasing C–X bond lengths with increasing chalcogen weight, resulting in increasing Ad’–X–Ad' angles and increasing Ad’–Ad' H–H separations (Figure
3.17), indicating increasing poor steric masking of the chalcogen. Similar trends can be expected in the corresponding chalcogenopyrylium dyes.

To summarize, the selenopyrylium dyes examined here generally exhibit larger 1PA- and 2PA-FOMs than their thiopyrylium counterparts (see Figure 3.13). The telluropyrylium dye example can also (depending on the host) exhibit good 1PA-FOMs, however, this compound did show saturable absorption during Z-scan measurements that precludes reliable measurement of 2PA-FOMs and would adversely affect its use in AOSP. However, whether this is a general phenomenon, is unclear. Indeed, a Te-dye with a bulky Pd(PPh₃)₂Cl “front” group shows 2PA-FOM > 10. [184] As such, more work on telluropyrylium dyes using the approach to deaggregation described here may be worthwhile, in particular, using bulkier “end” groups that further reduce the steric accessibility of the Te atoms.

3.2.2.7 Influence of the Host

As noted above, the Te dye Ip was investigated as a 50 wt% blend with three different polymers, chosen for their potential different interactions with the dye: APC (polar, aromatic), PS (non-polar, aromatic), and PVC (polar, non-aromatic). The Se eye Ij was also examined in the same three polymers. For Ij (Se), absorption spectra (Figure 3.12) and values of Re(χ⁽³⁾) and 2PA-FOM (Table 3.4) vary little between the three hosts, suggesting that the bulky substitution pattern of Ij is effective in preventing deleterious aggregation independent of host structure. The bulkiness also likely aids miscibility of the dye and host, as evidenced by comparable values of α and narrow range of refractive indices 1.67-1.71 (Figure 3.12), which is indicative of similar film quality and composition
in all hosts. Thus, even in non-ideal hosts, blend films of $\text{I}_\text{j}$ demonstrate NLO performance potentially suitable for AOSP, which may afford extraordinary flexibility regarding film processing for devices.

Figure 3.12. Influence of host on (top) UV-vis-NIR absorption spectra and (bottom) film appearance: absorption spectra of (a) 50 wt% films of $\text{I}_\text{j}$ in PS and PVC and (b) $\text{I}_\text{p}$ solution in chloroform and in 50 wt% films from APC, PS, and PVC; (c) photographs of 50 wt% blend films of $\text{I}_\text{l}$, $\text{I}_\text{j}$, and $\text{I}_\text{p}$ with various polymers.
In contrast to \textbf{Ij} (Se), NLO values for \textbf{Ip} (Te) blend films (Table 3.4) show significant host-dependence, with \text{Re}(\chi^{(3)}) ranging from \(-9.2 \times 10^{-11}\) esu in PS to \(-1.2 \times 10^{-11}\) esu in PVC. APC and PS films exhibited nearly identical absorption spectra (Figure 3.12b), but the PVC blends show a slight blue shift, a noticeably stronger shoulder ca. 900 nm, and some new and significantly higher relative absorbance in the 300-800 nm range. Indeed \textbf{Ip}:APC and \textbf{Ip}:PS films appear brown, while \textbf{Ip}:PVC appear dark blue film (Figure 3.12c). Additionally, the refractive index in the PVC blend (1.60) was significantly lower than APC (1.70) and PS (1.69), possibly due to a lower solubility of \textbf{Ip} in the polymer, resulting in dye loss through filtering during film preparation.

In summary, variation of the host has different effects depending on the dye in question. Nevertheless, the dependence of the optical properties of \textbf{Ip} on the host indicates that further host variation may in some cases be a useful means of improving AOSP materials.

3.2.3 Summary and Conclusions

A series of chalcogenopyrylium-terminated heptamethine dyes with tertiary alkyl “end” substituents and with bulky out-of-plane aromatic or aliphatic “front” and/or “back” substituents has been synthesized and characterized with a goal of understanding the influence of these substituents on the linear and nonlinear optical properties in different film blends, and in obtaining materials that exhibit values of \(|\text{Re}(\chi^{(3)})|\), 2PA-FOM, and 1PA-FOM suitable for AOSP.

As shown in Figure 3.7a, solution values of \text{Re}(\gamma) generally translate reasonably well into film values of \text{Re}(\chi^{(3)}), which fall in the range \(-1.2 \times 10^{-11}\) to \(-9.2 \times 10^{-11}\) esu.
Values of $|\text{Re}(\chi^{(3)})|$ are somewhat larger in magnitude than those extrapolated from solution data, which is consistent with increased pre-resonance enhancement associated with the slight red shifts seen between solution and film data. Compared to benchmark materials Si (111) and GaAs (Table 3) reported by Dinu et al. [33] at 1550 nm, films representative of the trends seen in Table 2, In:APC, Io:APC, and Ip:APC, gave absolute values of $|\text{Re}(\chi^{(3)})|$ that were larger than that of Si (111) by a factor of 1.6, 2.8, and 5.8, respectively. For GaAs, only Ip:APC from this series gave a larger $|\text{Re}(\chi^{(3)})|$ by a factor of 1.6. Further, the $|\text{Re}(\chi^{(3)})|$ of GaAs was found to be only slightly smaller than the values from neat films of Ij and Io but was most greatly surpassed by the Ip:PS blend (Table 3.4 and Table 3.5). In contrast, values of $\text{Im}(\chi^{(3)})$ for S and Se dyes generally show an even greater increase over the corresponding extrapolated values than those of $|\text{Re}(\chi^{(3)})|$ (Figure 3.7b), likely due to strengthening and/or broadening vibronically assisted 2PA into $S_1$, resulting in values of 2PA-FOM for films that are lower than those for solution (Figure 3.7c), especially in the case of Se-based dyes. For the Te dye, Ip, aggregation in the solid state leads to linear absorption that precludes measurement of $\text{Im}(\chi^{(3)})$. Despite the general reduction of 2PA-FOMs found on going from solutions to films, some of the films do exhibit 2PA-FOMs that closely approach or exceed the requirement for AOSP (Figure 8). Indeed, the 2PA-FOM for all films of thio- and selenopyrylium dyes showed marked improvements over Si (111) and GaAs with the increase typically becoming larger with chalcogen size, as seen in the data for most selenopyrylium compounds in neat and blend films relative to thiopyrylium dyes (Table 3.4 and Table 3.5).
Table 3.5. Macroscopic NLO values of Si, GaAs, In:APC, Io:APC, and Ip:APC. NLO values of Si and GaAs from reference [33].

<table>
<thead>
<tr>
<th>Sample</th>
<th>Re(χ(3))/ 10^{-11} esu</th>
<th></th>
<th>Re(χ(3))/ Im(χ(3))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si (111)</td>
<td>1.3</td>
<td>4.0</td>
<td></td>
</tr>
<tr>
<td>GaAs</td>
<td>4.7</td>
<td>1.3</td>
<td></td>
</tr>
<tr>
<td>In:APC</td>
<td>-2.1</td>
<td>5.9</td>
<td></td>
</tr>
<tr>
<td>Io:APC</td>
<td>-3.6</td>
<td>14</td>
<td></td>
</tr>
<tr>
<td>Ip:APC</td>
<td>-7.6</td>
<td>-</td>
<td></td>
</tr>
</tbody>
</table>

Despite the general reduction of 2PA-FOMs found on going from solutions to films, some of the films do exhibit 2PA-FOMs that closely approach or exceed the requirement for AOSP (Figure 3.13). Although the linear losses for the present materials are all higher than that reported for DDMEBT (1.6 dB cm\(^{-1}\)) [23], these are, to some extent, compensated for by larger |Re(χ(3))|, leading to values of the 1PA-FOM for a few examples that closely approach that for DDMEBT (ca. 0.87 × 10\(^{-11}\) esu dB\(^{-1}\) cm, Figure 3.13) with which AOSP has been successfully demonstrated. The 1PA-FOM for Ip:APC even exceeds that for DDMEBT, although the saturable absorption observed for this blend makes it unsuitable for AOSP due to excited state effects.

In this study, several materials – in particular, the selenopyrylium materials Ij:PVC, Io:APC, and neat Io – demonstrated large Re(χ(3)) that possess both 2PA-FOMs ≥ 12 and suitable 1PA-FOMs. This represents a significant advance in the field of π-conjugated organic dyes for AOSP.
Figure 3.13. Plot of 2PA-FOM ($|\text{Re}(\chi^{(3)})/\text{Im}(\chi^{(3)})|)$ vs. 1PA-FOM ($|\text{Re}(\chi^{(3)})/\alpha|$) for films of chalcogenopyrylium polymethines. Data shows neat films (diamonds), 50 wt% blends with APC (solid circles), PS (triangles), and PVC (half-filled squares). Data for S- and Se-dyes are shown in black, and red, respectively. Values of blends $\text{Im}(\chi^{(3)})$, and thus the 2PA-FOM, could not be determined for blends incorporating the Te chromophore $\text{Ip}$; the blue lines indicate values of the 1PA-FOM (for $\text{Ip}$:PS there is some uncertainty in $\alpha$, the value reported for 1PA-FOM is an upper limit). The horizontal dashed line corresponds to 2PA-FOM = 12, while the vertical, green dashed line represents the 1PA-FOM value for DDMEBT. [23]
3.2.4 Appendix for Section 3.2

Table 3.6. Summary of selected bond lengths and bond angle of pyranones 5a, 5c-e, and 5h.

<table>
<thead>
<tr>
<th>*Compounds, X(1)</th>
<th>Bond Lengths (Å)</th>
<th>Bond Angle (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>X(1)-C(1)</td>
<td>X(1)-C(5)</td>
</tr>
<tr>
<td>5a, S</td>
<td>1.744(3)</td>
<td>1.735(3)</td>
</tr>
<tr>
<td>5c, S</td>
<td>1.740(4)</td>
<td>1.742(3)</td>
</tr>
<tr>
<td>5d, Se</td>
<td>1.888(2)</td>
<td>1.887(2)</td>
</tr>
<tr>
<td>5e, Te</td>
<td>2.088(2)</td>
<td>2.092(2)</td>
</tr>
<tr>
<td>5h, Se</td>
<td>1.875(5)</td>
<td>1.875(4)</td>
</tr>
</tbody>
</table>

Figure 3.14. UV-vis-NIR absorption spectra of dyes Ib, Ih, Ij and Io in thin APC and thin neat films and spectra of Ij and Ip dyes in neat, APC films. Data provided by Dr. Yulia Getmanenko – Marder Group, Georgia Tech.
Figure 3.15. UV-vis-NIR absorption spectra of selected dyes I in thick APC films. Data provided by Dr. Yulia Getmanenko – Marder Group, Georgia Tech.

Figure 3.16. Influence of the counterion (BAR4 vs. Δ-TRISPHAT) in (a) Cbz/Bu,H/Bu/S/counterion dyes Ib and Ic and (b) Cbz/Bu,H/Ad/Se/counterion dyes Ij and Ik. Data provided by Dr. Yulia Getmanenko – Marder Group, Georgia Tech.
Figure 3.17. The shortest interadamantyl intramolecular H⋯H distances in (a) Thiopyranone 5a; (b) Thiopyranone 5c; (c) Selenopyranone 5d; (d) Telluropyranone 5e. Data provided by Dr. Yulia Getmanenko – Marder Group, Georgia Tech.
3.2.5 *Experimental Details*

3.2.5.1 *Polymer Purification*

Bisphenol A polycarbonate (Sigma Aldrich, 435120, Mw ca. 46 kDa) and PMMA (Sigma Aldrich 182230, Mw ca. 97kDa) were purified by making a 12% wt solution in 1,1,2-trichloroethane (TCE) at 60 °C and then precipitating in cold methanol, and then drying under vacuum suction. This process is repeated three total times to remove undesired surfactant from the commercially supplied pelletized polymers. PVC (Sigma Aldrich, 189588, Mw ca. 62 kDa) and PS (Polysciences, 00574, Mw 250-300 kDa) were used as received.

3.2.5.2 *Film Preparation*

All dyes were provided by Dr. Yulia Getmanenko (Marder group, GT) and used as received (synthesis detailed in reference [197]). Films were cast using Laurell Technologies WS-650-23 spin coater operated at 750 rpm for 4 min. Thin films, both neat and polymer blends, used in linear absorption measurements were cast from 1 wt% dye solutions in spectroscopy grade 1,1,2-trichloroethane (TCE) (97% from Sigma-Aldrich), with the exception of PVC blends which were spun from spectroscopy grade cyclopentanone (≥99% Sigma-Aldrich) due to its low solubility in TCE. The solutions for spin coating thicker films used for linear loss and nonlinear optical measurements from TCE were made by mixing equal masses of 6 wt% dye solution and 6 wt% polymer solution and stirring vigorously to ensure mixing. PVC blend films from cyclopentanone were made in a similar manner but starting dye and polymer solutions were both 8 wt% to increase viscosity to achieve film thicknesses comparable to those from TCE. All solutions were
filtered through 0.2 μm PTFE syringe filter prior to spin casting to remove large impurities and undissolved particulates. The substrates for the thinner films were 1.0 mm thick microscope slides, while the thicker films were cast on 0.5 mm thick fused silica glass wafers, cut to ca. 1 × 2.5–4 cm in size to allow enough length of light propagation for accurate loss measurements. The thicknesses of the films were determined using Dektak 6M profilometer; the thicknesses of the thinner and thicker films were ca. 80–400 nm, and ca. 0.9–2.6 μm, respectively.

3.2.5.3 Characterization of Linear Absorption, Refractive Indices, and Propagation Loss

Absorption spectra were recorded using a dual-beam Shimadzu UV-3101PC UV-Vis-NIR scanning spectrophotometer. For all spectroscopic measurements (both linear and nonlinear) on solutions, spectrophotometric grade chloroform (Sigma-Aldrich) was used. Linear absorption measurements were performed on 6 μM solutions in 1 cm pathlength quartz cuvettes. The absorption spectra of the thin films were taken using a 1.0 mm thick microscope slide or 0.5 mm thick fused silica substrate as the reference, to match the substrate on which the films were coated.

The refractive indices and linear losses of the films were determined using a Metricon 2010 prism coupler. The light source was a Melles-Griot Diode laser 57STL051 using ca. 1.2 mW of CW light at 1550 nm. The incident laser light strikes a highly refractive gadolinium gallium garnet prism with n₀ = 1.934 at 1550 nm mounted on a rotary table. The film to be measured is brought into contact with the prism using a pneumatically-operated coupling piston. At angles of incidence where the criterion for total internal reflection is violated, called critical coupling mode angles, the photons tunnel from the
base of the prism across the air gap into the film, and propagate along the length of the film, causing a sharp drop in the intensity of light striking the photodetector near the exit surface of the prism. At these angles of maximum light coupling, the complex transcendental mode equations that govern the reciprocity become a system of linear equations with common solution for the film index, \( n_0 \) [203]

For linear loss measurements, the prism is set to the mode angle furthest away from the substrate, the light being guided by the film is measured using a movable fiber detector that scans across the length of the film. The plot of the intensity with respect to distance traveled by the fiber detector produces an exponential decay profile, from which the linear loss is calculated. For Metricon 2010, the detectable range for this loss-based measurement is 0.5–20 dB cm\(^{-1}\). The error associated with the technique depends on the length of the film and the quality of the exponential fit. For typical films (ca. 3.5 cm in length), the error is estimated to be ca. ±20%. It should be noted that these losses include not only the linear absorption by the chromophores but also optical scattering. The latter is most likely responsible for the loss of 1.9 dB cm\(^{-1}\) measured in a pure APC film.

3.2.5.4 Nonlinear Optical Characterization

The light source used for all nonlinear optical measurements was a regeneratively amplified Ti:Sapphire system (Solstice, Spectra-Physics) that produces sub-90 fs (HW1/e) pulses at 800 nm with a repetition rate of 1 kHz. This, in turn, pumps an optical parametric amplifier of white-light continuum (TOPAS-C, Spectra-Physics) that provides output pulses of <100 fs (HW1/e) in the appropriate spectral bands. Using this light source, Z-scans were performed to determine the real and imaginary components of the third-order
nolinearity of the samples. The operation principle and standard layout for the Z-scan technique are well understood, and accepted. [204, 205] The details of data processing methods are discussed in the reference. [195]

The spatial and temporal properties of the pulse are given by the following; the HW1/e² radius of the beam was ca. 60 µm, its Rayleigh range was 3.5–5.1 mm, the pulse widths ranged from 48–65 fs (HW1/e), and the beam shape was found to be Gaussian with an M value of 1–1.08. The experimental setup was calibrated using well-established nonlinearities for samples of fused silica [143], ZnS [144], and ZnSe [206]. The repetition rate of the system was reduced to 50 Hz for γ measurements to avoid effects of thermal lensing. The resulting open- and closed-aperture scans were then corrected by subtracting their respective background contributions: the solvent, CHCl₃, in the cases of solution measurements, and the spot to be measured at a low enough irradiance as to not observe NLO behavior in the case of film measurements. To ensure that the extracted apparent values of Re(χ(3)) and Im(χ(3)) do indeed represent third-order nonlinearities, the Z-scans on each sample were performed at various excitation irradiances ranging from 30–250 GW cm⁻². Both Re(χ(3)) and Im(χ(3)) values for the heptamethine solutions and films showed a negligible level of irradiance dependence, as expected for purely third-order nonlinearities. From the error propagation analysis using the standard deviations in the experimental parameters, the experimental uncertainties were estimated to be ±8% for Re(γ), ±11% for |Re(γ)/Im(γ)|, ±13% Re(χ(3)) and ±18% for |Re(χ(3))/Im(χ(3))|. 
3.3 Linear and Nonlinear Optical Properties of Benzoindole-Terminated Heptamethines with Cl- and Bulky Pd(PPh₃)₂Cl Groups in Solution and Amorphous Polycarbonate Blend Films

3.3.1 Background and Experimental Approach

Previous reports, as well as results from section 3.2, on the substitution of chalcogenopyrylium-terminated heptamethine dyes with rigid, bulky organic groups demonstrated that one can effectively reduce interactions in the solid state and thus improve 2PA-FOMs in neat and APC blend films by selectively rendering the conjugated backbone of the dye inaccessible via strategic molecular design. [25, 195] Building on this work, Davydenko et al. [183] recently discovered that, while attempting to use Pd-catalyzed cross-couplings to attach bulky aryl groups to central $meso$ position on polymethine chains, $meso$-Cl-substituted heptamethines readily underwent oxidative addition with Pd(PPh₃)₄ to form stable compounds. It was found that $meso$-Cl-substituted benzoindole-terminated heptamethines reacted cleanly with one molar equivalents of Pd(PPh₃)₄ to yield compounds 1-5'Cl, Pd in Figure 3.18, of interest in this investigation, and other compounds such as perylene diimides, merocyanines, and 6’Pd from Figure 3.23.
Figure 3.18. Benzoindole-terminated heptamethine compounds and reaction diagrams used for NLO solution and film measurements. Partially reproduced from Davydenko et al. [183] with permission. Copyright 2016 Journal of the American Chemical Society.

In combination with 'Bu “back” groups, Pd(PPh₃)₂Cl-substituted dyes, or more simply referred to as Pd-dyes, are expected to possess significant, rigid, out-of-plane bulk to prevent aggregation between dyes in the high number density solid state. Indeed, crystal structures of these compounds (Figure 3.19) show that, compared to their Cl-substituted counterparts, Pd-dyes offer no evidence of interchain interactions because of the massive Pd-group. Further, due to a lack of steric hinderance around the benzoindole end groups, one can observe some planar interactions between two adjacent end groups, as seen for 1Pd (Figure 3.19c-d) and 5’Pd (Figure 3.19g-h). interestingly, substantial overlap is observed between the phenyl rings of neighboring 1Pd compounds possessing
benzo[g]indole groups compared to the much-reduced overlap seen between two compounds with benzo[e]indole groups, such as 5’Pd.

![Image](image_url)

**Figure 3.19.** Crystal structures of (a-b) 2Cl, (c-d) 1Pd, (e-f) 5Pd, and (g-h) 5’Pd, showing for each interactions of the π system of one polymethine cation (colored by element) with that of its neighbors (uniform colors). Selected interplanar and atom-plane distances in are indicated. H atoms, counterions, solvent molecules, and disorder have been omitted for clarity. Reproduced from Davydenko et al. [183] with permission. Copyright 2016 Journal of the American Chemical Society.

Since end-on-end group interactions are possible, absorption spectra in concentrated solutions and thin films must be monitored carefully to verify that J-like aggregates are avoided during linear and NLO measurements. With regards to film processing, preliminary solubility tests show that 4Pd is sparingly soluble in 1,1,2-trichloroethane (TCE) and therefore a new film processing method needed to be developed.
Additionally, given the tendency for APC blend films from TCE to form ripples that cause significant thickness fluctuations (ca. ±15%), optimizing the spinning/drying conditions is of interest and will be discussed in terms of films quality for Z-scan. [207] As such, Z-scan measurements in solution and high number density blend films (50% wt) with APC at 1300 and 1550 nm will be conducted to gauge the dispersion of Re(γ), Re(χ(3)), and the 2PA-FOMs for the compounds in question and to characterize the influence of this Pd-substituent on the NLO properties of benzoindole-terminated heptamethines in reference to chalcogenopyrylium-dyes previously discussed. [195] Specifically, data at 1550 nm will be compared to values obtained for chalcogenopyrylium-dyes in previous sections (3.2) as well as benchmark NLO materials Si and GaAs. [33] To complement NLO measurements, linear loss data at 1550 nm is presented to further gauge the effectiveness of Pd-substituents in reducing linear optical losses in the solid state, which is critical for assessing device relevance for these materials.

3.3.2 Results and Discussion

3.3.2.1 Linear Absorption Data and NLO Measurements in Solution

Linear absorption spectra for the palladium-bearing, benzoindole-terminated dyes (Figure 3.18) in solution with chloroform and in 50% wt amorphous polycarbonate (APC) blend films are shown in Figure 3.20. Solution spectra show that the addition of the Pd group resulted in a blue shift compared to Cl-dyes, which is attributed to the Pd group being a stronger π donor and/or weaker σ acceptor than Cl. [183] The subtle change in the solution spectral position upon Pd-substitution is also met with a small change in the vibrational fine structure of the high energy shoulder of the cyanine-like band where Pd-
dyes show slightly reduced absorbance. The full width at half maximum (FWHM) for the normalized absorption spectra for both Cl- and Pd-substituted dyes were comparable (3Cl: 49 nm, 3Pd: 45 nm, 4Cl: 42 nm, and 4Pd: 41 nm), further corroborating the limited impact that the bulky Pd group has on the electronic transitions among this series of dyes.

Figure 3.20. Absorption spectra for (a) 3Cl and 3Pd in chloroform solutions and 50% wt thin films with APC, (b) 4Cl and 4Pd in chloroform solutions and 50% wt thin films with APC, (c) 1Cbz and 2Cbz in chloroform solutions.

Absorption spectra in 50% wt APC thin films (Figure 3.20) show broadened peaks compared to their corresponding solution spectra and red-shifting that is more profound for less bulky substituted Cl-dyes than the Pd-analogue. From these spectra, Pd-dyes maintained solution-like spectra with no evidence of J-like aggregation and minimal spectral broadening compared to Cl-dyes; where less steric bulk resulted in significant
broadening and a dramatic increase in the high-energy shoulders that could be associated with a multitude of intermolecular interactions between the heptamethine backbone and other dyes or the host polymer. This difference is seen clearly when examining the FWHM of the blend film spectra where 3Cl and 4Cl spectra gave FWHM values of 161 nm and 172 nm, respectively, compared to 118 nm and 112 nm for 3Pd and 4Pd, respectively. These trends were consistent with similar spectra reported for neat films of the same set of dyes, in addition to others, by Davydenko et al. [183] and highlights the success of the bulky palladium groups with regards to preventing strong polarizing interactions with the heptamethine backbone in the solid state.

Table 3.7. Average NLO data from Z-scan measurements in chloroform solution at 1550 nm for Cl-, Pd-, and Cbz-substituted heptamethine dyes.

| Cmpd | λmax (nm)a | λmax (nm)b | Re(γ) 10^-33 (esu) | Im(γ) 10^-33 (esu) | |Re(γ)/Im(γ)|c |
|---|---|---|---|---|---|
| 3Cl | 841 | 852 | -1.4c | 1.5c | 0.9c |
| 3Pd | 805 | 812 | -2.4c | 4.6c | 0.5c |
| 4Cl | 833 | 844 | -8.4c | 9.2c | 0.9c |
| 4Pd | 811 | 818 | -3.2c | 4.1c | 0.8c |
| 1Cbz | 835 | d | -30e | 6.8e | 4.4e |
| 2Cbz | 840 | d | -31e | 1.0e | 3.0e |

a) In solution, b) In 50% wt APC blend films, c) Irradiance ca. 90 GW/cm², d) Because only thick films (ca. 1 μm) were made, absorption data in film was outside the detection range of the absorption spectrometer (i.e. >>2.5 OD) and thus was not quantifiable, and e) irradiance ca. 57 GW/cm².

Nonlinearities at 1550 nm in chloroform solutions of benzoindole-terminated dyes (Figure 3.18) are presented in Table 3.7. Compared to the nonlinearities obtained for chalcogenopyrylium dyes in section 3.2 and reference [195], Re(γ) for both Cl- and Pd-dyes were generally an order of magnitude lower and gave figures of merit (|Re(γ)/Im(γ)|, 2PA-FOM) in the range of 0.5-0.9 at an irradiance of 90 GW/cm²; much lower than the
FOM ≥ 12 desired for AOSP. This trend is clearly rationalized by examining the maximum absorption wavelength, which is ca. 170 nm blue-shifted relative to even the shortest wavelength absorbing thiopyrylium dye (Im – Table 3.1) and means that, comparatively, benzoindole-dyes are less polarizable and are not able to benefit as greatly from resonance enhancement when measuring the telecommunications window. Additionally, significant irradiance dependence was observed for scans of all benzoindole dyes, regardless of substitution. As seen in Figure 3.21b, Z-scans at increasingly large pulse energies (proportional to irradiance), show that there was a concomitant increase in the Re(γ) (note: these are negative n² materials, so values will thus become increasingly negative), with Im(γ) remaining relatively constant over the measured range of energies. This resulted in an apparent increase in 2PA-FOM with increasing irradiance that was attributed to excited state refraction (ESR), an effective NLO process likely resulting from the population of a low-lying, two-photon state close to the primary one-photon transition (ca. 775 nm – half the wavelength of the 1550 nm beam). This phenomenon is thought to occur via vibronic-coupling associated with C-C stretching modes along the conjugated backbone, similar to what was seen by Ohira et al. [210] for squaraine dyes with indolinyldenemethyl end groups. [208, 209] This photophysical mechanism is illustrated in Figure 3.21a, where the vibronic coupling makes possible an appreciably strong transition between the singlet ground state (g) and a low lying, two-photon-allowed state (e’) just above the lowest 1PA state (e).
Figure 3.21. (a) Jablonski diagram showing possible 1PA and 2PA transitions, where solid lines represent purely electronic transitions and the dotted line represents the vibronic-coupled state ($e'$). Additionally, the singlet ground state (g), the first real 1PA state (e), and the first hypothetical, purely electronic 2PA state ($e''$) are shown. The blue arrow represents the photon energy required to linearly excite the $g \rightarrow e$ transition, the red arrows illustrate the degenerate excitation of the vibronic 2PA transition $g \rightarrow e'$ (the case for Z-scan measurements for this set of materials at 1550 nm), and the green arrows are even higher energy photons needed to excite the hypothetical purely electronic 2PA state ($e'''$). Plots showing dependence of average Re($\gamma$) on pulse energy (E) (proportional to irradiance (I) according to eq. 2.11) at 1550 nm from Z-scan in chloroform solutions for (b) Cl- and Pd-dyes and (c) 1Cbz and 2Cbz.
Under non-resonant conditions, the low-lying vibronic 2PA state could benefit AOSP by providing a means to control the dispersion of Re(\(\gamma\)) in the telecommunication window. [210] However, the behavior of the benzoindole-terminated compounds is undesirable for AOSP because a real 2PA excited state is accessed degenerately by 1550 nm photons and likely has a lifetime orders of magnitude longer than the femtosecond pulses used to achieve ultrafast AOSP, which fundamentally limits the switching speed as well as phase modulation efficiency. To rule out any Cl- and Pd-specific phenomena contributing to the observed irradiance dependence, Z-scan measurements on benzoindole-terminated cyanines with carbazole “front” substitution (1Cbz and 2Cbz from Figure 3.18) were performed and demonstrated a similar trend with regards to irradiance dependence (as seen in Figure 3.21c); affording nonlinearities that were approximately an order of magnitude larger than those for the Cl- and Pd-dyes. It is noted that no irradiance dependence has been reported for 4,5,5-trimethyl-3-cyano-2(5H)-furanylidenepropane-, or “TCF-”, terminated, anionic heptamethines with Cl- in the “front” position, 'Bu in the “back”, with bulky counterions, and similar red-shifted absorption maxima to benzoindole dyes presented here. [29]

To better understand the dispersion of this effect on the high energy side of the telecommunications window, Z-scan measurements were performed at 1300 nm for Cl-, Pd-, and Cbz-substituted dyes in chloroform solutions. Results are plotted in Figure 3.22 and show generally larger nonlinearities for Cl- and Pd-dyes at 1300 than 1550 nm, which is primarily attributed to greater resonance enhancement that comes from shifting the measurement wavelength toward the resonance of the closely-spaced 1PA/vibronic-2PA states. Additionally, the magnitude of the change in |Re(\(\gamma\))| with increasing irradiance was
comparable to that observed at 1550 nm. Compared to Cl- and Pd-dyes, the Cbz-substituted compounds exhibited less dispersion and, interestingly, the trend is opposite that for Cl- and Pd-dyes where $|\text{Re}(\gamma)|$ at 1550 nm is consistently larger than that at 1300 nm. Although the exact cause is unclear, this phenomenon could be related to the position of the vibronic-2PA band being red-shifted relative to those in the Cl- and Pd-compounds and thus is being excited more favorably at 1550 nm than at 1300 nm. Assuming the spectral position of the higher-energy fine structure bands from 1PA reflects that of the vibronic 2PA state ($e'$), this could be explained by the $e'$ state being situated closer to 775 nm, equivalent to the total transition wavelength when pumping degenerately at 1550 nm, than it is to the total transition wavelength at 1300 nm (650 nm).
Figure 3.22. Plots comparing the dependence of average Re(γ) on pulse energy (proportional to irradiance) at 1300 and 1550 nm from Z-scan in chloroform solutions for a) 3Cl and 3Pd, b) 4Cl and 4Pd, c) 1Cbz and 2Cbz.

It was noted that, over several hours, chloroform solutions of 3Cl, 3Pd, 4Pd, and 4Cl would noticeably change color from a dark green to a red/brown, likely due to decomposition. This breakdown mechanism was investigated in further detail in the supplementary information by Davydenko et al. [183]. To avoid complications with degradation, solutions of Cl- and Pd-dyes in chloroform were made fresh shortly before measurements and measured immediately. Although more rigorous quantum chemical calculations and NLO measurements are needed as confirmation, the analysis presented in
this section indicates that the molecular geometry of benzoindole-terminated heptamethines results in significant vibronic coupling that makes possible a 2PA-allowed transition with appreciable degenerate cross section in the 1300-1550 nm wavelength range. [211]

3.3.2.2 Linear and NLO Measurements of 50% wt Dye:APC Blend Films

Film preparation for 50% wt blend films with APC for Cl-, Pd-, and Cbz-dyes was initially attempted with 1,1,2-trichloroethane (TCE) as the spinning solvent (as described in 3.2.5.2), in which 4Pd demonstrated little-to-no solubility. To maximize consistency between blend films within this set of compounds, an alternative recipe was found with a solvent (1,2-dichloroethane – DCE) in which all dyes from this series were soluble. [207] Compared to the longer spinning speeds needed to fully dry films spun from TCE, optical-quality films are obtained from DCE by flooding the substrate with well-mixed, filtered blend solution and then adjusting the acceleration speed to spread the blend solution evenly over the entire substrate surface over a short period of time and then drying the film quickly under vacuum. It was noted that higher concentrations of individual dye and polymer solutions prior to blending were necessary to increase the viscosity of total solution to compensate for lower viscosity of DCE relative to TCE. [212] This straightforward method (details in section 3.3.4.2) results in films of sufficient thickness for Z-scan (ca. 1 µm) with reduced thickness variations relative to those seen in APC films spun from TCE. Indeed, this film processing method has been successful in making 50% wt blend films of APC with 6’Pd (Figure 3.23) to yield acceptable quality Z-scans for the analysis of aggregation mitigation for anionic heptamethine dyes enabled by the same bulky Pd-substitution method reported in reference [183]. The degree of spectral broadening for thin films made
by this method relative to spectra in chloroform solutions of Cl- and Pd-substituted dyes were discussed previously in section 3.3.2.1.

Figure 3.23. (a) Structure of 6’Pd, (b) open aperture and (c) closed/open aperture scan of a 50% wt blend film with 6’Pd and APC. Parts b and c reproduced from Davydenko et al. [183] with permission. Copyright 2016 Journal of the American Chemical Society.

Z-scan data from 50% wt APC films (Table 3.8) gave values of Re(χ^{(3)}) at an irradiance of 90 GW/cm^2 comparable to the benchmark NLO materials Si and GaAs (Table 3.5) at 1550 nm. As such, at lower irradiances, the NLO properties of these materials were generally lower than that for Si and GaAs. Relative to the macroscopic extrapolated values (Re(χ^{(3)})_{extr}) calculated from solution data, Re(χ^{(3)}) at a similar irradiance (90 GW/cm^2) for most samples (with 4Cl as the exception) was approximately an order of magnitude larger, which also facilitated macroscopic FOMs that were greater by at least a factor of 4.4 (the case of 4Cl) and, in the largest case (3Pd), by a factor of 16.6. However, it should be stressed that, because these materials exhibit irradiance-dependent Re(χ^{(3)}), quantitative comparisons cannot be drawn in a straightforward way and care must be taken to avoid speculation when discussing molecular trends.

Table 3.8. NLO and linear loss data at 1550 nm for 50% wt APC blend films with Cl- and Pd-dyes.
a) Irradiance ca. 90 GW/cm² and b) Extrapolated from solution NLO data at irradiance of ca. 90 GW/cm².

Although **3Pd** and **4Pd** gave similar $|\text{Re}(\chi^{(3)})|$ values at the same irradiance, **3Cl** and **4Cl** were markedly different. **4Cl** was found to break the trend established in solution measurements where Cl-substituted dyes typically gave larger values of $|\text{Re}(\gamma)|$, presumably due to red-shifted absorption maxima (relative to Pd-dyes) enabling substantially greater benefit from resonance enhancement. Since **4Cl** showed the largest $|\text{Re}(\gamma)|$ from this series but gave the smallest $|\text{Re}(\chi^{(3)})|$, one must consider the possibility that, in the high number density solid-state, this dye could be participating in deleterious interactions with other dyes or the polymer host that alter its electronic properties. Typically, such interactions result in an increase in $\text{Im}(\chi^{(3)})$ and result in lower 2PA-FOM. However, this was not observed for **4Cl** in 50% wt APC blends, as evidenced by the similar FOM between the Cl-substituted compounds suggesting that, with a reduction in $|\text{Re}(\chi^{(3)})|$, also came a equal reduction in $\text{Im}(\chi^{(3)})$. This observation appears more like a dilution effect, which could suggest that the solubility of **4Cl** in DCE blend solutions is slightly less than the other dyes reported here and results in some dye being lost during filtering.
Figure 3.24. Plots of a) Irradiance-dependent $\text{Re}(\chi^{(3)})$ for 4Cl and 4Pd, (b) irradiance-dependedent $\text{Re}(\chi^{(3)})$ for 1Cbz and 2Cbz, (c) FOM for 4Cl and 4Pd, and (d) FOM for 1Cbz and 2Cbz in 50% wt APC blend films. Values for 3Cl and 3Pd could not be obtained due to uncertainty in $\text{Im}(\chi^{(3)})$, possibly related to film damage.

Regardless of anomalously low and irradiance-dependent nonlinearities, the 2PA-FOM for Pd-bearing dyes in APC blends are appreciably larger than their Cl-analogues (Table 3.8 and Figure 3.24c) at a given irradiance, which supports the hypothesis of bulky Pd-substitution as an effective means for preventing aggregation in the solid state. Further, the trend in linear loss for these films at 1550 nm corroborates this argument, given that Cl-substituted films showed moderate loss values (5.6-5.8 dB cm$^{-1}$) and Pd-dyes gave lower values (3.3-3.6 dB cm$^{-1}$), which are attributed to minimizing polarizing interactions between the dye and its environment in the solid-state. Further, this is corroborated by the similarity in loss values for these compounds to heavily substituted thiopyrylium-dyes 7 and 8 (3.5 and 3.4 dB cm$^{-1}$, respectively) in reference [195]. Although 4Pd (FOM = 11)
approaches the requirements for AOSP (FOM ≥ 12) at moderate irradiances, it is again stressed that the role of excited states in this process present significant limitations to the application of these materials as an active NLO material. This can be seen in Figure 3.24, where Re(χ(3)) and FOM are plotted against pulse energy at 1300 and 1550 nm. Unlike Re(γ) from solution, Re(χ(3)) obtained for the pair 4Cl and 4Pd showed no significant dispersion between data collected at 1300 versus 1550 nm. However, FOM for 4Pd blends are distinctly higher than 4Cl, which is likely associated with reduced Im(χ(3)) as a result of the bulky group mitigating electronic changes in the excited state. From Figure 3.24c, one can also see that the irradiance dependence in the FOM for 4Pd are greater than the rest of the set. The somewhat sharply rising FOM was originally thought to be a function of film damage where, at high irradiances (ca. 200 GW/cm², close to 550 nJ in pulse energy at 1300 and 1550 nm with beam waist ca. 40 µm), ablation of the polymer blend can occur and result in the appearance of increased transparency, i.e. decreased Im(χ(3)). However, nonlinear transmission values obtained via Z-scan did not increase with increases in pulse energy for this sample, which suggests that ablation-induced transparency did not occur. Although cause for a small degree of irradiance dependence in Im(χ(3)) is unclear, another possible explanation is local heating while the sample is translated through the focus of the beam, which might induced morphology changes in the film during scans at higher irradiance. On this topic, degradation issues discussed in the previous section were also of concern in blend films, where fresh, green films containing Pd-dyes would turn red in color after prolonged exposure to ambient light and/or oxygen conditions. This, however, is avoided over the timescale of the measurement by preparing fresh films prior to
measurement, storing films under vacuum protected from ambient light conditions, and measuring in a dark room.

Compared to the dispersion behavior for $\textbf{1Cbz}$ and $\textbf{2Cbz}$ in 50% wt APC blends, the relative similarity of values obtained for $\text{Re}(\chi^{(3)})$ and FOM for the Cl- and Pd-dyes is somewhat surprising given the stratification of the $\text{Re}(\gamma)$ data seen in Figure 3.22. However, considering the relatively small spectral shift between these compounds and the substantial degree of broadening observed in Cl-dye films, it is possible that the even moderate broadening of the vibronic 2PA band ($g \rightarrow e'$) from Pd-dyes in the solid state could overlap significantly with the, hypothetically, more greatly broadened Cl-dye vibronic band and thus possess similar transition strengths in the telecommunications window, which may flatten dispersion in this wavelength range. This, of course, assumes that the broadening of 1PA spectra (Figure 3.20a-b) is reflective of that within the vibronically-assisted 2PA transitions and that the TDMs are similar in magnitude. Although it is unclear whether this is the exact cause for this observation, this could also mean that the broadening experienced by $\textbf{1Cbz}$ and $\textbf{2Cbz}$ in the solid state is less than that experienced by $\textbf{4Cl}$ and $\textbf{4Pd}$. An alternative hypothesis for this phenomenon, that is yet to be tested, is that the vibronic structure changes significantly in $\textbf{1Cbz}$ and $\textbf{2Cbz}$, such that the vibronic 2PA band is destabilized relative to the 1PA state, resulting in greater transition strength when pumped by shorter wavelengths (i.e. 1300 nm).

3.3.3 Summary and Conclusions

In this section, evidence was presented to quantify the impact of Pd(PPh$_3$)$_2$Cl-substitution on the meso-position for the backbone of benzoindole-terminated
heptamethine dyes with regards to mitigating aggregation interactions in 50% wt APC blend films to preserve solution-like NLO properties. Successful deaggregation was evident from the observed differences in the 2PA-FOM at 1550 nm, where Cl-substituted dyes demonstrated smaller values at the same irradiance than their Pd-analogues. Additionally, the reduced linear loss at 1550 nm for Pd-substituted compounds in APC blends relative to Cl-dyes in the same matrix were attributed to the protection of the heptamethine backbone from deleterious electronic changes in highly concentrated films. Analysis of the NLO performance for these compounds was somewhat complicated by irradiance dependent $\text{Re}(\gamma)$ and $\text{Re}(\chi^{(3)})$, which were attributed to ESR. This was thought to occur because of 2PA made possible by the vibronic coupling of C-C stretching modes of the conjugated heptamethine chain with electronic states of the molecule. With careful control of irradiance, one can still deduce some molecular information, however, because of the role of real excited states in these processes, the dyes examined in this section are not suitable for AOSP applications as the lifetime of the excited state fundamentally limits the switching speeds and device efficiency one could obtain in the telecommunications wavelength window.

3.3.4 Experimental Details

3.3.4.1 Polymer Purification

Poly(bisphenol A carbonate) (APC) (Sigma Aldrich, 435120, Mw ca. 46 kDa) pellets were dis-solved in $N$-methyl-2-pyrrolidone (NMP) to make a 12% w/w solution at 75 °C. The warm solution was then slowly poured into cold methanol while stirring, which yielded white clumps of precipitated APC. The precipitate was filtered and dried on a
vacuum suction filter. The process of dissolving in NMP, precipitating in methanol, and drying under vacuum suction was repeated twice more. After three cycles of precipitation, APC was dried under vacuum in an oven overnight at 80 °C.

3.3.4.2 Preparation of 50% wt APC:Dye Blend Films

Double side polished fused silica substrates were cleaned first by soaking in piranha solution (3:1 H₂SO₄:30% H₂O₂ by volume) with stirring for 12 hours. After washing thoroughly with water and drying with a stream of nitrogen, the substrates were then sonicated in acetone for 10 min and then blown dry with nitrogen. Thereafter, substrates were sonicated in isopropanol for 10 min and blown dry with nitrogen. Sonication in isopropanol was repeated twice more, making sure to dry between each step.

Dyes were provided by Dr. Iryna Davydenko (Marder group, GT) and used as-received. To properly flood the 15 × 25 mm² substrate when spin coating, 300 μL of blend film solution (dye + APC) was required. An 8% w/w solution of APC in 1,2-dichloroethane (DCE) (Sigma-Aldrich, 99+% spectrophotometric grade) with a total volume of 1 mL and an 8% w/w solution of dye in DCE with a total volume of 150 μL were prepared and stirred separately to complete dissolution. 150 μL of the APC solution was combined with the 150 μL dye solution and stirred well to ensure mixing. With the substrate placed in position on the chuck of the spin coater, the blend solution was filtered using a 13 mm VWR Nonsterile 0.2 μm PTFE Membrane Syringe Filter with Polypropylene Housing directly onto the substrate, taking care to evenly flood the entire substrate surface. Films were spun by accelerating at 500 RPM/s to 1000 RPM over 2 s. After spinning, films were quickly transferred to a desiccator to be dried under vacuum overnight and protected from any light exposure.
Absorption spectra, prism coupling measurements (refractive index and linear loss), and thickness measurements were performed as described in section 3.2.5.3.

Z-scan Measurements in Solution and 50% wt APC Blend Films

The laser source, general Z-scan method, and error propagation are described in section 3.2.5.4. The spatial and temporal properties of the pulse are given by the following; the $\text{HW1/e}^2$ radius of the beam was ca. 40-50 µm, its Rayleigh range was 2.9-4.0 mm, the pulse width was 55 fs ($\text{HW1/e}$), and the beam shape was found to be Gaussian with an M value of 1.09. Open- and closed-aperture scans were then corrected by subtracting their respective background contributions: the solvent, CHCl₃, in the cases of solution measurements, and the spot to be measured at a low enough irradiance as to not observe NLO behavior in the case of film measurements. To ensure that the extracted apparent values of $\text{Re}(\chi^{(3)})$ and $\text{Im}(\chi^{(3)})$ do indeed represent third-order nonlinearities, the Z-scans on each sample were performed at various excitation irradiances ranging from 40–250 GW cm⁻². For solutions measurements, concentrations were in the 1-2 mM range.

3.4 Materials Processing for Optical-Quality Films of Polymethine-Polymer Blends for Nonlinear Optical Measurements and Photonic Device Applications

3.4.1 Background and Experimental Approach

Amorphous polycarbonate (APC) and its copolymers have been some of the preferred polymer matrices for NLO and photonic applications making use of spun coated films because of its: low cost, optical transmission in the near IR, ease of processability
given its appreciable solubility in a variety of organic solvents, and miscibility with various types of chromophores (i.e. neutral, polar, ionic) in the solid-state. [29, 183, 184, 195, 207] Despite these desirable properties, blend films from APC frequently suffer from film thickness variations even when spin coating from good solvents (i.e. high solubility) with reasonably viscosity and moderate-to-slow drying rates such as 1,1,2-trichloroethane (TCE) which, normally, give uniform films due to controlled wetting and evaporation. These thickness variations typically come in the form of ripples and can introduce significant errors in spectroscopic measurements sensitive to path length differences within a sample, such as Z-scan, or even make data interpretation from these techniques impossible due to overwhelming noise. [207] Additionally, due to its amorphous nature, APC lacks the mechanical strength necessary for the fabrication of photonic devices using APC blends as cladding layers, which typically requires additional processing such as dicing or solution coating of encapsulation layers that can cause the underlying APC film to delaminate or deform severely. [25] This set of issues is largely associated with poor surface adhesion to silica- and silicon-based substrates and film stretching, which can lead to delamination or leave material hanging over the edge of the substrate. As a result, this can obstruct views in optical microscopes, SEMs, and preclude the option of edge-on coupling light into photonic structures, like waveguides such as the one depicted from an edge-on view in Figure 3.25a-b.
Figure 3.25. (a) Calculated optical mode pattern for the TE$_0$ mode of an asymmetric slotted waveguide, (b) SEM micrograph of the cross-section of a fabricated slotted waveguide with with 100 nm and 310 nm width silicon rails, 180 nm slot width and 200 nm rail thickness. Reproduced from Li et al. [29] with permission. Copyright 2012 Advanced Materials.

The limitations of APC call for the use of different processing methods or different polymer materials to improve the mechanical aspects of the film while maintaining sufficient optical-quality and high dye concentrations needed for NLO applications. To systematically test the variables that most significantly impact film quality without changing the identity of the polymer from well-characterized APC, the approach to optimizing film quality will began by investigating the impact of surface modification chemistries and changes in wetting on film formation. The poor adhesion of APC is likely related to a mismatch in intermolecular forces between the chemical functionalities along the backbone and the substrate surface which govern the strength of adhesion. One such approach to achieve attractive interactions is surface modification via silanization.
Salinization is a well-known surface modification method with somewhat standardized procedures available via Gelest for common silanes but also a multitude of customized procedures in the literature for more exotic structures with widely varied reactivity and surface chemistries. [213] The generic method for silanization is illustrated in Figure 3.26, which is started by making a dilute solution of alkoxy silane solution in an ethanol-water mixture with the option of adding weak acid to lower the pH to facilitate hydrolysis. Once the hydroxylated silane is formed, it undergoes a reaction with the hydroxyl groups on the substrate, eventually forming a covalent bond with the surface. Assuming dense, uniform coverage, the modified surface now takes on the character of the terminal groups attached to the silane (R) changing the surface energy and, thus, the way materials wet and adhere to the surface. Additionally, carefully chosen silanes with reactive end groups can be synthetically modified further to obtain terminal groups that one might not find in commercially available products, which can afford more flexibility and customizability. In this work, one such method involving a Michael addition reaction is utilized and will be discussed in detail. The success of modification will be tested by
tracking changes in surface energy of modified substrates with contact angle goniometry and improvements in film uniformity and adhesion will be verified with stylus profilometry and tape pull tests, respectively.

The rest of the work reported in this section will investigate the impact of polymer host identity on film quality. As such, polymethylmethacrylate (PMMA), polyvinylchloride (PVC), and a cyclohexyl-bearing APC copolymer (APCC) were chosen as alternate hosts (Figure 3.37) because, like APC, they are inexpensive, optically transparent in the IR and can make optical-quality thin films from a variety of solvents but potentially offer more in terms of mechanical strength given that PMMA and PVC, in particular, have a higher degree of crystallinity than APC and potentially greater adhesion with hydrophilic surfaces compared to the relatively non-polar APC. Film thickness uniformity and adhesion will be characterized by stylus profilometry and tape-pull tests, respectively.

3.4.2 Results and Discussion

3.4.2.1 Effects of Surface Chemistry on APC Films

Previous attempts to coat fused silica waveguides on non-modified fused silica substrates (also referred to as hydroxylated (OH) silica, given that oxygen cleaning or piranha treatment is used for cleaning, which hydroxylates the silica surface) with a 50% wt APC: Ib (structure for Ib in Figure 3.4 from section 3.2) resulted in poor wetting around features (Figure 3.27). Since neat APC forms a film with good waveguide infiltration and surface coverage (as seen in Figure 3.27b-c, albeit with some thickness variations), the poor film quality then likely due to a mismatch in interactions between the blend solution
and the waveguide surface, which suggests that, at 50% loading, the dye-substrate interaction becomes significant and the wetting behavior of the polymer no longer dominates. To make the interface amenable to blend film formation, the surface of the waveguide was modified by 3-mercaptopropyl trimethoxysilane (MPTMS) to create a moderately hydrophilic surface (compared to hydroxylated surface of a “bare” fused silica surface) over which APC and the dye is expected to wet evenly (work done by Dr. Hyeongeu Kim). Indeed, films were obtained with good quality, coverage, and feature infiltration (Figure 3.27d-e). Despite the good quality of this film, this sample ultimately failed in the device preparation stage where mechanical dicing was necessarily applied to smooth the film/waveguide edge and the film delaminated. This was attributed to poor adhesion which, again, points to a mismatch in interactions between the blend film/substrate interface.
Figure 3.27. (a) Image of waveguide-bearing fused silica substrate with poor quality 50% wt Ib:APC blend on unmodified fused silica (b) Micrograph (4x) of fused silica waveguide covered and infiltrated well by a neat APC film (c) Micrograph (4x) of same waveguide from image “b” near the edge, showing good surface coverage of APC over entire substrate, including the edge (d-e) High magnification micrographs of Ib:APC blends covering and infiltrating fused silica waveguides surface modified by 3-mercaptopropyltrimethoxysilane. Micrographs “d-e” courtesy of Dr. Hyeongeu Kim – Perry group, Georgia Tech.
Poor adhesion of APC is unsurprising, given that even high-quality, neat APC films with thicknesses in the range of 1-2 µm made by the author have been found to totally delaminate during tape pull tests (see 3.4.4.3 for details) regardless of spin conditions or spinning solvent on unmodified silica-based substrates. However, despite dramatic improvements in wetting and waveguide infiltration upon surface modification with MPTMS, the observed delamination suggests that interactions between the thiolated surface and blend film were not strong enough to promote sufficient adhesion. As such, it was salient to find alternative surface modifiers that could maintain satisfactory film quality and coverage while improving adhesion. For this purpose, two silanes known to be compatible with APC, 3-aminopropyl triethoxysilane (APTES) and benzoyloxypropyl trimethoxysilane (BPTMS) – see sections 3.4.4.4 and 3.4.4.5, respectively, for surface modification procedure and Figure 3.28a-c for structures – were selected to achieve moderately hydrophobic surfaces relative to hydroxylated silica that bear organic terminal groups, which are thought to provide more favorable surface in terms of dye and polymer interface interactions. The success of modification was confirmed by comparing the contact angle (see 3.4.4.6 for experimental details) of these surfaces with water droplets in comparison with a clean (see 3.4.4.1 for methods), hydroxylated silica surface. [214] As expected, the contact angle of the modified surfaces followed the trend OH<APTES<BPTMS, in agreement with the expected increase in hydrophobicity based on the identity of the terminal group for each silane (Figure 3.28d-f).
Figure 3.28. Surface structure of a silica surface bearing: (a) Hydroxyl groups; (b) APTES; and (c) BPTMS. Contact angle of water on: (d) Unmodified, hydroxylated fused silica (e) APTES-modified fused silica in agreement with reference [215]; and (f) BPTMS-modified fused silica.

When attempting to coat a 50% wt Ib:APC film from TCE onto APTES-modified substrates, the wetting was so poor that hardly any of the blend solution remained on the substrate after spin coating. Given that there was some wetting with a hydroxylated surface and that APC is known to wet well on APTES, this indicates that the primary amine terminal group of APTES may participate in unfavorable interactions with Ib to cause dewetting. Although this hypothesis is untested, when considering the Lewis basicity of primary alkyl amines, it may be possible that the APTES electronically polarizes dyes attempting to solidify at the interface which could drastically change the solvation and wetting dynamics while spinning. Clearly, more extensive study is needed to confirm this trend with other terminal groups of appreciable Lewis basicity and with other dyes with
similar bulky substitution and varied chalcogen identity. The same blend films spun from dibromomethane (DBM, used to compensate for losses in thickness typically observed for APC films spun from TCE on BPTMS substrates. Wetting of DBM is anticipated to be similar to TCE, given similar contact angles obtained from goniometry) on BPTMS-modified surfaces produced films comparable in wetting and coverage to the samples with hydroxylated surfaces (comparing Figure 3.27a with micrographs from Figure 3.29).

Although better in quality than ATPES, BPTMS surfaces still did not afford improvements in coverage and wetting which may also be due to unfavorable interactions with the dye and relatively nonpolar, hydrophobic surface. Considering the ionic nature of the dye, Ib may only interact weakly with the phenyl-bearing surface via dispersion forces which may explain the marginal film quality.

Figure 3.29. Micrographs (4x) of 50% wt Ib:APC film from DBM on BPTMS-modified, waveguide-bearing fused silica substrate showing: (a) Decent infiltration for a small section of a waveguide feature (b) Poor wetting around a set of waveguide features and (c) Poor wetting near the edge of a fused silica substrate/waveguide.

Although the investigation involving APTES and BPTMS, in comparison with MPTMS, presents a limited study of the dependence of blend solution wetting on fused silica, one can deduce that the dye interactions at the interface are indeed significant but cannot be easily described given the multitude of intermolecular forces simultaneously
occurring during spinning/drying, which could induce electronic changes in the dye and dramatically affect the wetting dynamics. Without a clear understanding of the surface/blend solution interactions, the selection of alternative silanes becomes complicated due to the large spectrum of silanes that could be used to create more or less hydrophilic surfaces bearing more or less basic terminal functionalities in reference to those of APTES and BPTMS. However, given that the miscibility of Ib in APC seems reasonable regardless of the film processing method tried to this stage, a more convenient and selective approach would be to tailor the surface to be more APC-like such that both dye and polymer will interact favorably.

To accomplish this, a Michael addition reaction, similar to a method for making hyperbranched thin films from reference [215], was used to covalently link APC-like surface groups, i.e. bisphenol A dimethacrylate (BDA) and bisphenol A ethoxylate (BEDA), to fused silica. This simple process begins by modifying the silica surface with ATPES and then reacting the amine-bearing surface with acrylate-terminated BDA or BEDA to covalently bind them to the silica surface, as illustrated in Figure 3.30c. The full experimental procedure for this modification process is given in section 3.4.4.7.
Successfully modified BDA and BEDA surfaces gave an average contact angle of ca. 55° for both compounds, which was 15° greater than APTES and 10° lower than the BPTMS-modified substrate. Initial attempts to coat non-waveguide-bearing fused silica substrates modified with BDA and BEDA, separately, with 50% wt Ib:APC blend films from TCE yielded appreciably thick films (ca. 2 µm) with improved surface coverage compared to hydroxylated, APTES-, and BPTMS-modified samples, although some defects were present in the films (Figure 3.31a). The defects, primarily pinholes, could be caused by nonuniform surface coverage of the APC-like surface modifiers, resulting in non-uniform wetting and thus possibly drying during spin coating. Tape tests on these films showed improvements in adhesion in that total delamination did not occur, however, some film material did peel off with the tape and continued to peel with multiple tape pulls.
Stylus profilometry measurements on samples before and after tape pulls revealed that ca. 100-200 nm of film material could be removed with a single tape pull. This is reflected in the absorption spectra taken of peeled off films on Scotch® tape, where significant optical density from dye absorption can be seen for two consecutive tape pulls in Figure 3.31b from a film coated on a BEDA-modified substrate. Although the exact cause for this phenomenon is unclear, the marginal mechanical strength and pinhole defects seen in these films may signify phase separation, resulting in segregated dye- and polymer-rich regions that reduce long-range mechanical strength over the entire film.

Figure 3.31. (a) Image of two 50% wt Ib:APC films from TCE on BEDA-modified fused silica substrates after a tape test showing some peeling but not total delamination and (b) Absorption spectra of bare tape and two consecutive peels with significant absorption from Ib contained with peeled-off layers stuck to tape.

Despite this limitation, the film adhesion for the BDA- and BEDA-modified samples was deemed satisfactory for the purposes of prototyping NLO waveguide
measurements assuming the probability of total delamination during dicing is fairly low based on the performance of the films during tape tests. From this assumption, blend films were spun on BDA- and BEDA-modified, waveguide-bearing fused silica substrates. Much like the waveguide-less samples, coverage and thickness of the films obtained were substantially better, but the infiltration around features was poor. Micrographs of waveguide features showed many defects. primarily in the form of bubbles, particularly around more complex feature shapes (similar wetting issues were seen with BPTMS-modified substrates, Figure 3.29b). This is evident when comparing the infiltration around a simpler circular or straight line waveguide feature (Figure 3.32a-b) to that of a set of rectangular shapes directly next to smaller waveguide features (Figure 3.32c). These uniformity issues could be the result of a complex set of processing variables, namely surface coverage of the BDA and BEDA modifiers around complex features and change in drying dynamics upon the significant change in surface chemistry. From the work discussed thus far, the lack of success that surface modification has had in improving film quality and adhesion prompted further investigations into other polymer hosts to determine if APC is particularly incompatible in this material system. Results for this work are discussed in the next section.
Figure 3.32. Micrographs (4x) of a 50% wt Ib:APC film from TCE on waveguide-bearing, BDA-modified fused silica substrate showing: (a) Film quality and infiltration in and around a circular waveguide feature (b) Film quality and infiltration in and around a straight waveguide feature and (c) Bubbles and pinhole defects around rectangular features close to smaller waveguides.

3.4.2.2 Blend Films with APC Copolymer, PMMA, and PVC

With various attempts at surface modification (section 3.4.2.1), giving only marginal improvements in adhesion between APC and fused silica substrates, exploratory experiments were conducted to determine the impact that changing the polymer host identity has on adhesion in blend films. For this test, it was necessary to obtain a series of polymers that, like APC, are optically transparent in the NIR, capable of forming glassy films, inexpensive and, to some degree, are miscible with polymethine dyes (particularly Ib) in the solid state. Considering these criteria, a cyclohexyl-bearing APC copolymer (referred to as APCC), polymethylmethacrylate (PMMA), and polyvinylchloride (PVC) were chosen – see Figure 3.37 for structures. Examples of 50% wt Ib:polymer blend films spun from TCE can be seen in for APC, APCC, and PMMA on unmodified fused silica substrates in Figure 3.33a-c, respectively. Due to the limited solubility of PVC in TCE, the PVC blend film (Figure 3.33d) was spun from cyclopentanone (CP). Similar wetting behavior was seen for films spun from TCE, regardless of polymer identity, where the center of the film appeared somewhat uniform in composition and thickness but significant
dewetting was observed at the edge. This was not seen in the PVC film from CP, which gave a reasonably thick (ca. 1.4 µm) and uniform film with good coverage over the entire substrate. Tape tests for the APC, APCC and PVC films resulted in total delamination after one pull, indicative of poor adhesion. On the other hand, the blend film with PMMA survived multiple tape pulls in nearly pristine condition, with only adhesive and other surface contaminants left on its surface. From this observation, it appears that the adhesion forces between PMMA and the substrate, even the in presence of high concentration of dye, are much greater than APC and are potentially due to stronger hydrogen bonding and/or dipole interactions between the hydroxylated surface and the methacrylate functionalities of PMMA. Due to the excellent adhesion for the PMMA blend, film processing optimization was pursued and is detailed in the following section (3.4.2.3).

![Figure 3.33](image)

Figure 3.33. 50% wt Ib:polymer films on unmodified fused silica blended with (a) APC, (b) APCC, (c) PMMA and (d) PVC. Each substrate is 1x1 cm².

3.4.2.3 Successes and Challenges of Device Films from Dye:PMMA Blends

In light of the excellent adhesion observed via tape tests on 50% wt Ib:PMMA film from TCE, further optimization is warranted; however, the PMMA film seen in Figure 3.33c was thinner (ca. 1 µm) than what is desired for device applications (ca. 2 µm) and wetting at the edge was poor. These issues were corrected by changing the spinning solvent...
to DBM which, at the same weight percentage as a TCE solution, will provide a more concentrated solution due to its much higher density (ca. 2.5 g/mL) and will increase viscosity and thus improve film thickness and also increase the drying rate because of its lower boiling point. Indeed, initial tests of neat 8% wt PMMA films from DBM gave glassy, uniform films with excellent surface coverage, substantial thickness (5 µm), and good adhesion. This excellent film quality was translated to a 50% wt blend solution of Ib, yielding a 3.3 µm thick film on an unmodified 1x1 cm² fused silica test substrate (Figure 3.34a) that showed excellent durability during tape tests, as evidenced by the similarity in surface roughness/thickness profiles before and after the tape tests (Figure 3.34b-c). When testing how this processing method would work for APC blends under the same conditions, higher quality films were obtained with improved wetting compared to those from TCE. However, these films were still poorer in quality than the PMMA films and, similar to those on BDA/BEDA-modified surfaces, showed some partial delamination (Figure 3.34d-e).

Figure 3.34. (a) 50% wt Ib:PMMA blend from DBM on unmodified fused silica, (b) Surface and thickness profile from stylus profilometry before tape test, (c) Surface and thickness profile after tape test – additional surface roughness confirmed by microscopy to be residual adhesive from Scotch® tape, (d) 50% wt Ib:PMMA blend from TCE on
unmodified fused silica, and (e) Tape test of blend film spun from TCE showing partial delamination.

Due to the success of PMMA blends from DBM on smaller scales, this blend was applied to unmodified waveguide-bearing fused silica substrates. The resulting films were glassy films with excellent coverage and were optically dark, suggesting high concentrations of dye in the solid state were obtained (Figure 3.35a). As such, unambiguous optical micrographs could not be obtained to directly image the waveguide filling. However, little-to-no defects were found over the entire substrate or near any waveguide features and the film was found to support a slab mode, demonstrating its high optical quality. Waveguide measurements were precluded by high optical loss due to wear and roughening that the waveguides had sustained over many coating and measurement trials. However, this sample was found to have strong saturable absorption in the NIR and was successfully implemented as a saturable absorption element to demonstrate a nonlinear all-optical probabilistic graphical model as described in reference [216] and Figure 3.35b.

Figure 3.35. (a) Two unmodified, waveguide-bearing fused silica substrates with high-quality 50% wt Ib:PMMA films from DBM that were used to demonstrate (b) Setup used to demonstrate multiplicative optical elements, using films from “a”. “b” reproduced from Babaeian et al. [216] with permission. Copyright 2018 Nature Communications.

The successful implementation of PMMA blends from DBM in an optics application warranted further study as a cladding layer for small silicon waveguides with
tight mode confinement and thus high electric fields with which nonlinear optical waveguide measurements can be performed. In doing so, initial micrographs (Figure 3.36a) of waveguide features showed macroscopic-level coverage and filling comparable with that seen from the fused silica samples. However, closer inspection of the infiltration of small (ca. <100 nm) silicon slot waveguides via cross sectional SEM (Figure 3.36b) revealed that air bubbles had formed at the base of the slot, resulting in nonuniform filling of the waveguide. Additionally, from this SEM image one can see an inhomogeneous film interior, which may signify phase separation. Some evidence for this is presented in Figure 3.36c, where dark field microscopic images show strong scattering of an area of the film next to ring resonators, suggesting that dye crystals or particles of aggregates precipitated while drying. It should be noted that, at this concentration, the film thickness (ca. 2.6 µm) would have been satisfactory for device operation, had the films been of acceptable quality.
Figure 3.36. (a) Micrograph (10x) showing 50% wt Ib:PMMA film from DMB covering and infiltrating silicon waveguides – image adjusted in brightness and contrast using ImageJ, (b) Cross sectional SEM image of silicon slot waveguides with 70 nm slot widths showing bubbles at the base of the slot, and (c) Darkfield micrographs showing scattering form the film covering a set of ring resonators. Images “b-c” courtesy of Dr. Hesam Moradinejad – Adibi group, Georgia Tech.

The issues of phase separation and nonuniform filling are both issues of concentration. To rectify these issues, the concentration of dye and PMMA was decreased to half the concentration (4% wt) of the first coating attempts (8% wt) with the intent to reduce precipitation while spinning and reduce viscosity to promote more uniform filling of slotted waveguides. Despite this, nonuniform slot infiltration was observed for both neat PMMA and blend films at lower concentrations for slot widths of 50-80 nm. Naturally, the decrease in concentration gave a concomitant reduction in film thickness to 1.3-1.8 μm, below the desired thickness of 2 μm. At this stage in the investigation, alternative strategies
to obtain a high-chromophore density organic cladding layer on silicon waveguides were no longer pursued. Although the 50% Ib:PMMA blends are promising for NLO waveguide applications, more optimization is needed to achieve infiltration of ultra-small slot waveguides.

3.4.3 Summary and Conclusions

In section 3.4 of this dissertation, evidence was presented to highlight the challenges (i.e. wetting, adhesion, and film uniformity) that face the successful integration of organic NLO cladding layers on inorganic photonic structures and film optimization chemistries to rectify them. For 50% wt Ib:APC blends, poor adhesion on unmodified and modified substrates precluded waveguide characterization due to partial or total delamination. Although some improvements in adhesion were made when selectively modifying fused silica surfaces with APC-like terminal groups (BDA and BEDA), partial delamination and nonuniform wetting prevented these films from being achieving the quality necessary for waveguide measurements. Given that changes in surface chemistries did not resolve the adhesion problems associated with APC films, blends from PMMA were investigated and found to give excellent adhesion, thickness, and film quality when spun from DBM. These films were used as a saturable absorption element to successfully demonstrate a nonlinear all-optical probabilistic graphical model. This same blend was then used to coat much smaller (ca. 50-80 nm) silicon slot waveguides but encountered phase separation and infiltration issues even at lower film concentrations, that were not present in the larger fused silica waveguides.

3.4.4 Experimental Details
3.4.4.1 **Substrate Cleaning**

Substrates were cleaned by sonicking in acetone for 10 minutes, drying with a stream of nitrogen and then sonicating three times in isopropanol for 10 minutes each, making sure to dry between each step with a stream of nitrogen. The sonication-cleaned substrates were then subjected to 3 minutes of O$_2$ plasma to produce a heavily hydroxylated surface. An alternative method to sonication and plasma etching is to immerse substrates in piranha solution (3:1 v/v H$_2$SO$_4$: 30% H$_2$O$_2$) for one hour; making sure to wash well with DI water and then methanol after immersion and drying with a stream of nitrogen in between rinses.

3.4.4.2 **Film Preparation of 50% wt Ib:APC Blends from TCE and DBM**

Dye was provided by Dr. Yulia Getmanekno and Janos Simon (Marder group, GT). 8% wt solutions of APC (Sigma Aldrich, 435120, Mw ca. 46 kDa) and Ib (synthesis described previously in [195]) were prepared in TCE (97%, Sigma Aldrich), separately, ensuring to stir well so both samples are well-dissolved prior to mixing. The individual solutions were then mixed in equal masses and stirred well to make the 50% wt blend solution. Solutions were filtered with a 0.2 µm PTFE membrane filter (13 mm syringe filter VWR No. 28145-491) directly unto fused silica substrates cleaned via the sonication-plasma method described in 3.4.4.1. The following spin coating parameters were used to obtain the film: 1) Ramp 100 RPM/s to 500 RPM in 5 s and 2) Accelerate 250 RPM/s to 750 RPM then hold for 5 minutes. Films were immediately moved from the spin coater into a vacuum desiccator to dry for at least one hours, protected from ambient light. Thicknesses were determined by a Dektak 6M stylus profilometer.
3.4.4.3 **Tape Pull Tests**

A tape pull test is a simple and qualitative experiment to gauge the adhesion of a film to a substrate by bringing the entire film of interest into contact with the adhesive-coated side of low-to-moderate adhesive tape, such as Scotch® Tape, and then pulling the tape of the film with moderate force to see if the film stays attached to its substrate or delaminates. For the purposes of this thesis, films that stay attached to their respective substrates are characterized as having sufficient adhesion to survive device processing steps prior to waveguide measurements. Absorption spectra of delaminated films were measure using a dual-beam Shimadzu UV-3101PC UV-Vis-NIR scanning spectrophotometer. For absorption spectrum of the tape, an air reference was used with a single piece of Scotch® tape in the sample holder spot. For delaminated samples, a single piece of Sotch® tape was used as the reference, while the sample was a single piece of tape and delaminated film.

3.4.4.4 **Surface Modification Procedure for 3-Aminopropyltrimethoxysilane (APTES)**

A 2% v/v solution of APTES (Gelest SIA0610.0, used as received) in 95% v/v ethanol/water was prepared and stirred for 5-10 minutes to allow time for hydrolysis to occur prior to submerging substrates. Substrates were cleaned with the sonication-plasma method described in 3.4.4.1. Immediately after plasma treatment, the hydroxylated substrates were submerged in the 2% v/v ATPES-modifier solution for 5 minutes, with stirring. The substrates were then removed, washed with ethanol and then dried with a stream of nitrogen prior to being re-submerged for another 5 minutes. The process of submersion and rinsing was repeated 3 total times. After the final rinse and drying stage,
substrates were baked under the protection of a glass petri dish to avoid surface contaminants at 110 °C for 5-10 minutes. After baking, substrates were used as quickly as possible to avoid degradation of the surface in ambient conditions. Average contact angle for these samples was found to be 40°, in agreement with literature. [215]

3.4.4.5 Surface Modification Procedure for benzoyloxypropyltrimethoxysilane (BPTMS)

A 2% v/v solution of BPTMS (Gelest SIB0959, used as received) in toluene was prepared and stirred for 5-10 minutes to allow time for hydrolysis to occur prior to submerging substrates. Substrates were cleaned with the sonication-plasma method described in 3.4.4.1. Immediately after plasma treatment, the hydroxylated substrates were submerged in the 2% v/v BPTMS-modifier solution for 2 hours, with stirring. After submersion, the substrates were then rinsed with toluene and baked under the protection of a glass petri dish to avoid surface contaminants at 110 °C for 5-10 minutes. After baking, substrates were used as quickly as possible to avoid degradation of the surface in ambient conditions. Average contact angle for these sample was found to be 65°.

3.4.4.6 Contact Angle Goniometry

Contact angle goniometry was performed using a SEO Phoenix300 with DI water as the solvent droplet. Drops of ca. 40 µL in volume were dropped onto the substrate and then the image was taken at a slightly downward angle looking edge-on to capture the profile of the droplet with a camera. 8-bit grayscale images of the droplet profile were then imported into ImageJ© where the contact angle was quantified by fitting the droplet profile with a polynomial function using the open-source drop_snake plugin. [214] The was
accomplished by specifying 5-10 points along the top surface of the droplet, starting from the left edge of the droplet at the liquid-substrate interface and ending at the right liquid-substrate interface. Reported contact angles are averages over five samples.

3.4.4.7 Michael Addition Reaction for Modification of Silica Surfaces by BDA and BEDA

APTES surface modification was performed as described in section 3.4.4.4. For bisphenol A dimethacrylate (BDA, Sigma Aldrich 156329, used as received) modification, APTES-modified substrates were immersed in 2% wt BDA solution in toluene immediately after baking and were heated at 75 °C for one hour to complete the Michael addition reaction. Following the Michael addition, substrates were sonicated in toluene for 5 minutes, dried with nitrogen, and then sonicated in methanol for 5 minutes. The methanol sonicated substrates were then dried with nitrogen and used immediately to avoid surface degradation. For bisphenol A ethoxylate diacrylate (BEDA, Sigma Aldrich 412090, used as received), the same procedure was applied, but the modification solution was 5% v/v BEDA in toluene.

3.4.4.8 Film Preparation for Comparing 50% wt Ib Blend Films in APC, APCC, PMMA, and PVC

8% wt solutions of APC (Sigma Aldrich, 435120, Mw ca. 46 kDa) and Ib (synthesis described previously in [195]) were prepared in TCE, separately, ensuring to stir well so both samples are well-dissolved prior to mixing. The individual solutions were then mixed in equal masses and stirred well to make the 50% wt blend solution. Solutions were filtered with a 0.2 µm PTFE membrane filter (13 mm syringe filter VWR No. 28145-491) directly
unto fused silica substrates cleaned via the sonication-plasma method described in 3.4.4.1. The following spin coating parameters were used to obtain the film: 1) Ramp 100 RPM/s to 500 RPM in 5 s and 2) accelerate 250 RPM/s to 750 RPM then hold for 5 minutes. Films were immediately move from the spin coater into a vacuum desiccator to dry for at least one hours, protected from ambient light. For films spun from DBM, a similar procedure to the one for TCE was followed, except the starting solutions were made 6% wt prior to mixing to form the blend solution.

![Chemical structures of (a) APC, (b) APCC, (c) PMMA, and (d) PVC.](image)

**Figure 3.37.** Chemical structures of (a) APC, (b) APCC, (c) PMMA, and (d) PVC.

### 3.5 Chapter Summary

This chapter presented advances in understanding the solution and solid state NLO properties of high-conjugated polymethine dyes of interest for AOSP in the
telecommunications windows (1.3-1.6 µm) and the impact that solution processing and surface chemistry can have on the fabrication of optical-quality, high number density polymethine-polymer blend films. In section 3.2, judicious substitution of high $|\text{Re}(\gamma)|$ chalcogenopyrylium-terminated heptamethine dyes with bulky, rigid, out-of-plane groups in the “front”, “back”, and “end” positions allowed for the preservation of solution-like NLO properties in the solid state due to effective deaggregation; where several dyes demonstrated 2PA-FOM suitable for AOSP. This bulky substitution method, however, was not as totally effective in preventing deleterious interactions in blend films for a telluropyrylium dye (Ip – Figure 3.4), which showed significant saturable absorption at 1550 nm, likely due to aggregation-induced spectral broadening and thus linear absorption during NLO measurements. Despite this, APC blends with the Te-dye gave 1PA-FOM greater than that for DDMEBT, a vacuum-processed organic compound used to successfully demonstrate all-optical switching [23], although the presence of saturable absorption ultimately precludes the utility for this Te blend for AOSP. Additionally, it was largely found that linear loss in the solid state improved appreciably in increasing bulky substitution, which was attributed to the successful mitigation of aggregation and other polarizing interactions between the dye and other dyes and host matrix in blend films. NLO measurements of a Se-dye (Ij) in multiple polymer hosts (APC, PS, and PVC) showed no signs of host dependence despite dramatically different polymer environments, further corroborating the bulky groups’ ability to isolate the dye in high number density films and facilitate miscibility. This was not found for the Te-dye (Ip) which, in addition to the aforementioned saturable absorption issue, showed significant dependence of $|\text{Re}(\chi^{(3)})|$ on the identity of the polymer host.
In section 3.3, a study was presented that quantified the degree to which an inorganic-based bulky group, Pd(PPh₃)₂Cl – introduced via a straightforward synthetic procedure [183] – could preserve solution-like nonlinearities for a benzoindole-terminated heptamethine dyes in 50% wt APC blends was presented. Compared to chalcogenopyrylium dyes of the same chain length, the |Re(γ)| for benzoindole dyes were generally an order of magnitude smaller, due to inherently smaller polarizabilities, as evidenced by relatively blue-shifted 1PA maxima, which was exacerbated slightly upon the addition of the Pd-group. This, in turn, reduced the degree to which benzoindole dyes could participate in resonance enhancement when measured at 1550 nm. In solution and films, both Cl- and Pd-substituted dyes exhibited irradiance-dependent |Re(γ)| and |Re(χ³)|, respectively, when measured at 1300 and 1550 nm, which was attributed to ESR due to a vibronically-coupled 2PA state close to the primary 1PA transition. [210] This trend was also found in Cbz-substituted benzoindole dyes of the same chain length. Although the nonlinearities for Cl- and Pd-dyes were found to be comparable to benchmark NLO materials Si and GaAs [33] at moderate irradiances (ca. 90 GW/cm²), achieving resonance with a real excited state in the telecommunications window inherently limits the maximum achievable switching speed and modulation efficiency of potential devices made from these material, which is dictated by the lifetime for that state.

Lastly, section 3.4 detailed film processing approaches to achieve thick (≥ 1 µm), uniform high number density films of a chalcogenopyrylium dye with APC that demonstrated sufficient surface adhesion and mechanical strength to survive device processing while retaining excellent optical-quality. Despite the use of silane-modified surfaces to make fused silica substrate surfaces more APC- and dye-compatible, it was
found that APC still lacked the mechanical strength, wetting, and surface adhesion to be suitable for proof-of-concept device demonstrations. Subsequent studies testing these properties in different polymer hosts found that PMMA provided optical quality films with excellent uniformity, thickness, and adhesion. As a result, a 50% wt thiopyrylium dye (Ib) and PMMA blend film was successfully used to demonstrate an all-optical probabilistic model by taking advantage of its saturable absorption properties in the NIR.

3.6 References


CHAPTER 4. TWO-PHOTON ABSORPTION AND PHOTOSTABILITY OF
ORGANIC, HIGHLY CONJUGATED, FUSED-RING COMPOUNDS

4.1 Chapter Introduction

This chapter details a systematic spectroscopic investigation into the structure-property relationships that influence the 2PA behavior of organic, highly-conjugated, fused-ring compounds (quadrupolar type A-π-D-π-A) of interest for optical limiting applications in the NIR. Results from ND2PA measurements will be discussed in detail for two series of compounds that elucidate the impact that core structure (section 4.2.2.1) and end group acceptor strength (section 4.2.2.2) have on 2PA spectral characteristics and maximum 2PA cross sections ($\delta_{\text{max}}$) for these dyes in chloroform solutions. Analysis will be provided to describe the molecular origin of these phenomena and will be compared with other known organic and organometallic compounds with large 2PA responses from the literature to assess the potential for these materials as optical limiters. Further, a brief photostability study is presented to gauge the degree of photobleaching for the fused-ring compounds in PMMA blend films relative to better-characterized fullerenes (C$_{71}$ and PCBM), also in PMMA blends.

4.2 2PA Spectra, Cross Sections, and Photostability Measurements of Organic, Highly Conjugated, Fused-Ring Compounds

4.2.1 Background and Experimental Approach

The synthetic pathways with which the structures of organic and organometallic chromophores can be tuned to achieve large 2PA has been explored extensively for a
variety of small molecules and polymers. [96-98, 101, 217] From various structure-
property studies on π-conjugated quadrupolar dyes, the structural variables that were found
to most strongly influence the 2PA behavior for a given molecule were:

1) Core (a.k.a. bridge) structure: A complex mixture of interdependent structural
variables that includes:
   a. Length of the π conjugated system
   b. Conformation / flexibility
   c. Electron donating or accepting character
   d. Nature of the linkers connecting the core to its end groups

2) End groups: That is, whether the molecule is terminated by an electron donating
or electron accepting group and how the molecular orbitals of these groups
contribute to the π electron delocalization of the molecule.

As such, numerous studies have shown that, in addition to increasing delocalization and
thus polarizability, the transition dipole moments (TDMs, \(M_{ge}, M_{ge}'\)) for compounds with
greater numbers of electrons (Nπ) are enhanced, which are related to the distance over
which charge is displaced upon excitation to real, higher-lying excited states. [101, 218,
219] The importance of this is clearly shown by the relation of the TDMs to the 2PA cross
section (δ in units of GM)

\[
\delta \propto \frac{M_{ge}^2 M_{ee'}^2}{(E_{ge} - \hbar \omega)^2 \Gamma_{ge'}} = \frac{M_{ge}^2 M_{ee'}^2}{\Delta^2 \Gamma_{ge'}}
\quad (4.1)
\]
where $M_{ge}$ is the TDM between the ground (g) and first excited singlet state (e), $M_{ee'}$ is the TDM between the first (e) and second (e') excited singlet states, $\Gamma_{ge}$ is a damping term associated with the FWHM of the 2PA band, and $\Delta$ is the detuning term that describes the energy difference between the two-photon excitation wavelength and the 1PA energy gap ($E_{ge}$). [85, 97]

This approach, however, has its limits, as even conjugated molecules lose conformational planarity at long chain lengths that disrupts the coherence of the wavefunction and thus isolates $\pi$ electrons to segments along the chain. Indeed, several studies have shown the effects of planarity on $\delta$, where more rigid, planar systems have systematically demonstrated stronger 2PA than their less planar analogues by maximizing $\pi$-orbital overlap. [98, 101, 220] Naturally, synthetic strategies were developed to counteract this issue, such as the utilization of a fused-ring, planar core structures over more flexible biphenyl bridges. [83, 221]

Beyond length and planarity, synthetic chemistries can change the character of the core in terms of its electron donating or accepting strength. As stated earlier, inherent to the success of quadrupolar structures is large charge transfer upon excitation, which can be accomplished, for example, by judiciously substituting an electron acceptor (A) group in the center of the core and coupling it with strongly donating (D) end groups (quadrupole type: D-A-D) such that significant charge transfer takes place upon excitation from the periphery of the molecule toward the center. This strategy has proven effective in the pursuit of stronger 2PA by adding additional D/A functionalities to the core to alter the character of an otherwise neutral moiety or by changing the components of the core entirely. [105, 217, 222]
Further, the way in which cores are connected to their end groups can have a profound impact on the 2PA response since, particularly for D-\(\pi\)-A-\(\pi\)-D and A-\(\pi\)-D-\(\pi\)-A quadrupoles, this connection can strongly impact the overall delocalization and magnitude of TDMs. This was exemplified by several studies comparing 2PA between analogous molecules with vinylene (sp\(^2\)) and ethynylene (sp) linkers, which in general, showed that vinylene linkers facilitate greater conjugation, although in most cases the increase in \(\delta\) relative to ethynlenes was not profound. [101, 221] However, for systems where poor planarity is an issue, ethylene linkers can have substantial impacts. One such case was found for Zn-porphyrin dimers which, when linked by a vinylene group, adopted a twisted confirmation due to greater rotational degrees of freedom that dramatically reduced \(\delta\) relative to a dimer with an ethynylene linker that was forced into planarity due to the restricted rotational movement about the triple bond. [223-225]

The aim of this section is to apply these molecular design strategies to a new set of A-\(\pi\)-D-\(\pi\)-A chromophores that could demonstrate large 2PA responses but also demonstrate additional qualities, such as photostability and the ability to bare side-groups that do not contribute to the conjugation but can enhance solubility in various solvents for film processing and device purposes. The structures of interest in this chapter are shown in Figure 4.1 and are characterized by large, highly \(\pi\)-conjugated, fused-ring cores that possess electron rich thiophene groups, which are coupled with a variety of electron acceptors as terminal groups.
Figure 4.1. Fused-ring compound structures divided into the three categories under investigation: (Blue) Varied acceptor strength, (Red) Varied indacene-based cores, and (Green) Varied Thieno[2,3-b]thiophene-based core.
Although 2PA of some fused-ring structures have been studied previously, the work described here presents a systematic investigation of a set of chromophores ranging from 5-11 rings and four different acceptor end groups which, to the best of the author’s knowledge, is the most extensive investigation into A-\pi-D-\pi-A quadrupolar, fused-ring, small molecules for which 2PA has been characterized. [101, 222, 226, 227] The dyes of interest for this study are hypothesized to demonstrated large 2PA due to the high degree of planarity, extensive \pi-conjugation, and may also provide enhanced photostability, when compared to less rigid, planar structures. [228-230] Additionally, because of the electron-donor character and reduced aromaticity of the thiophenes in the core, large electron transfer is expected upon excitation, where delocalized \pi-electrons from the core are anticipated to be pulled strongly toward the accepting end groups. [231]

As such, the structure-property relationships in this investigation will follow two themes: 1) How the length of the core, i.e. the number of fused rings, influences with magnitude and spectra 2PA response while holding the acceptor strength of the end group constant, and 2) How the same properties are influenced by varying acceptor strength while keeping core size the same. Regarding the size of the cores, two series of dyes will be measured, where one set is comprised of a s-indacene (referred to simply as indacene from here on) moiety and the other set is centered around a thieno[2,3-b]thiophene (TT) moiety. In the following section, linear and NLO measurements on these compounds in chloroform solution will be presented, and the impact these structural variables have on the observed 2PA properties will be discussed.

4.2.2 Results and Discussion
4.2.2.1 Influence of the Core

Linear absorption spectra in dilute chloroform solutions (ca. 6-10 µM) are plotted in Figure 4.2 showing the changes in linear absorption as a function of ring count. For the indacene- and TT-based series, the incremental increase in ring count concomitantly red-shifted 1PA $\lambda_{\text{max}}$, which was generally ascribed to a substantially upshifted HOMO with a much smaller upshifted LUMO for larger cores. [231, 232] For indacene compounds (Figure 4.2a), absorption maxima were found to steadily increase ca. 20 nm in the order of F5IC<F7IC<F9IC but then dramatically increase by 64 nm between F9IC and F11IC. Further, the spectral broadness increases with the number of rings in the series F5IC-F9IC (FWHM = 154, 226, 234 meV, respectively), with F11IC being an exception (176 meV). This was clearly due to the reduction in the high energy shoulder adjacent to the primary absorption band for F11IC compared to compounds with fewer rings, which is likely related to changes in the vibrational fine structure that is unique to F11IC. [233] Absorption spectra for the TT series (Figure 4.2b) gave a similar trend, however, all dyes from this set absorbed at longer wavelengths compared to the indacene compounds. As was seen in similar compounds, this was attributed to destabilized HOMO and slightly stabilized LUMO for TT dyes compared to those for indacene dyes. [234, 235] Similar degrees of spectral broadening were found for F6IC, F8IC, and F10IC (FWHM = 159, 240, and 270 meV, respectively). Additional linear absorption data such as the TDMs between the ground and first excited singlet state ($M_{ge}$) are summarized in Table 4.1. No evidence of aggregation was found, even at high concentrations (ca. 1 mM).
Figure 4.2. Normalized absorption spectra in dilute chloroform solutions for the series of (a) indacene- and (b) TT-based cores.

2PA spectra in ca. 1 mM chloroform solutions obtained via ND2PA (see section 4.2.4.1 for details) are plotted in Figure 4.3a-b. From the collective spectra, indacene- and TT-based compounds showed strong 2PA in the total transition wavelength range 500-750 nm, which corresponded to a large range of degenerate laser wavelengths in the NIR (ca. 1000-1500 nm). Like 1PA spectra, red-shifted 2PA bands were found with an increasing number of rings as well as an increase in the degenerate 2PA cross section (δ), which are summarized in Table 4.1. [83, 101] Further, the 2PA maxima for TT-based compounds were shifted to slightly longer wavelengths even when compared individually to indacene dyes with one additional ring. Regarding the red-shifted 2PA maxima, this trend was attributed to the stabilization of the lowest-lying 2PA singlet state with increasing numbers of rings, as shown in Figure 4.4a-b. [83, 85, 101] Interestingly, F11IC showed two strong 2PA maxima (Figure 4.3a) within this range of wavelengths, with one peak at the somewhat expected (relative to that of F9IC) laser wavelength 1344 nm and a higher energy band at 1122 nm. The 1122 nm band for F11IC was ascribed to a nearby, higher-lying 2PA state (e”’ from Figure 4.4a). The greater δ for the 1122 nm band is ascribed to
the smaller detuning term $\Delta$ (equation 4.1) compared to the 1344 nm band. A second peak was not seen for F10IC, whose spectral position (1346 nm) was nearly identical to the lower energy band of F11IC. For more blue-shifted compounds, it is unclear whether they also have a second local maximum because this spectral region is likely outside the measurable range.
Figure 4.3. Degenerate 2PA spectra from ca. 1 mM chloroform solutions for (a) indacene- and (b) TT-based cores.
Figure 4.4. Jablonksi diagrams with 3-4 singlet states describing 1PA and 2PA transitions for (a) the indacene series and (b) the TT series. Labels correspond to ground state (g), first 1PA excited state (e), first 2PA excited state (e') and, for F11IC, second 2PA excited state (e''). Black and non-black arrows represent 1PA and 2PA transitions, respectively. $\Delta$ is the detuning energy defined as $\Delta = E_{ge} - \hbar \omega$, where $E_{ge}$ is the optical energy gap for $g \rightarrow e$ and $\omega$ is the angular frequency of photons driving 2PA transitions. Drawings not to scale.

Focusing on the 2PA maxima for each compound, an increase in $\delta$ is found for both sets of compounds as a function of the number of rings in the core (Table 4.1); with values in the range of 3100 – 13600 GM, covering a sizeable part of NIR (1076-1346 nm). This trend can be generally rationalized by the larger values of $M_{ge}$ and $M_{ee'}$ and smaller $\Delta$ values for cores with more rings. It was noted that $\delta$ values of for TT-based compounds were significantly larger than their indacene counterparts, with F10IC having the largest overall $\delta$ (13600 GM); even larger than that for the higher-energy 2PA peak of F11C (9300
GM). This markedly different response for TT dyes is the result of substantially smaller values of $\Delta$ and larger $M_{ge}$ and $M_{ee'}$ values that cooperatively increase $\delta$ over indacene dyes. The generality of this trend breaks down when comparing F10IC and F11IC since the values of $M_{ge}$ and $\Delta$ are comparable for these compounds and thus the stronger 2PA response of F10IC is attributed to substantially larger $M_{ee'}$ (30.9 D) relative to F11IC (20.3-23.0 D). This is indicative of larger charge transfer to the periphery of F10IC upon excitation to higher energy states ($e'$) compared to the longer core of F11IC. Considering the enhanced delocalization (apparent from red-shifted 1PA) and lower aromaticity of the TT centers (as well as the additional thiophenes for progressively larger cores), this combination could feasibly facilitate large charge transfer of the $\pi$ electrons from the thiophenes toward the strongly electron accepting end groups and justify these observations. [231]

Table 4.1. Linear and 2PA data for the indacene- and TT-based core series in chloroform solutions.

<table>
<thead>
<tr>
<th>Dye</th>
<th>1PA $\lambda$ (nm)</th>
<th>2PA Laser $\lambda$ (nm)$^a$</th>
<th>$\delta$ (10$^3$ GM)$^a$</th>
<th>$\delta/N\pi$ (GM)</th>
<th>$M_{ge}$ (D)$^b$</th>
<th>$M_{ee'}$ (D)$^c$</th>
<th>$\Delta$ (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>F5IC</td>
<td>665</td>
<td>1076</td>
<td>3.1</td>
<td>62</td>
<td>22.5</td>
<td>21.1</td>
<td>1.83</td>
</tr>
<tr>
<td>F7IC</td>
<td>691</td>
<td>1148</td>
<td>4.2</td>
<td>72</td>
<td>26.0</td>
<td>22.2</td>
<td>1.77</td>
</tr>
<tr>
<td>F9IC</td>
<td>710</td>
<td>1218</td>
<td>5.1</td>
<td>77</td>
<td>28.5</td>
<td>23.4</td>
<td>1.72</td>
</tr>
<tr>
<td>F11IC</td>
<td>774</td>
<td>1122</td>
<td>9.3</td>
<td>133</td>
<td>34.6</td>
<td>20.3</td>
<td>1.57</td>
</tr>
<tr>
<td></td>
<td>774</td>
<td>1344</td>
<td>7.0</td>
<td>100</td>
<td>23.0</td>
<td>1.58</td>
<td></td>
</tr>
<tr>
<td>F6IC</td>
<td>763</td>
<td>1186</td>
<td>7.4</td>
<td>137</td>
<td>26.7</td>
<td>26.0</td>
<td>1.60</td>
</tr>
<tr>
<td>F8IC</td>
<td>790</td>
<td>1280</td>
<td>11.4</td>
<td>184</td>
<td>32.4</td>
<td>28.4</td>
<td>1.54</td>
</tr>
<tr>
<td>F10IC</td>
<td>799</td>
<td>1346</td>
<td>13.6</td>
<td>194</td>
<td>34.3</td>
<td>30.9</td>
<td>1.53</td>
</tr>
</tbody>
</table>

(a) Values from 2PA maxima obtained by ND2PA, upper limit of error ± 20%; (b) Calculated according to $M_{ge} = 0.09584 \times (\int \varepsilon \, d\nu/\nu_{max})^{0.5}$, (c) Calculated according to $M_{ee'} = \frac{nc(E_{ge}-h\omega)}{4\pi\omega l^3M_{ge}} \left(\frac{5\Gamma_{ge}\delta_{max}}{h}\right)^{0.5}$ assuming $\Gamma_{ge} = 100$ meV for all samples [85].
A common metric used to normalize $\delta$ in terms of molecular size (measured by number of $\pi$ electrons, $N\pi$) such that 2PA molecules of different sizes can be compared more directly is the ratio $\delta/N\pi$ (Table 4.1). Using the compounds here (type A-$\pi$-D-$\pi$-A) as an example, because the effective conjugation spreads to the accepting end groups (A), this effectively lengthens the molecule and must be accounted for when comparing to other structures, like D-$\pi$-A-$\pi$-D, where the donors (D) participate in conjugation but do not lengthen the molecule to the extent seen in A-$\pi$-D-$\pi$-A compounds. In doing so, the counting method used for this thesis assumes 2 $\pi$ electrons come from every double bond along the core and from parts of the end groups that participate in the overall conjugation. For example, the molecule ITIC is taken to have 58 total $\pi$ electrons, with 30 coming from the core and 28 from the end groups where the C=O, C≡N, and C=C doubles bonds within the phenyl rings are in-plane with the core and thus likely contribute to the conjugation. For the series of cores discussed here, $\delta/N\pi$ values were found to increase appreciably with longer core size, indicating that increasing the length of the fused-ring $\pi$ system provides 2PA enhancements, similar to what has been seen for bis(styryl)benzenes. [85] Further analysis will be provided in section 4.2.3, regarding how the indacene and TT dyes compare to compounds the literature with 2PA responses in the same wavelength range.

### 4.2.2.2 Influence of End Groups

Linear absorption spectra in dilute chloroform solutions (ca. 1-10 $\mu$M) for 7-ring, indacene-based compounds ITIC, ITIC3, F7IC, and Sandoz with varying acceptor strengths are plotted in Figure 4.5. As anticipated, compounds with increasing acceptor strength gave increasingly red-shifted spectra and concomitant increases in $M_{ge}$, as summarized in Table 4.2. The spectra presented here did not cover as wide of a wavelength
range as was seen with varying core length (section 4.2.2.1). However, this was done purposefully so that the 2PA responses of this set will be readily measurable by ND2PA in the NIR. Varying acceptor identity did not appear to induce dramatic changes in spectral broadening given the comparable FWHM values obtained for this series (ITIC, ITIC3, F7IC, and Sandoz were 251, 253, 226, and 258 meV, respectively). Further, no evidence of aggregates could be found, even at high concentrations (ca. 1 mM).

Figure 4.5. Normalized absorption for ITIC, ITIC3, F7IC, and Sandoz.

The 2PA spectra in ca. 1 mM chloroform solutions for this series were measured by ND2PA in the 500-750 nm total transition wavelength range (1000-1500 nm in terms of laser wavelength, see section 4.2.4.1 for details). In agreement with the literature, increasing end-group acceptor strength resulted in gradually red-shifted 2PA bands, which was attributed largely to substantial LUMO stabilization. [83, 101] Since ITIC, ITIC3, and F7IC only differ by incremental Fluorine-substitutions on the phenyl ring of the end group, small red-shifts were expectedly obtained that mirror the 1PA shifts. Similarly, the much
stronger Sandoz acceptor resulted in a significantly longer wavelength-absorbing 2PA band, compared to the rest of this series. Unlike the trend from different core lengths, spectral broadness did not vary significantly for these compounds (FWHM 202, 195, 192, and 206 meV for ITIC, ITIC3, F7IC, and Sandoz, respectively).

![Degenerate 2PA spectra from ca. 1 mM chloroform solutions for ITIC, ITIC3, F7IC, and Sandoz.](image)

Figure 4.6. Degenerate 2PA spectra from ca. 1 mM chloroform solutions for ITIC, ITIC3, F7IC, and Sandoz.

The impact of acceptor strength on the maximum $\delta$ from ND2PA was not as profound as that seen for different core lengths, as evidenced by the narrow range (3600-4200 GM) of values obtained (data summarized in Table 4.2). Since these compounds have the same number of $\pi$ electrons, this was also reflected in the similarity of their $\delta/N\pi$ values. In the series ITIC, ITIC3, and F7IC, $\delta$ was found to increase slightly as expected, however, this trend did not continue for Sandoz, despite substantially greater delocalization that was evident from red-shifted 1PA and 2PA spectra. [83, 232, 236] This is surprising given that
its $M_{ge}$ was the highest of the compounds in this series (albeit slightly) and the 1PA detuning term ($\Delta$), was lower by at least 70 meV relative to other compounds. This exact cause for this is unclear, however, it is possible that this value is underestimated due to uncertainties in the concentration, measured irradiances, and/or beam waists during ND2PA. If Sandoz was underestimated, one might also expect a larger value of $M_{ee'}$, relative to the rest of the dyes with weaker acceptors in this series. Additional comparisons between these dyes, the varied cores series, and literature compounds will be presented in section 4.2.3.

Table 4.2. Linear and 2PA data for different end groups in 1 mM chloroform solutions.

<table>
<thead>
<tr>
<th>Dye</th>
<th>1PA (nm)</th>
<th>2PA Laser $\lambda$ (nm)</th>
<th>$\delta$ (10$^3$ GM)$^{a}$</th>
<th>$\delta$/N$\pi$ (GM)</th>
<th>$M_{ge}$ (D)$^{b}$</th>
<th>$M_{ee'}$ (D)$^{c}$</th>
<th>$\Delta$ (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ITIC</td>
<td>679</td>
<td>1130</td>
<td>3.7</td>
<td>64</td>
<td>24.8</td>
<td>21.8</td>
<td>1.80</td>
</tr>
<tr>
<td>ITIC3</td>
<td>688</td>
<td>1142</td>
<td>3.8</td>
<td>66</td>
<td>25.6</td>
<td>21.3</td>
<td>1.77</td>
</tr>
<tr>
<td>F7IC</td>
<td>691</td>
<td>1148</td>
<td>4.2</td>
<td>72</td>
<td>26.0</td>
<td>22.2</td>
<td>1.77</td>
</tr>
<tr>
<td>Sandoz</td>
<td>719</td>
<td>1192</td>
<td>3.6</td>
<td>62</td>
<td>26.4</td>
<td>20.2</td>
<td>1.70</td>
</tr>
</tbody>
</table>

(a) Values from 2PA maxima obtained by ND2PA, upper limit of error $\pm$ 20%; (b) Calculated according to $M_{ge} = 0.09584 \times (\int \varepsilon \, dv/v_{max})^{0.5}$; (c) Calculated according to $M_{ee'} = \frac{ne(E_{ge'}-\hbar\omega)}{4\pi \omega L^{4}M_{ge}} \left(\frac{5E_{ge'}\delta_{max}}{\hbar}\right)^{0.5}$ assuming $\Gamma_{ge'} = 100$ meV for all samples [85].

4.2.2.3 Photostability in PMMA Blend Films

Photostability under intense illumination (100 mW/cm$^2$ incoherent, white light) was measured by monitoring the linear transmission at the primary absorption band maximum for each blend film over time (see section 4.2.4.3 for details). To obtain optical-quality, thin films for these measurements, fused-ring materials were blended (50% wt) with polymethylmethacrylate (PMMA). Further, C$_{71}$ and PCBM:PMMA blends were made to serve as references, given the abundance of literature available for the photochemistry.
of these systems. [237-239] The results from these measurements were plotted in terms of the normalized change in absorbance over time for compounds with varied acceptor strength and core sizes, as seen in Figure 4.7 and Table 4.3. Focusing first on the series with increasing acceptor strength (in the order of Eth<TBB<ITIC<Sandoz), no trends were apparent based on end group identity, but Sandoz was found to be the least stable of this group with a 56% reduction in absorbance over 3 hours of constant exposure. Similar absorbance changes were found for Eth (51% reduction) which, like Sandoz, gave an exponential-like decay within the same amount of time. ITIC and TBB were the second-most and most photostable, respectively, in this series, although both compounds still showed appreciable decreases in absorbance at 25% and 23%, respectively. However, it was noted that ITIC gave an exponential-like decay but TBB showed a linear decay which suggests that, should the measurements have continued, TBB would likely have a greater reduction in absorbance at longer times than ITIC.

Turning attention to variations in core size (F5IC-F11IC), it was found that photostability was generally better for compounds with red-shifted absorption maxima (see Table 4.1 and Table 4.2 for 1PA λmax data). Indeed, the shortest wavelength-absorbing compound (F5IC) in this series showed the greatest reduction in absorbance (44%) and the longest (F10IC) showed the least (≤ 1%). The exception to this trend was F11IC, which experienced a greater absorbance decrease (16%) than the nearest blue-shifted indacene dye, F9IC, that only showed a 5% reduction. The exact cause for this deviation is unclear. It was noted that, of all the fused-ring compounds examined here, F10IC was the only compound to show no significant degradation over a 3 hour exposure period for which no
photobleaching could be quantifiably detected given the baseline stability fluctuations (± 1%) over the acquisition period.

Figure 4.7. Plot showing the change in normalized absorbance overtime for PMMA:dye blend films with varying acceptor strength (Eth, TBB, ITIC, Sandoz), core structure (F5IC-F11IC), and reference fullerenes (PCBM and C₇₁).

Regarding the photostability of the fullerene-based blends (C₇₁ and PCBM), a complex absorption profile was observed where, for both fullerenes, the absorbance initially increased over a period of a few hours and then either leveled off (case for PCBM) or photobleached gradually (case for C₇₁) over a 12 hour exposure period. These trends are plotted in Figure 4.7 where the time axis was scaled from 12 to 3 hours for ease of viewing with fused-ring data. Such phenomena from fullerenes have been documented before and are associated with photodimerization that results in a stronger absorbing species in the violet-UV region associated with fullerene absorption. [237, 240] PCBM appeared to be very photostable under continuous illumination over a 12 hour period, when considering
the lack of change in absorbance after the initial increase. On the other hand, C\textsubscript{71} showed a 25% reduction in absorbance over the same timescale. Thus, one can see that, overall, the fullerenes were more stable than most fused-ring compounds under the same illumination conditions. However, given the limited change in absorbance for longer wavelength-absorbing compounds (F8IC, F9IC, and F10IC) over a 3 hour period, there exists the potential for these materials to be more photostable than at least C\textsubscript{71}, although further experiments are needed to confirm.

The trends found from varying core size (and thus red-shifted) are somewhat surprising given that, generally, extended organic π systems are prone to photo-induced redox reactions, for which a multitude examples have been shown. [241-245] In examining some dyes of interest, increasingly negative reduction potentials were found for the series F5IC<F7IC<F9IC, which suggests that larger cores may more readily participate in photo-oxidative reactions compared to their smaller counterparts that may involve energy transfer with triplet oxygen in the solid state to initiate a decomposition reaction. [232, 241, 245] However, this trend is not found in the current analysis, which may suggest that oxygen-based degradation pathways are not the dominant contributor to the photobleaching seen here. To test the impact that ambient oxygen has had on measurements to-date, photostability measurements were done on a select series of PMMA:dye and fullerene blend samples that were encapsulated by parylene-C (structure in Figure 4.12), a vapor-deposited organic polymer with excellent visible-to-NIR transmission (> 95%) and known oxygen and moisture barrier (see section 4.2.4.4 for deposition details). [246-248] Results from these measurements are compared with the films from Figure 4.7 exposed to ambient conditions, as shown in Figure 4.8 (fused-rings) and (C\textsubscript{71} and PCBM).
Figure 4.8. Plots comparing the normalized change in absorbance over time for as-spun and parylene-C encapsulated 50% wt PMMA blend films with (a) TBB, (b) ITIC, (c) Sandoz, (d) F5IC, (e) F9IC, and (f) F11IC.
Measurements on encapsulated samples found that, generally, ca.700 nm thick parylene-C coatings (see section 4.2.4.4 for details) were enough to reduce the photobleaching rate for a given fused-ring compound, with TBB being the only exception. Overall, this was attributed to the exclusion of oxygen and moisture by the perylene-C film and not reductions in irradiance due to the high transparency of parylene-C in the visible and NIR. For the series of different cores (F5IC, F9IC, and F11IC), small increases in photostability were seen (Table 4.3) that did not provide substantial evidence to determine whether larger cores fared better in the absence of oxygen than smaller ones. The same is likely true for the marginal increases in absorbance observed for ITIC and Sandoz, which were suspected of behaving similarly regarding the potential for photo-oxidation, as evidenced by red-shifted IPA absorption.

Figure 4.9. Plots comparing the normalized change in absorbance over time for as-spun and parylene-C encapsulated 78% wt PMMA blend films with (a) C71 and (b) PCBM. Furthermore, encapsulated PMMA:C71 blends showed significant improvements in the photobleaching rate (Figure 4.9a) and resulted in a smaller initial increase in absorbance compared to samples exposed to ambient conditions. Of the samples analyzed so far,
oxygen appears to be a major factor controlling the kinetics of the C\textsubscript{71} photoproduct responsible for these observations. However, without further experimentation, this mechanism has not been confirmed. A similar reduction in the initial absorbance increase was found for PCBM, however, not significant changes were observed toward longer times, thus confirming the excellent photostability of PCBM.

Table 4.3. Tabulated values for the wavelength (\(\lambda\)) measurement range over which spectra were average and percent decrease in absorbance for ambient-exposed and parylene-C coated films.

<table>
<thead>
<tr>
<th>Compound</th>
<th>(\lambda) Range Averaged (nm)</th>
<th>Absorbance Decrease (%)</th>
<th>Absorbance Decrease – Parylene (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eth</td>
<td>565-575</td>
<td>51</td>
<td></td>
</tr>
<tr>
<td>TBB</td>
<td>605-615</td>
<td>23</td>
<td>27</td>
</tr>
<tr>
<td>ITIC</td>
<td>685-695</td>
<td>24</td>
<td>18</td>
</tr>
<tr>
<td>Sandoz</td>
<td>680-690</td>
<td>56</td>
<td>54</td>
</tr>
<tr>
<td>F5IC</td>
<td>645-655</td>
<td>43</td>
<td>38</td>
</tr>
<tr>
<td>F8IC</td>
<td>810-820</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>F9IC</td>
<td>735-745</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>F10IC</td>
<td>840-850</td>
<td>(&lt;1)</td>
<td></td>
</tr>
<tr>
<td>F11IC</td>
<td>770-780</td>
<td>16</td>
<td>9</td>
</tr>
<tr>
<td>C\textsubscript{71}</td>
<td>460-470</td>
<td>25</td>
<td>0</td>
</tr>
<tr>
<td>PCBM</td>
<td>460-470</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

4.2.3 Summary and Conclusions

A spectroscopic study regarding the influence of core length and acceptor group strength on the 1PA and 2PA spectral shifts, and \(\delta_{\text{max}}\) for a series of highly-conjugated, acceptor-terminated, fused rings was presented. Like trends seen by 1PA, 2PA spectra obtained by ND2PA showed that, generally, increasing core size and acceptor strength resulted in greater \(\pi\) electron delocalization and red-shifted absorption maxima. Overall, an increase in \(\delta_{\text{max}}\) was found with cores possessing more fused rings and for compounds with increasing acceptor strength. This agreed with similar trends from studies on highly-
conjugated, non-fused-ring bis(styryl)benzene compounds. [83, 85] By exchanging the indacene moiety with TT, a substantial red shift in the 1PA and 2PA bands were observed, even compared to indacene cores with one additional total number of rings, which was attributed to less aromatic, electron-rich thiophenes causing substantial HOMO upshifts that narrow the optical gap that thus reduce Δ. [231, 235] Further, TT compounds consistently gave the higher δ\text{max} values than even the longest indacene dyes, which is likely associated with more mobile π electrons along the core that facilitate large transfer (i.e. maximize M_{ge} and M_{ce'}) toward the molecule’s periphery upon excitation, relative to indacene dyes.

![Graph Showing \( \delta_{\text{max}} \) vs. \( N_\pi \) for Fused-Ring Compounds with Different Core Sizes]

Figure 4.10. Plot showing \( \delta_{\text{max}} \) vs. \( N_\pi \) for fused-ring compounds with different core sizes.

This trend is illustrated in Figure 4.10, where plotting \( \delta_{\text{max}} \) divided by the number of π electrons (\( N_\pi \)) in each compound against \( N_\pi \) shows that the increase in core size does
not outweigh the gain in $\delta_{\text{max}}$ and highlights the differences in $\delta_{\text{max}}/N\pi$ between indacene- and TT-based compounds, as evidenced by the stratification of these data sets. A somewhat linear trend is found for the series F5IC<F7IC<F9IC that ends with sharp increase associated with the relatively larger cross sections from F11IC. On the other hand, the group trend for F6IC<F8IC<F10IC rises more sharply with increasing core size and shows that $\delta_{\text{max}}/N\pi$ for F6IC was comparable to the even strongest band (1122 nm) from F11IC. For the series with varied acceptor strength, based on the counting method used here (see Pawlicki et al. [101]), all compounds possessed the same number of electrons and generally showed an increased $\delta_{\text{max}}/N\pi$ with greater acceptor strengths.

Compared to well-known quadrupolar bis(styryl)benzene, oligophenylenevinylene, and squaraine compounds, the 2PA bands for the fused-ring structures studied here absorbed at comparably long wavelengths (ca. 1100-1400 nm). [83, 85, 103, 105, 249-251]. In identifying compounds with 2PA responses in a similar wavelength range for comparative purposes, a sizeable body of work has been done on porphyrin-based extended $\pi$ systems, oligomers, and polymers. [98, 101, 249] In some cases, dyes with larger cores, such as F8IC and F10IC, were found to have larger 2PA responses (11,400-13,600 GM) compared to Ni-porphyrin (7200 GM, [226]), non-metal-containing hexaphyrin (9900 GM, [252]), and small (n = 2) oligomeric Ni-porphyrin compounds (8000 GM, [227]) that absorbed in a similar wavelength range. However, when compared to larger, more delocalized Zn-porphyrin oligomers [253], $\delta_{\text{max}}$ for even the molecules with the strongest 2PA here (F10IC) are substantially smaller in magnitude, although slightly more red-shifted spectrally. While the $\delta_{\text{max}}$ presented here are clearly less than those obtained for some squaraine compounds, fused-ring dyes do largely show enhanced 2PA relative to
bis(styryl)benzenes, particularly for molecules with larger cores (F78C-F11IC), and some long-chain A-π-A polymethine dyes longer wavelengths (>1350 nm). [83, 85, 251]

4.2.4 Experimental Details

4.2.4.1 ND2PA Measurements in Chloroform Solutions

The light source used for all nonlinear optical measurements was a regeneratively amplified Ti:Sapphire system (Solstice, Spectra-Physics) that produces sub-90 fs (HW1/e) pulses at 800 nm with a repetition rate of 1 kHz. This, in turn, pumps an optical parametric amplifier of white-light continuum (TOPAS-C, Spectra-Physics) that provides output pulses of <100 fs (HW1/e) in the appropriate spectral bands. The measurement system used for ND2PA was a Helios transient absorption spectrometer (Spectraphysics). As shown in Figure 2.6, a part of the 800 nm beam was picked and used to generate the NIR white light probe using a nonlinear crystal (proprietary, material unknown – supplied by SpectraPhysics) with stable output in the ca. 850-1400 nm wavelength range. The pump beam is delivered by the TOPAS-C and is chopped at 500 Hz prior to being focused into the sample.

All samples were ca. 1 mM made in spectrophotometric grade chloroform (Sigma Aldrich 366919). Typical beam sizes (1/e diameter) used for measurements were 350-460 µm for the pump and 220-280 µm for the probe to ensure substantial overlap. Maximum overlap was found by adjusting the beam positions at the sample to maximize the excited state absorption (ESA) response from a Pb-porphyrin in ca. 1 mM chloroform solution. [87] Once optimal overlap was found, time zero was found for all samples, which depends on wavelength and the compound being measured but generally in the range of 13-30 ps
absolute delay. The typical 2PA transition for fused-ring systems was found to occur within a 0.1-0.12 ps time window. Given that the 2PA transitions are so short-lived, it was desired to capture the baseline prior to excitation and also the ESA at longer times so that the time delay at which the maximum response occurs could be easily identified. Starting 1.5 ps before time zero, scans were acquired over an absolute time delay of 3 ps, with 0.02 ps steps and a 1 second integration time per scan. Typical pulse energies delivered to the sample were in the 2-20 µJ range, depending on the response of the material and the available energy for a specific pump wavelength.

Since probe absorption will shift based on the material identity and the wavelength of the probe (see section 2.3.2 for explanation), measurements were typically done at multiple wavelengths per compound and the resulting spectra were then stitched to produce a single ND2PA spectrum. Table 4.4 lists the pump wavelengths used for stitching of ND2PA for each sample. Using the ratio of pump-to-probe size, pulse energy, and sample concentrations, the $\delta_{\text{ND}}$ was estimated by iteratively solving for the value of $\delta_{\text{ND}}$ that matched closest with the ΔOD given by the sample, taking an over three energies for each sample. $\delta_{\text{ND}}$ values reported in this section were divided by 2, to be put in terms of a degenerate $\delta$. Estimated error for these values is ± 20%.
Table 4.4. Tabulated pump wavelengths used to obtain stitched ND2PA spectra.

<table>
<thead>
<tr>
<th>Compound</th>
<th>Pump Wavelengths (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ITIC</td>
<td>1050, 1300, 1550</td>
</tr>
<tr>
<td>ITIC3</td>
<td>1300, 1550</td>
</tr>
<tr>
<td>Sandoz</td>
<td>1300, 1550</td>
</tr>
<tr>
<td>F5IC</td>
<td>1200, 1300, 1550</td>
</tr>
<tr>
<td>F7IC</td>
<td>1300, 1550</td>
</tr>
<tr>
<td>F9IC</td>
<td>1300, 1550</td>
</tr>
<tr>
<td>F11IC</td>
<td>1300, 1550</td>
</tr>
<tr>
<td>F6IC</td>
<td>1300, 1550</td>
</tr>
<tr>
<td>F8IC</td>
<td>1550</td>
</tr>
<tr>
<td>F10IC</td>
<td>1550</td>
</tr>
</tbody>
</table>

4.2.4.2 PMMA Blend Film Preparation

Compounds ITIC, ITIC3, and F5IC-F11IC were synthesized as described previously in references [231-234, 236]. Eth, TBB, and Sandoz were synthesized by Dr. Junxiang Zhang, Marder Group, GT. 50% wt dye:PMMA blend films were made by first making separate 1% wt PMMA and fused-ring solutions in spectrophotometric grade chloroform (Sigma Aldrich 366919). The same was done for C71 and PCBM, except these precursor solutions were made ca. 3.5% wt in chloroform and mixed with 1% wt PMMA. Once the individual solutions were dissolved, equal volumes (250 µL each for 500 µL total volume) are mixed and stirred thoroughly to make the 50% blend solutions (78% wt for fullerene blends). The blend solutions are then filtered prior to spin coating with a 0.2 µm PTFE membrane filter (13 mm syringe filter VWR No. 28145-491) to remove undissolved dye or polymer particulate. 15x25x1 mm³. Microscope glass slide substrates were cleaned according to the procedure listed in section 3.4.4.1. All films were cast using Laurell Technologies WS-650-23 spin coater operated at with an initial ramp step of 100 RPM/s for 5 s and then spinning at 1000 RPM for 30 s. 150 µL of 50% wt blend solution prior was
used to flood the substrate prior to spinning. Film thicknesses were determined using Dektak 6M profilometer to be ca. 200 nm. Typical films were 50% transmissive at their respective IPA maxima at this concentration and thickness.

4.2.4.3 Photostability Measurements in PMMA Blend Films

Light source was a 250 W tungsten halogen projector lamp (Ushio EHJ 24V) whose output was curtailed by a ca. 5 mm-wide circular aperture to reduce incident intensity. As seen in Figure 4.11, the divergent beam was collimated by a slightly positive lens (C) and then focused more tightly by a higher-power lens (L1) onto the sample. The beam area was adjusted to be a 1 cm² diameter circle and neutral density filters were used to deliver 100 mW of lamp power at the sample, such that an illumination intensity is achieved that is comparable to that from a commercial solar simulator (100 mW/cm²). This slightly divergent beam is then collected by a high-power lens (L2) and is focused into an optical fiber (OP400-2-UV-VIS Ocean Optics) coupled to a Linear Si CCD USB-650 Red Tide (Ocean Optics) detector, which is controlled by SpectraSuite. Backgrounds are taken with clean, non-film-bearing microscope glass slides. To obtain the average transmittance at the primary absorption peak for a material over time, SpectraSuite was programmed to average over a 10 nm spectral region covering the center of the primary absorption band, taking data points every 30 seconds. Since most fused-ring systems showed some level of photobleaching over 3 hours, this was chosen to be the illumination period for these samples. Due to the slower photokinetics of fullerene blends, they were collected for 12 hours. Curves shown in Figure 4.7-Figure 4.9 are averages of at least two blend films for each material.
Figure 4.11. Illustration of photostability measurement setup showing the white light lamp output relayed to the sample via a collimating lens (C) and a focusing lens (L1), and then collected by a focusing lens (L2) and an optical fiber coupled with to the Si CCD spectrometer.

4.2.4.4 Parylene-C Encapsulation

Conformal vapor-deposited parylene-C coatings were obtained using a SCS Labcoter PDS 2010 system. The mass of parylene-C dimer (1.640 g) used was chosen based on calibration curve established by the instrument owners at the following deposition settings: Furnace temperature = 690 °C, chamber gauge = 135 °C, vaporizer = 175 °C, system vacuum level = 40 mTorr. All samples were coated at the same time, which yielded a 671 nm conformal film (confirmed by a Dektak 6M profilometer).

\[
\text{H}_2\text{C-}\text{Cl-}\text{H}_2\text{C-}\text{H}_2^n
\]

Figure 4.12. Chemical structure of parylene-C.
4.3 Chapter Summary

The work presented in this chapter involved a systematic, structure-property study with the aim of determining the influence of core identity and the strength of electron-accepting end groups on the 2PA response for a series of organic, highly-conjugated, fused-ring quadrupolar compounds of type A-π-D-π-A. Regarding core structure, a series of indacene-based molecules with an odd number of rings and a series of thienothiophene (TT)-based compounds with an even number of rings were investigated. ND2PA measurements were used to obtain the 2PA spectra and quantify the maximum 2PA cross sections (δmax) in the NIR (1100-1500 nm) for these compounds in chloroform solutions and found that larger cores result in red-shifted 1PA and 2PA maxima and greater δmax. This finding was attributed to a substantial upshifted HOMO, which was particularly large for TT-based dyes and resulted in these compounds possessing the most red-shifted 1PA and 2PA responses and largest values of δmax, when compared to indacene compounds. [231, 232]

Similar measurements were performed on a set of fused-7-ring compounds bearing different acceptor groups and, generally, showed concomitant increases in 1PA and 2PA absorption wavelength and δmax with larger acceptor strengths. Regarding δmax values for this series, the only exception to this trend was Sandoz, which may have been underestimated due to uncertainties in the measured pulse energy and ratio of beam sizes between the pump and probe beams during ND2PA. This trend resulted from a significantly down-shifted LUMO and small down-shifted HOMO with increasing acceptor strength, thus lowering the optical energy gap for one- and two-photon transitions.
and facilitating larger charge transfer from the electron rich core center to the acceptor-terminated edges of the molecule upon excitation. [83, 85, 101]

This set of materials presented a significant advance in the effort to extend 2PA responses for organic, fused-ring, quadrupolar A-π-D-π-A chromophores into the NIR for optical limiting applications, and demonstrated the effectiveness in doing so by selectively varying the core size and acceptor strength. Compared to well-known quadrupolar molecules with strong 2PA such as squaraines and bis( styryl)benzenes, several of the fused ring compounds studied here possessed significantly red-shifted 2PA maxima relative to the longest absorbing compounds from the literature as well as generally larger values of $\delta_{\text{max}}$ for compounds of comparable conjugation length. Although some chromophores from this investigation show larger 2PA responses than some porphyrin-based systems with large cross sections at similar NIR wavelengths, highly-conjugated, large oligomers from porphyrin-compounds still show greater 2PA than even F10IC, the dye with the largest $\delta_{\text{max}}$ obtained in this work. [226, 227, 253, 254] Further, while some A-π-A cyanines poses larger values $\delta_{\text{max}}$ of in the shorter wavelength range of the NIR (compared to dyes with smaller cores), these bands can drop rather sharply toward longer wavelengths where the larger-core compounds studied here possess stronger 2PA. [251]

Additionally, the photostability for select fused-ring compounds was characterized by monitoring the transmission of the primary absorption band in 50% wt dye:PMMA blend films and compared to reference films made from 78% wt fullerene:PMMA blends (fullerene = C$_{71}$, PCBM). While no specific trend was found for dyes with the same core but varied acceptor strength (Eth<TBB<ITIC<Sandoz, in order of acceptor strength), all of these compounds demonstrate significantly faster photobleaching over a continuous, 3
hour exposure period to incoherent white light than both fullerene blends over 12 hours of exposure. For the series with different cores sizes, larger cores were found to be more photostable over 3 hours of exposure than shorter cores, although an exception was found with F9IC and F11IC, and showed that F8IC and F10IC had potential to be more stable than C71 in PMMA blends but still not to the photostability level of PCBM. Further, select films encapsulated by a thin parylene-C oxygen barrier, generally, showed slight improvements in fused-ring photostability, which indicates that, while oxygen may have a role in this photobleaching process, other degradation mechanisms cannot be ruled out and could be the dominant contributors. A significant improvement was observed for encapsulated C71 films, indicative of an oxygen-dependent photobleaching pathway, but no marked differences were seen between encapsulated and ambient-exposed PCBM.
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CHAPTER 5. SIMULATIONS AND ELLIPSOMETRY MEASUREMENTS TO ENABLE THEORETICAL UNDERSTANDING AND STATISTICAL ANALYSIS OF DIATOM PORE PATTERNS

5.1 Chapter Introduction

5.1.1 Structure of C. Wailessii Diatom Frustules and High Index Replicas

The entire structure of a complete C. wailessii diatom, depicted in Figure 5.1f, is characterized by two valves (a.k.a frustules) that are held together by a girdle band. Although porous structures are found on all parts of the diatom, the photonic-crystal-like patterns of the valves make them the component of interest for this dissertation and are thus isolated from other structural. Within the valve itself, multiple porous layers are found with holes of varying sizes depending on the layer in which they exist. The outermost layer of the diatom (i.e. the top and bottom most surface from Figure 5.1f), called the cribellum (not pictured), is located closely to the internal layer (cribrum) and possesses very fine holes (ca. 50 nm in diameter) spread seemingly ubiquitously over the entire layer surface. The inner cribrum layer, pictured in Figure 5.1h, contains a network of 200-300 nm diameter holes that are typically aligned vertically within the center of the large holes (ca. 1 µm diameter) in the inner-most layer, the foramen (pictured in Figure 5.1j – looking from the foramen side of the valve).
Figure 5.1. (f) Illustration of entire *C. wailesii* structure of for a fully intact valve; (g) SEM image of a single valve; (h) High magnification SEM of cribrum hole pattern; (i) Cross sectional SEM showing the cribrum, areola, and foramen layers; and (j) High magnification SEM of foramen hole pattern. Adapted from Romann *et al.* [126] with permission. Copyright 2015 Optics Letters.
The cribrum and foramen are separated by a support layer (Figure 5.1i), called the areola, which creates an air gap between the two hole-bearing layers. Although the thickness of each layer can vary frustule-to-frustule, even within the same growth batch, cross sectional SEM analysis of C. wailessii diatoms from this study were found to give typical cribrum and foramen layer thicknesses of 500 and 900 nm, respectively, with a 400 nm airgap that is the areola layer. Cribellum thickness is estimated to be ca. 50-100 nm, although this is difficult to quantify given the close proximity to the cribrum layer and the lack of index contrast when imaging with SEM.

As seen in Figure 5.1g, C. wailessii frustules are characterized by having a relatively flat surface in the center of the valve and then sharply curving upward at the edge, making a petri dish-like shape. The degree of curvature is also varies valve-to-valve. As will be discussed in this chapter, the variability in hole pattern structure is related to the entropy associated with their growth, which is determined by a multitude of factors. [255] Additionally, because experimental evidence suggests that the focusing effect is only observed when light enters the cribellum side and leaves the foramen side, all simulations and experiments will be conducted in this geometry. The majority of analyses in this chapter will assume that high index replicas of these structures perfectly preserve the layer and hole structure, unless otherwise noted.

5.1.2 Hypothetical Framework for Beam Propagation and Diffraction at Through C. Wailessii Diatom Frustules

Since there are multiple layers bearing high densities of holes in each frustule, an optical beam will undergo several light-matter interactions while propagating through this
structure. Since the focusing behavior of these valves is strongly suspected to be associated with the diffraction from the hole patterns from these layers, the description of optical waves propagating through the structure will be discussed in this context. However, it is noted that the transmission of light waves, particularly in transparent materials like silica, will also contribute to the interference pattern in the plane behind the frustule. As such, the thickness variations along the frustule valve can also result in a transmission phase grating-like effect. In terms of diffraction, the model is simplified by only considering the diffraction from the cribrum and foramen holes, for the sake of discussion (Figure 5.2).

Figure 5.2. Illustration of the propagation of diffracted waves through the cribrum and foramen layers of a model diatom frustule. The blue, red, and green wavelets from the cribrum represent the Fraunhofer diffraction happening from three different holes, whose wavefronts flatten into a plane wave prior to being diffracted again by the foramen.

Starting with the diffraction coming from the cribrum layer (bottom Figure 5.2), the ca. 300 nm diameter holes strongly diffract the visible-NIR wavelengths of interest (550-1050 nm) resulting in multiple wavelets generated by the closely clustered holes in
this layer. Remembering the rule of thumb for Fraunhofer diffraction \((R > a^2 / \lambda)\), where \(R\) here is the distance between the cribrum and the foramen layer (ca. 400 nm) and \(a\) is the diameter of the foramen holes (ca. 300 nm), indeed, Fraunhofer diffraction is expected in the distance between the cribrum and the foramen given the calculated values of \(a^2 / \lambda\) were in the range of 86-163 nm. Under this assumption, by the time the waves reach the foramen layer, the wavefronts have become plane waves and can be likened to an unimpeded beam coming from a far away, coherent point source. Based on this assumption, the diffraction contributions from the cribrum layer are ignored as the memory of this diffraction event is thought to be lost when the broadened plane waves are diffracted again by the foramen holes. Further, this assumes minimal destructive interference and phase preservation by the wavelets from the cribrum such that the superposition of plane waves reaching the foramen layer is reasonably uniform in amplitude and phase.

Although the argument presented above is based on a high degree of approximation, it is done with the intent was to reduce the relevant structural variables of the diatom to a more manageable number for the ease of analysis while maintaining physical consistency. As such, the hypothetical picture of the frustule now considers only the diffraction from the hole pattern of the foramen layer. In terms of simulations and measurements, this approximation dramatically simplifies the structural components needed for simulations that improves computational efficiency, while simplifying the analysis for interference effects. In this chapter, analysis will be presented for the theoretical aspects of diatom focusing behavior working under the structural assumptions discussed here. Additionally, these simplifications will enable the parameterization of hole patterns that is crucial for
quantitatively understanding the influence of hole arrangements on the observed optical properties.

5.2 Image Processing and Statistical Analysis of Foramen Hole Patterns

5.2.1 Background and Experimental Approach

Since diatoms are naturally-derived structures from a living organism, frustule-to-frustule variations in the photonic crystal-like hole patterns are inevitable. In terms of their optical properties, this presents complications that preclude one’s ability to straightforwardly compare these interference phenomena with man-made photonic crystals that are experimentally and theoretically understood. Additionally, this appreciable variability makes comparisons difficult even between diatoms of the same growth culture, which raises questions about the generality of the observed focusing seen from diatom frustules to-date. For C. wailesii diatoms, regions in the center of the foramen layer for a given frustule appear to have pseudo-hexagonal hole patterns (Figure 5.1g,j) with a significant density of holes over the entire surface (on the order of 1000 total holes). [127] However, to the best of the author’s knowledge, there is no clear mathematical relationship describing this pattern which, fundamentally, is the origin for the ambiguity in their optical behavior. Therefore, to better understand these biophotonic systems, it is necessary to parameterize the hole patterns so that a numerical quantity can be obtained and used to compare the hole pattern structure of diatoms to each other and other photonic systems. In this way, one can potentially determine how structural changes might affect the interference behavior of these diatoms quantitatively and also obtain a sense of how these frustules compare to state of the art metalenses. [107, 115]
Figure 5.3. (a) Hexagonal array with hole-to-hole spacing (d) and hold size (r); (b) Hexagonal array with same d as part “a” but holes are half the size; and (c) Hexagonal array where d is twice as long but r is the same as “a”.

The first step in this parameterization process is to define a limited number of physically-relevant quantities that are strongly tied to the interference pattern from a given frustule. This assumes the hole pattern itself is the governing factor for this behavior. To get a sense of the meaningful structural variables, one can consider the case of a small hexagonal array with six holes at each vertex that is illuminated by laser beam at an optical frequency (Figure 5.3). Recalling Young’s double slit experiment (section 2.4.1), the distance between the slits of the diffracting screen determined the spacing between constructive orders of interference and thus determine how the secondary wavelets interfere in the far field behind the screen. An analogous situation can be found with hexagonal arrays (and thus pseudo-hexagonal hole patterns from frustules) with circular holes (apertures), where the spacing between holes (d from Figure 5.3) will ultimately
determine the distance at which the secondary wavelets achieve maximum constructive interference and produce a local intensity maximum, reminiscent of a focal spot.

The second parameter for consideration is the size of each hole (aperture) which, as shown in the discussion of Fraunhofer diffraction (section 2.4.2), heavily impacts the curvature of the secondary wavelet diffracted by a hole and thus how quickly wavefronts flatten and interfere in the far field behind the frustule. To simplify the analysis related to this parameter, all holes in the foramen layer are considered perfectly circular, which allows for one to directly correlate hole size with a radius. It is noted that, clearly, not all holes from the foramen layer are perfectly circular. However, inspection of the diatom structures of interest for this study show that the vast majority of holes are, indeed, circular enough to justify this assumption. Referring to Figure 5.3, one can anticipate that the circularity of secondary wavelets will be greater for smaller holes than large ones, suggesting that wavefronts will flatten less rapidly for pattern “b” than “a” and thus influence the spatial overlap in the somewhat near field.

Although the suggested parameters (radius and hole-to-hole distance) are straightforward conceptually, the calculation of these parameters is considerably difficult because of the variability in each structure and because these values must be determined experimentally based on images of the frustules. Additionally, due to the large numbers of holes, finding the center of each hole and then calculating the distance between them manually becomes prohibitively time-consuming. Therefore, it is desirable to rapidly calculate these quantities computationally; preferably using the information available from a hole pattern image to do so. The literature on such methods is sparse, however, in a report by Cohoon et al. [256], the computational mapping of diatom hole patterns was presented.
As seen in Figure 5.4, judicious image processing and analysis allowed for the extraction of hole-to-hole distances for multiple diatom species using a Delaunay triangulation algorithm to find the nearest neighbor connectivity between holes and build histograms of the distributions of edge lengths. Although the method of locating the centres of each hole was not specified in that study (assumed to be done manually), it is the rate limiting step for this pursuit since the center locations must be obtained prior to triangulation. Additionally, only limited results were provided to discuss the fitting of statistical distributions to the obtained data and whether these statistics could enable a descriptive or possibly even inferential understanding of these systems. Further, obtaining a distribution of radii is also of interest because of the wealth of information they could provide in terms of how hole size varies diatom-to-diatom and between native frustules and higher index replicas.

Figure 5.4. (a) Point heat map overlaid with the original *C. radiatus* diatom image, where each point corresponds to an edge and the color corresponds to the distance between each hole center; (b) Histogram of edge lengths obtained from Delaunay triangulation on diatom image “a”. Reproduced from Cohoon *et al.* [256] with permission. Copyright 2015 Proceedings of SPIE.
In the following sections, the development and implementation of a program for rapid hole center location and hole-to-hole distance calculation is discussed in detail. The utility of Circular Hough Transforms for circle detection from SEM images of hole patterns will be explored, as well as the success with which the data it yields can be used for triangulation for determining hole-to-hole distances. Although further elaboration on the success of these methods will come after experimentation, compared to other approaches like image cross-correlation, this method provides inherently provides a more direct method to extracting the two physical quantities of interest (radius and hole-to-hole distance) due to the availability of straightforward functions in Matlab to perform these operations.

5.2.2 Results and Discussion

5.2.2.1 Hole Identification and Radius Estimation via Circle Hough Transforms

The foundation for rapid, programmatic identification of diatom holes (assumed perfect circles for the sake of this discussion) with foramen patterns is contained within a feature detection algorithm called a Circle Hough Transform (CHT). [257, 258] This algorithm is one of a variety of specialized Hough Transforms, which focuses solely on detecting circles, even among images containing other shapes and noise. CHTs are not rigorously specified algorithms and can be implemented in a number of ways. For this study, the phase-coding CHT built into the “imfindcircles” function in Matlab2017b was used. [259] Edge detection is a critical part of this function, which uses the pixels at the edge of a given circle to solve for the center location and the radius of each circle. This algorithm works best when circle edge pixels are step edges, that is, there is a large
difference (high gradient) between the brightness of the foreground in the immediate area around the circle and the circle edge itself. With regards to diatom images, this is achieved by optimizing the contrast of SEM images such that the foreground (the foramen) material is bright and the holes are as dark as possible. Prior to hole detection, it is necessary to binarize the grayscale image obtained from SEM to create this step function, this is illustrated in Figure 5.5a-b showing a high-quality grayscale SEM image of a section of foramen holes and the resulting binary image. [258, 259]

Figure 5.5. (a) Gray scale SEM image of MgO/Si replica foramen holes; (b) Binarized image of “a”; and (c) Estimated circle sizes and locations (red circles) overlaid on real, binarized holes.

For this variant of the CHT method, there are three main steps involved in the computation of hole locations and radius estimation. In the first step, foreground pixels with high contrast are chosen as candidate pixels that are allowed to cast “votes” in the accumulator array. This process is illustrated in Figure 5.6a, where a pixel along the edge
of a high-contrast circle (solid, black line) is used as the basis for a voting pattern (dashed line) with “votes” (red dots) cast at specific points along its perimeter that are compiled into an accumulator array, which records the votes at specific locations in the image. [259]

For the second step, when this voting system is repeated for multiple pixels around the edge of a real circle, one obtains an accumulator array with a local maximum (green dot in Figure 5.6b) resulting from overlapping “votes” that are used to determine the center location of the circle. For the phase-coding method, complex values are used in the accumulator array with radius information encoded in the phase of array entries, which means that “votes” cast by the edge pixels contain information not only about center locations but also the radii of the circle associated with the center locations. Therefore, the third step is decoding the phase information from the estimated center location in the accumulator array to obtain the radius data. [257] Programmatically, the radii of a collective set of holes are found by specifying a narrow range of radii within the “imfindcircles” function, which is then encoded into the phase information while the CHT operates on the data set. The length of time required to optimize this process depends greatly on image contrast and hole shape uniformity, however, a typical run takes approximately 10 minutes; enabling the detection of many holes over a short period of time. Indeed, results for a successful hole detection and location for ca. 100 foramen holes on a MgO/Si diatom replica are shown in Figure 5.5c, where the red circles symbolize the computed hole location and radius, and are overlaid on top of the real, binarized holes. It is noted that, to reduce ambiguity in data analysis, the definition for radius is the radius of the computed circle used to estimate the size and location of a real hole.
Once satisfactory hole detection parameters are found, the hole center locations and radii are stored in arrays can be used for additional calculations or the construction of histograms for statistical analysis. As will be discussed in the following chapters, hole center locations are fed into a Delaunay triangulation algorithm to obtain nearest-neighbor distances between holes. Additionally, statistical analysis of the radii distribution for a larger data sets will be used to quantify variations in hole size from diatom-to-diatom, between diatoms of different materials, and even different areas within the foramen layer of the same frustule.

![Diagram](image)

**Figure 5.6.** (a) Candidate edge pixel (blue dot) lying on an actual circle (solid line) and the voting pattern (dashed line) where, at points along the voting pattern, “votes” (red dots) are cast; and (b) Candidate pixels (blue dots) on the edge of a real circle whose collective voting patterns result in a maximum in the accumulator array at the center coordinate of the circle (green dot).

5.2.2.2 Obtaining Hole-to-Hole Distances via Delaunay Triangulations

With an array of hole center locations in-hand, these values are run through a 2D Delaunay triangulation (DT) algorithm to establish the connectivity pattern between holes from the SEM images and extract hole-to-hole distance information, requiring only
seconds of computing time from a moderately powerful laptop (Lenovo ideapad 750 with an Intel CORE i7 processor). DTs have been used extensively in scientific computing, primarily due to its ability to connect data points in a nearest-neighbor fashion. [260, 261] This is of interest for analysing diatom hole patterns, because the quantity of interest for this investigation is, indeed, the nearest-neighbor distances between holes in the foramen pattern. For 2D data, this method operates under the Delaunay criterion, otherwise known as the empty circumcircle criterion, which demands that a circle overlapping with three vertices in a triangle cannot contain additional vertices from adjacent triangles within its interior. [261] An example of samples that follow this criterion are illustrated in Figure 5.7a-b, where in “a” the triangle T1 is shown to obey this criterion as vertex V2 is left out of the circle interior. The same is true of “b”, where vertex V1 is left out and thus triangle T2 follows the criterion. Further, examples of non-DTs are presented in Figure 5.7c-d.
Figure 5.7. Illustration of (a) T1 obeying the Delaunay criterion; (b) T2 obeying the Delaunay criterion; (c) T1 not obeying the Delaunay criterion and; (d) T2 not obeying the Delaunay criterion.

By applying the triangulation to an array of holes, one can visualize the nearest-neighbor connectivity between closely-spaced foramen holes. This is depicted in preliminary results from Figure 5.8a-b, where the edges (red lines) connecting the center points (green dots) of adjacent holes are overlaid with the binary and original SEM images, respectively. From those overlays, it is evident that the good quality binarization enabled accurate estimates of hole center locations and thus the clear connectivity between holes in the center of the image with pseudo-hexagonal periodicity. It was noted that a few instances of holes that were partially covered by debris (primarily MgO crystals left over from reaction) still yielded accurate hole location and thus were able to participate normally in triangulation. This was attributed to the quality of the part of the edge that was cleanly imaged; allowing a critical mass of “votes” to build a reliable accumulator array. This
observation demonstrates the usefulness in this method utilizing the edge pixels of holes to
determine center locations for imperfect holes, and thus the eventual connectivity obtained
via triangulation. There are limits to this, however, as seen by small sections of holes that
are largely out-of-frame that went undetected. Additionally, because a radius range must
be specified for identification, extremely small and large holes (relative to average hole
size) will not be detected.

It was noted that the connections between holes close to the edge of the image were
not always between nearest-neighbors, which resulted in inflated edge lengths without
physical significance in these regions. These non-physical edges, as well as the physically-
relevant ones in the center of the image, were stored in an array containing the edge length
information for each connection from a given sample. As will be discussed in the following
section (5.2.2.3), and in further detail in sections 5.2.2.3-5.2.2.21, careful analysis of the
distributions obtained from these data sets will be used to statistically quantify the
meaningful structural parameters (i.e. hole radius and edge length) for a given diatom
frustule or high index replica.
Figure 5.8. (a) Binary image with no additional processing of a MgO/Si foramen pore pattern overlaid with edge lengths (red lines) and hole center locations (green dots) derived from CHT hole detection and Delaunay triangulation; and (b) The same overlay as in “a” but with the original SEM image showing reasonably accurate estimations of hole centres and connectivity between adjacent holes.
5.2.2.3 Statistical Analysis of Diatom Hole Radii and Edge Lengths

Since diatoms have many foramen holes (ca. 700-900), the approach to statistically analysing these patterns is focused on obtaining large sample sizes, thus taking advantage of this naturally occurring phenomenon. As demonstrated in previous sections, the CHT and DT methods allowed for rapid radius and edge length quantification for a moderately large number of holes (ca. 100) within an imaging area of limited size. Although this can provide substantial preliminary data, the goal of this study is to obtain as much information as possible about the entire hole pattern of the foramen layer for a given diatom frustule or replica. This, however, presents a challenge from a hole detection point of view given that, for large area images, the resolution of the image is lower than what is required to accurately determine hole centre coordinates and estimate radii. To circumvent this issue, diatoms were divided into four quadrants, as illustrated in Figure 5.9, at an imaging resolution (ca. 20-40 nm/pixel) that is sufficiently accurate for use of CHT and DT that simultaneously allows for a larger number of holes to be analyzed in a single image.

After analysis, the results from each quadrant are then combined in a single array from which a population is built that is characteristic of the pore pattern that encompasses the entire foramen layer. Practically, the mapping of the entire pattern can be complicated by image quality, primarily as a function of illumination uniformity. This is particularly problematic for holes near the edge of the frustule where C. Wailessii diatoms, no matter the material, have significant curvature and typically exhibit excessive and/or nonuniform brightness relative to the rest of the frustule when imaged by SEM (e.g. Figure 5.9). Thus, upon binarization, these holes are typically lost to the foreground. Despite the loss of edge holes, a typical CHT run will yield 700-800 holes, although some exceptions exist (see
section 5.2.2.20 for details). Although it is difficult to quantify the percentage of holes lost due to these issues, visually (Figure 5.9), one can see that the vast majority of holes closer to the frustule interior have sufficient contrast to be successfully located by CHT.

Figure 5.9. Diagram depicting the sectioning of the foramen layer from an MgO/Si replica into four quadrants with higher magnification/resolution than a larger area image.

Since distributions of data tend toward normality with large sample sizes, preliminary statistical analysis for radii and edge length data sets will be fitted with a normal distribution, the parameters for which are described by [262]

\[
f(x, \mu, \sigma) = \frac{1}{\sqrt{2\pi\sigma^2}} \exp\left(\frac{-(x - \mu)^2}{2\sigma^2}\right)
\]

(5.1)

where \( \mu \) is the mean of the sample, \( \sigma \) is the standard deviation, and \( x \) is the value of a random sample. Further, the higher order moments of the normal distribution, such as skewness and kurtosis, provide measures of data asymmetry about the mean and “tailedness”, respectively. An univariate, perfectly-symmetric, normally distributed data set will give a skewness of 0 and a kurtosis of 3, which allows one to use any deviations
from these values to quantify how far the distributions stray from normality. [262] If the distributions approach normal for all samples, the mean and standard deviation from this analysis will yield parameters that can be used to compare the dimensions of the pore patterns between diatoms.

Looking ahead, one can anticipate that edge lengths obtained via triangulation may give asymmetric distributions that cannot necessarily be assumed to adhere to a specific parametric distribution. Although the nonphysical edges will likely be a significant contributor to this, other structural factors such as vacancies (i.e. a missing hole with a dense pattern of holes) can also induce asymmetry by locally increasing the hole-to-hole distance of edge lengths associated with that groups of holes. Likewise, if severe asymmetries are present in the radii data, it is better to accurately fit this data and obtain an empirical estimate of the most probable radius value based on the entire distribution that can be obtained independent of symmetry rather than relying on values extracted from a poorly fitting normal probably density function (PDF). This issue can be overcome using a Kernel Density Estimator (KDE), which for a univariate random sample \(X_1, \ldots, X_n\) is described by [263, 264]

\[
g(x, h) = \frac{1}{nh} \sum_{i=1}^{n} K \left( \frac{x - X_i}{h} \right) 
\]

(5.2)

where the kernel \(K\) is defined as

\[
K = \frac{(1 - x^2)^p}{2^{2p+1} B(p + 1, p + 1)} \{ |x| < 1 \}
\]

(5.3)
and B is comprised of gamma functions, e.g. $\Gamma(a)$:

$$B(a, b) = \frac{\Gamma(a)\Gamma(b)}{\Gamma(a + b)} \tag{5.4}$$

$$\Gamma(a) = (a - 1)! \tag{5.5}$$

In equation 5.2, $h$, called the bandwidth, is a parameter that controls the degree of smoothing applied to obtain a continuous PDF. The power of this method is that it is non-parametric and solves for the PDF taking local features in a histogram into account such that asymmetry or even subtle changes in the data set can be fit accurately. Although various kernels exist, the Epanechnikov kernel (i.e. $p = 1$) is the most efficient due to its ability to minimize asymptotic mean integrated square error (AMISE) and was therefore used in this investigation. [263] Substituting $p = 1$ into equation 5.2, the Epanechnikov kernel ($K_{Ep}$) is expressed as:

$$K_{Ep} = \frac{3}{4}(1 - x^2) \{ |x| < 1 \} \tag{5.6}$$

The application of the KDE method to radius and edge length distributions obtained via CHT-DT is discussed in detail in sections 5.2.2.5-5.2.2.20 and Chapter 6. Analysis will be provided about the accuracy, precision, and trends found in the data, and whether these statistics are descriptive or can be used inferentially.

5.2.2.4 Metallization of Silica Diatoms for High Contrast Imaging

As mentioned previously, achieving high-quality binarized images of the foramen hole patterns are crucial to the success of hole identification and triangulation procedure.
Since MgO/Si and Mg$_2$Si replicas contain higher atomic mass Mg, the backscattering is substantial and thus obtaining high contrast SEMs, i.e. dark holes with bright surface of the foramen, can be accomplished with relative ease. Naturally, this is not the case with the native silica valves making high-contrast imaging difficult. Initial attempts to image native silica valves were done necessarily at high accelerating voltages and were plagued by charging that significantly distorted images. More importantly, because silica is not as conductive as the higher index replicas, charging can result in significant movement of the frustule about the substrate. In extreme cases, the frustule can move off the substrate entirely and is lost. To combat the charging effects, silica valves were coated with thin layers of Au/Pd (60/40 composition ratio) to enhance backscattering and conductivity (see experimental detail in section 6.6 for specifics of the deposition procedure). Since the sputtered film only deposits vertically onto the sample, holes of the foramen and inner layers visible through the foramen holes do not vary in size because of coating. The hole identification and triangulation results of these coated silica frustules and their non-coated high index replicas are presented in the following sections.

5.2.2.5 Silica Frustule 1

Visual inspection of the foramen hole pattern of silica frustule 1 (silica 1) in Figure 5.10 shows that the overall pattern within the inner half of the valve is semi-regular with reasonably circular-shaped holes. Towards the edge there were an appreciable number of defects, primarily missing holes, resulting in a much lower hole density toward the edge of the valve. However, despite the missing holes, the holes next to edge were regular in shape and provided good contrast for binarization and thus were located accurately. Although there seemed to be more significant curvature at the top right edge of the frustule,
appreciable curvature was generally not seen until just before reaching the edge. In addition to the even illumination of most of the foramen, these observations suggest that this valve was relatively flat, which allowed for successful hole location and triangulation with only a few instances of missed holes and one instance of overcounting an oblong hole.

Figure 5.10. Large area image of entire foramen hole pattern for silica 1 made from stitching all four individual quadrants. SEM images by Nikolay Semenikhin, Sandhage Group, Georgia Tech.

The radius distribution from this analysis (Figure 5.11) gave a symmetric histogram that was fit well by a normal PDF with the mean and standard deviation (0.64 ± 0.05 µm) comparable to that of Silica 1. Further, this fit is justified by the calculated kurtosis of 3.59, somewhat close to the ideal value of 3 for normally distributed data sets. Unsurprisingly, the most probable radius obtained from the KDE is only slightly higher than the normal
mean, consistent with the slightly positive skew (0.18) for this sample. However, given
that the resolution of the image was ca. 40 nm, radius values are rounded to the hundredths
place and thus the results from the normal fit and KDE are identical.

Figure 5.11. Histograms of (a) hole radius distribution (blue) fit by a normal PDF (b) hole
radius distribution (green) fit by Kernel PDF (c) edge length distribution (red) fit by Kernel
PDF for Silica 1.

Turning to the edge length distribution (Figure 5.11c), a sharp peak followed by a
slowly decaying tail toward longer edge lengths was found. Although the histogram is
plotted to 6 µm, there were edges obtained from triangulation at greater lengths. This is
partially due to non-nearest neighbor edges between holes at the edges whose actual
neighbors are washed out of the image by poor contrast, cannot be seen due to curvature,
or are misshapen and cannot be identified. Since the triangulation algorithm will establish connections between all data points, these edges are obtained and present a set of non-physical edge lengths that are far separated from the physically meaningful edge lengths plotted in Figure 5.11c. Inflated edge lengths can also be found in the center of the frustule where nearly all frustules have significantly less hole density and thus greater separation between holes that are typically located easily during circle finding. Accounting for this separation, it was determined that any two holes that are separated by a distance greater than 10 µm cannot be considered nearest-neighbors. This constraint was applied when making the histogram where edge lengths >10 µm were omitted from the distribution. A bin size of 133 nm (75 bins) was chosen to yield a smoothly evolving histogram. This plotting method was applied to all subsequent samples, as will be shown in the following sections.

Since the edge length distribution is asymmetric – the long tail of which is ascribed to an appreciable number of slightly longer edges caused by missing holes and other real structural defects – and it is not clear that the data gives two clear modes that could be fit individually, it cannot be assumed that it adheres to any particular symmetric, parametric statistical distribution, such as the normal distribution. Although there are parametric distributions that could be applied to reasonably fit an asymmetric data set, such as a skew normal, beta or gamma distribution [265], the quantity of most interest is the most probable edge length that one can extract from any continuous distribution that well fits the data set. This was achieved by a KDE function in Matlab2017b©, which estimates the PDF of the distribution using a small number of parameters (see section 5.5.1.2 for discussion on KDE) with computational ease. Using the suggested bandwidth parameter within the
Matlab2017b© algorithm, a smooth, nicely fitting PDF is obtained that fits well to all parts of the edge length distribution plotted in Figure 5.11c. It is stressed again that the statistics obtained for this diatom and others will be more descriptive than intuitive as the goal of this algorithm is to obtain a semi-quantitative estimation of whether there are significant differences (i.e. differences beyond the resolution of the images) between frustules of the same material and replicas of different materials. However, from these Kernel-estimated PDFs it is possible for one to obtain relative information about the edge lengths in the event that tails become pronounced or other modes appear in the distribution. In this regard, the asymmetry of the distribution will be closely monitored in subsequent diatom samples to determine the relative population of hole pairs resulting in larger edge lengths that may be the result of missing holes or structural defects.

5.2.2.6 Silica Frustule 2

Compared to Silica 1, this frustule (Figure 5.12) did not provide the same level of contrast, which required careful tuning of the binarization threshold. Due to the similar grayscale value between holes and the foreground of the foramen, it was necessary to keep the threshold of the binarization low to not remove too many edge pixels from holes. As anticipated, with such a low threshold comes noise from the uneven illumination of the foramen surface. Before going through the trouble of attempting to subtract this noise from the image, the hole detection routine performed to determine how accurately it could find and locate holes with significant background. Surprisingly, hole detection was largely successful, although several holes were missed due to poor circularity or covered by debris rather than lacking contrast from the foreground or not being distinguishable from
background nose. There were also seven instances of overcounting holes between the top right and bottom right quadrant due to large oval-shaped or conjoined holes.

![Figure 5.12. Large area image of entire foramen hole pattern for silica 2 made from stitching all four individual quadrants. SEM images by Nikolay Semenikhin, Sandhage Group, Georgia Tech.](image)

Despite the lack of contrast and presence of misshapen holes, the radius distribution yielded a somewhat symmetric histogram (Figure 5.13a) that was reasonably fitted by a normal distribution (0.66 ± 0.07 µm) which is also reflected by the approximately Gaussian-shaped PDF estimated by the Kernel method. The edge length distribution obtained from triangulation appears to be bimodal, with the primary peak centred 2.02 µm as it was in Silica 1 (1.95 µm) and a pronounced shoulder centred at 3.4 µm rather than a gradually tapering tail. The longer mode is clearly reflective of the many voids between
various groups of holes over the entirety of the foramen surface. Unsurprisingly, the peak height ratio of the short and long mode is ca. 2:1 given the number of vacancies and separated groups of holes on the frustule.

Figure 5.13. Histograms of (a) hole radius distribution (blue) fit by a normal PDF (b) hole radius distribution (green) fit by Kernel PDF (c) edge length distribution (red) fit by Kernel PDF for Silica 2.

5.2.2.7 Silica Frustule 3

Silica 3 was a good quality diatom (Figure 5.14) with relatively few vacancies compared to Silica 1-2 and maintained reasonable hole pattern uniformity even close to the edge. This pattern gave substantial contrast and even illumination, which made hole detection quick and accurate for all holes that were not misshapen or too small to fit
reasonably within the radius estimation range. The radius distribution (Figure 5.15a) obtained from this frustule gave a somewhat symmetric-looking histogram that tended toward higher values. Despite this slight asymmetry, the mean obtained (0.62 ± 0.05 µm) assuming normality was only slight lower than the most probable radius estimated by the Kernel method (m), which is consistent with the small skew of -0.07 and kurtosis close to 3 (2.56). The edge length distribution for this frustule was similar to Silica 1 in that a smoothly varying band gave way to a slowly decreasing tail at larger values. However, the most probable edge length for this frustule (2.29 µm) was slightly higher than that estimated for Silica 1-2.

Figure 5.14. Large area image of entire foramen hole pattern for silica 3 made from stitching all four individual quadrants. SEM images by Nikolay Semenikhin, Sandhage Group, Georgia Tech.
Figure 5.15. Histograms of (a) hole radius distribution (blue) fit by a normal PDF (b) hole radius distribution (green) fit by Kernel PDF (c) edge length distribution (red) fit by Kernel PDF for Silica 3.

5.2.2.8 Silica Frustule 4

Silica 4 (Figure 5.16) showed significant curvature at the edge as well as many misshapen holes at and approaching the edge. As such, the imaging method was modified to image a slightly smaller area in the center of the frustule with better illumination. Although the number of holes imaged was slightly lower than, e.g. Silica 1 and 3, this approach still allowed for the detection of 420 holes from which a reliable approximation of the radius and edge length distributions could be made. Since many holes were oval-shaped but still had decent contrast, there were 3 instances of overcounting with this frustule and several instances of missed holes, particularly ones near or at the edge) that
were misshapen. However, edge connectivity and circle finding in the center of the frustule was comparable to Silica 1-3.

Figure 5.16. Large area image of entire foramen hole pattern for silica 4 made from stitching all four individual quadrants. SEM images by Nikolay Semenikhin, Sandhage Group, Georgia Tech.

Histograms depicting the radius distribution give a somewhat symmetric looking histogram that is fit well by a normal distribution (mean = 0.64 ± 0.06 µm and kurtosis = 3.29) with comparable mean radius to all silica frustules examined thus far. In terms of the edge length distribution, Figure 5.17c shows, similar to Silica 2, a pronounced tail at larger edge lengths is representative of the appreciable number of vacancies and holes with poor contrast near the edge. Despite the many defects of this frustule the most probable edge length (1.91 µm) is comparable with values obtained for Silica 1-3.
Figure 5.17. Histograms of (a) hole radius distribution (blue) fit by a normal PDF (b) hole radius distribution (green) fit by Kernel PDF (c) edge length distribution (red) fit by Kernel PDF for Silica 4.

5.2.2.9 Silica Frustule 5

Overall, silica 5 (Figure 5.18) was a good quality frustule with a moderate number of vacancies and minimal surface debris, excluding the large chunk found in the lower left quadrant. The relative flatness of the diatom allowed for high contrast between the holes and foramen even close to the perimeter of the frustule. This facilitated the success of hole detection and location to where only a few instances of very small or irregular holes were missed with no overcounting. Analysis of the radius distribution (Figure 5.19a) gave a narrow, symmetric histogram with mean $0.67 \pm 0.06 \, \mu m$, which matches closely with the
most probable radius estimated by the Kernel method (0.68 µm). Further, the edge length
distribution was quite similar to previous frustules.

Figure 5.18. Large area image of entire foramen hole pattern for silica 5 made from
stitching all four individual quadrants. SEM images by Nikolay Semenikhin, Sandhage
Group, Georgia Tech.
Figure 5.19. Histograms of (a) hole radius distribution (blue) fit by a normal PDF (b) hole radius distribution (green) fit by Kernel PDF (c) edge length distribution (red) fit by Kernel PDF for Silica 5.

5.2.2.10 MgO/Si Replica 1

The first of the samples for a higher index replica, MgO/Si 1 (Figure 5.20) gave very dark holes but overall not substantial contrast between holes and the foreground. Additionally, there was some asymmetry in the curvature around the perimeter of the frustule which required some quadrants (lower left and right) to be taken at higher magnification to remove edge effects but still image a large number of holes. However, with careful thresholding during binarization, one can obtain binary images with sufficient contrast so that hole detection resulted in only a few instances of missed holes due to small
size or highly irregular shape. The radius distribution for this replica gave a symmetric distribution that was fit well by a normal PDF (kurtosis = 3.33) to yield a mean radius of 0.62 ± 0.05 μm, matching exactly with Kernel estimated radius and comparable to the average mean radius from Silica 1-5 (0.65 ± 0.02 μm).

Figure 5.20. Large area image of entire foramen hole pattern for MgO/Si 1 made from stitching all four individual quadrants. SEM images by Nikolay Semenikhin, Sandhage Group, Georgia Tech.

The edge length distribution (Figure 5.21c) for this replica gave a smoothly-evolving asymmetric histogram, typical in shape to what was seen for silica frustules were a large, somewhat narrow peak centred at 2.07 μm gives way to a slowly decreasing tail at longer distances. This initial result shows that, so far, a good-quality MgO/Si replica has a similar mean radius and most probable hole-to-hole distances compared to silica frustules
(2.06 ± 0.14 µm). This trend will be further evaluated for the MgO/Si replicas in the following sections and later compared to the even higher index Mg$_2$Si replicas.

Figure 5.21. Histograms of (a) hole radius distribution (blue) fit by a normal PDF (b) hole radius distribution (green) fit by Kernel PDF (c) edge length distribution (red) fit by Kernel PDF for MgO/Si 1.

5.2.2.11 MgO/Si Replica 2

MgO/Si 2 (Figure 5.22) provided excellent contrast between holes and the foramen foreground, facilitating hole detection and providing good quality location with only 3 instances of overcounting when encountering oval-shaped holes and a few missed holes near the edge due to small size, poor contrast from curvature or misshapenness. This translated into symmetric radius histograms (Figure 5.23a) that were well fit by a normal
distribution (kurtosis = 3.01) to give a mean radius of 0.62 ± 0.05 µm. Further, the edge length distribution showed a very minimal tail and gave a most probable edge length (2.05 µm) comparable to MgO/Si 1 and the silica frustules.

Figure 5.22. Large area image of entire foramen hole pattern for MgO/Si 2 made from stitching all four individual quadrants. SEM images by Nikolay Semenikhin, Sandhage Group, Georgia Tech.
Figure 5.23. Histograms of (a) hole radius distribution (blue) fit by a normal PDF (b) hole radius distribution (green) fit by Kernel PDF (c) edge length distribution (red) fit by Kernel PDF for MgO/Si 2.

5.2.2.12 MgO/Si Replica 3

Similar to MgO/Si 2, MgO/Si 3 (Figure 5.24) gave images with nice contrast but had significantly more curvature and thus less contrast toward the edge of the frustule. In this case the smaller holes from the cribrum layer were still visible and with decent contrast, which had the potential to complicate hole detection and skew the distribution. This was avoided by carefully raising the binarization threshold so that only the darkest holes toward the center of the frustule remained. Although this method worked well for this replica, one must be careful not to raise the threshold so much that pixels at the edge of the holes closer
to the valve centre. If improperly adjusted, this could artificially make the holes appear small during hole detection and thus bias the radii toward smaller values. To make sure that the binarization was not biasing the radii, images of gradually increasing binarization thresholds were analyzed and their mean radii were compared to verify what threshold level was removing too many edge pixels from high contrast holes. This analysis yielded a somewhat symmetric histogram (Figure 5.25a-b) that appears to tend toward higher values. A mean radius of 0.61 ± 0.05 µm was obtained by fitting with a normal distribution (kurtosis = 2.78), which matched closely with the Kernel-estimated radius of 0.61 µm. Examination of the edge length histogram shows, much like MgO/Si 2, a smoothly-evolving peak (centred at 2.22) that gives way to a small but gradually decreasing tail.
Figure 5.24. Large area image of entire foramen hole pattern for MgO/Si 3 made from stitching all four individual quadrants. SEM images by Nikolay Semenikhin, Sandhage Group, Georgia Tech.
Figure 5.25. Histograms of (a) hole radius distribution (blue) fit by a normal PDF (b) hole radius distribution (green) fit by Kernel PDF (c) edge length distribution (red) fit by Kernel PDF for MgO/Si 3.

5.2.2.13 MgO/Si Replica 4

Overall, MgO/Si 4 (Figure 5.26) was a good quality replica with substantial contrast between hole and the foreground but suffered from inhomogeneous curvature that resulted in poor contrast for many holes imaged in the top right quadrant. Unlike MgO/Si 3, the cribrum holes in this quadrant did not have appreciable contrast and were largely removed during binarization. Additionally, most of these smaller holes had poor contrast and were not seen by the hole detection algorithm, minimising false positives. Despite this, the optimized hole detection parameters gave one false positive due to a grouping of dark
foreground pixels in the top left quadrant close to the center of the frustule. Outside of this false positive, hole detection was generally successful only missing seven irregularly large or small holes, most of which were toward lower contrast regions close to the edge.

Figure 5.26. Large area image of entire foramen hole pattern for MgO/Si 4 made from stitching all four individual quadrants. SEM images by Nikolay Semenikhin, Sandhage Group, Georgia Tech.

Consistent with the MgO/Si replicas analyzed thus far, MgO/Si 4 gave a radius data set (Figure 5.27a) fit nicely by a normal distribution (kurtosis = 3.43) to give a mean radius of $0.59 \pm 0.05 \, \mu m$, matching closely with the kernel estimated radius of $0.58 \, \mu m$. Continuing the trend of the MgO/Si replicas examined thus far, MgO/Si 4 gives a fair narrow edge length distribution centred at $2.04 \, \mu m$ with a minimal tail at longer lengths.
This suggests that the MgO/Si replicas picked for this analysis likely possess fewer vacancies than the group of silica frustules.

![Histograms](image)

**Figure 5.27.** Histograms of (a) hole radius distribution (blue) fit by a normal PDF (b) hole radius distribution (green) fit by Kernel PDF (c) edge length distribution (red) fit by Kernel PDF for MgO/Si 4.

5.2.2.14 MgO/Si Replica 5

Overall, the MgO/Si 5 (Figure 5.28) replica gave a nice quality frustule with a uniform hole pattern. However, like MgO/Si 3, nonuniform curvature at the edge of the frustule resulted in significant loss of contrast for holes that approach the edge. In this case, the cribrum holes had enough contrast to survive binarization, despite numerous attempts to remove via careful thresholding, to give small clusters of holes, which were found by
the hole detection algorithm and biased the radius data set. To avoid this issue, the image was manually edited in ImageJ FIJI© using the drawing tools to erase the cribrum holes at the edge. Other aspects of the image were manually cleaned up in this stage, such as salt and pepper noise and other dark pixels associated with the foreground that survived binarization. It is stressed that at no point in this manual cleaning process were any pixels associated with high index holes edited in any way. The manually edited image was then saved as its own unique image and run through the hole detection algorithm once more. During the editing process the pixel/distance ratio of the image was left unchanged to maximize agreement with other quadrants in this frustule as well as other frustules and replicas. Outside of the manually removed holes, the hole detection algorithm on missed 2 holes among all quadrants due to extremely small size and misshapenness.
Figure 5.28. Large area image of entire foramen hole pattern for MgO/Si 5 made from stitching all four individual quadrants. SEM images by Nikolay Semenikhin, Sandhage Group, Georgia Tech.

The radius distribution or MgO/Si 5 gave a somewhat symmetric histogram (Figure 5.29) that was fit reasonably by a normal distribution (mean = 0.56 ± 0.04 µm and kurtosis = 4.54), but not as well compared to previous MgO/Si replicas. Further analysis showed that the mean radius matched well with most probable one estimated by the kernel method (0.55 µm), where the kernel PDF was noticeably normal in appearance with a slightly elongated tail toward higher radius values. Regarding the edge length distribution, MgO/Si 5 proved to be consistent with all MgO/Si replicas examined in this study giving a similar-looking histogram centred at 2.06 µm with minimal long-distance tail.
Figure 5.29. Histograms of (a) hole radius distribution (blue) fit by a normal PDF (b) hole radius distribution (green) fit by Kernel PDF (c) edge length distribution (red) fit by Kernel PDF for MgO/Si 5.

5.2.2.15 Mg$_2$Si Replica 1

The first of the Mg$_2$Si replicas (Figure 5.30) was a nice quality frustule with high hole density, even surface illumination, and good hole-foreground contrast leading up to the edges of the frustule. Aside from a large piece of debris between the top and bottom right quadrants, the surface debris was minimal and a nearly all holes were quite circular. As a result, all holes other than those cut off by the edge of the image were found. Analysis of the radius distribution gave a slightly asymmetric histogram tending toward larger radii which contributed to the data set bordering on normality (kurtosis = 4.13). The normal
mean obtained was $0.66 \pm 0.04 \, \mu m$, close in value to the kernel estimated radius (0.64 \, \mu m).

Despite the large debris fragment in the middle of the frustule, Figure 5.31c shows a fairly narrow edge length distribution centred at $2.04 \, \mu m$ with a minimal tail at longer lengths. Such a narrow distribution and lack of a tail adequately describes the characteristics of the pore pattern of this replica in that, relative to the other frustules and replicas examined thus far, the limited number of vacancies and high degree of uniformity in hole size, spacing and density over a large area of the frustule surface minimizes the variance.

![Figure 5.30. Large area image of entire foramen hole pattern for Mg$_2$Si 1 made from stitching all four individual quadrants. SEM images by Nikolay Semenikhin, Sandhage Group, Georgia Tech.](image)

Figure 5.30. Large area image of entire foramen hole pattern for Mg$_2$Si 1 made from stitching all four individual quadrants. SEM images by Nikolay Semenikhin, Sandhage Group, Georgia Tech.
Figure 5.31. Histograms of (a) hole radius distribution (blue) fit by a normal PDF (b) hole radius distribution (green) fit by Kernel PDF (c) edge length distribution (red) fit by Kernel PDF for Mg$_2$Si 1.

5.2.2.16 Mg$_2$Si Replica 2

Compared to Mg$_2$Si 1, this replica (Figure 5.32) has noticeably more vacancies and more oval-shaped holes, although the hole pattern was still generally quite uniform and with good contrast between holes and the foramen layer. For the top left quadrant, a group of ca. 25 holes near the edge of frustule were consistently double counted during hole detection in a way that could significantly skew the distribution. Like MgO/Si 5, these holes were manually removed so that they would not interfere during hole detection and thus eventually bias the edge lengths toward shorter distances. Despite this, nearly all holes
that were reasonably captured within the frame of the image were detected. Together the
data from all quadrants gave symmetric radius distribution (Figure 5.33a) that was fit well
by a normal PDF (kurtosis = 3.73) to give a mean 0.67 ± 0.05 µm close to that of Mg$_2$Si 1
and the average for silica frustules (0.65 ± 0.02 µm) and MgO/Si replicas (0.60 ± 0.03 µm).
Turning to the edge length histogram, as anticipated, this plot shows a more pronounced
long-distance tail than that of Mg$_2$Si 1 and, when considering only the primary band, the
variance is slightly greater. This comparison is notable because it is a clear example of two
patterns that are largely similar but differ significantly in one aspect – the number of
vacancies. Similar analysis was explored in Silica 2, but this example however this sample
have significant bimodal character in its distribution. The difference highlighted here is
subtler, giving an example of the triangulation methods sensitivity to relatively small
number overall changes in a given structural parameter.
Figure 5.32. Large area image of entire foramen hole pattern for Mg$_2$Si made from stitching all four individual quadrants. SEM images by Nikolay Semenikhin, Sandhage Group, Georgia Tech.
Figure 5.33. Histograms of (a) hole radius distribution (blue) fit by a normal PDF (b) hole radius distribution (green) fit by Kernel PDF (c) edge length distribution (red) fit by Kernel PDF for Mg$_2$Si 2.

5.2.2.17 Mg$_2$Si Replica 3

Mg$_2$Si 3 (Figure 5.34) shows comparable hole density and contrast to Mg$_2$Si 2 but has a greater degree of curvature, resulting in more holes at the edges having poor contrast. In intermediate cases like the top right quadrant, a small group (7-8) of misshapen holes with poor contrast were necessarily removed in a similar manner to MgO/Si 5 and Mg$_2$Si 2. Also, there is a noticeable crack in the top right corner of the bottom left quadrant that was not detected as a hole. The radius distribution (Figure 5.35a) from this set of images gave a symmetric histogram fit well by a normal distribution (kurtosis = 2.68) to yield a
mean radius of 0.68 ± 0.05 µm. The mean value is close to the kernel estimated value (0.67 µm) and the values seen in the two previous Mg$_2$Si replicas. The edge length distribution gave a reasonable histogram, typical of the histograms seen thus far for frustules of similar hole density and number of vacancies with a most probable edge length of 2.24 µm.

Figure 5.34. Large area image of entire foramen hole pattern for Mg$_2$Si 3 made from stitching all four individual quadrants. SEM images by Nikolay Semenikhin, Sandhage Group, Georgia Tech.
Figure 5.35. Histograms of (a) hole radius distribution (blue) fit by a normal PDF (b) hole radius distribution (green) fit by Kernel PDF (c) edge length distribution (red) fit by Kernel PDF for Mg$_2$Si 3.

5.2.2.18 Mg$_2$Si Replica 4

Mg$_2$Si 4 (Figure 5.36) was a good quality replica with little surface debris and a uniform pore pattern with few vacancies. All quadrants gave a multitude of holes with good contrast despite some uneven curvature in the top and bottom right quadrants that caused poor contrast in holes close to the edges. With careful binarization, the cribrum holes beneath these foramen holes are removed from the to avoid detection while only missing two misshapen holes in the upper right quadrant. The radius histogram for this data set (a) gave a distribution somewhat asymmetric in appearance, tending toward larger radii. When
it with a normal PDF this data set fit reasonably well (kurtosis = 2.78) with a mean radius of 0.58 ± 0.05 µm, which was smaller than that of the other Mg$_2$Si replicas analyzed thus far. However, this mean radius was not significantly different than the most probable radius estimated by the Kernel method (0.59 µm). For the edge length distribution, Mg$_2$Si 4 gave smooth and narrow histogram centred at 2.50 µm with a small tail to longer distances. Similar to Mg$_2$Si 1, this is indicative of uniform hole density over a large area of the foramen surface and minimal vacancies.

Figure 5.36. Large area image of entire foramen hole pattern for Mg$_2$Si 4 made from stitching all four individual quadrants. SEM images by Nikolay Semenikhin, Sandhage Group, Georgia Tech.
Figure 5.37. Histograms of (a) hole radius distribution (blue) fit by a normal PDF (b) hole radius distribution (green) fit by Kernel PDF (c) edge length distribution (red) fit by Kernel PDF for Mg$_2$Si 4.

5.2.2.19 Mg$_2$Si Replica 5

The last of the Mg$_2$Si replicas (Figure 5.38) was a good quality frustule having good hole-foreground contrast with minimal surface debris and even illumination. Except for 2-3 poor contrast holes in the lower left quadrant close to the curving edge, circle detection readily located all holes fully within the image frame and only missed two misshapen holes of small size between the top and bottom left quadrant. This yielded a symmetric radius distribution (Figure 5.39a) which, when fit by a normal PDF gave a mean radius of $0.60 \pm 0.05 \, \mu m$ (kurtosis = 2.86) that was comparable to the most probable radius estimated by
the Kernel method (0.59 µm). Like the previous Mg$_2$Si replicas with uniform hole density, the edge length distribution for this frustule was quite narrow with a peak centre of 2.31 µm and minimal counts along faint tail of the PDF toward longer edge lengths.

Figure 5.38. Large area image of entire foramen hole pattern for Mg$_2$Si 5 made from stitching all four individual quadrants. SEM images by Nikolay Semenikhin, Sandhage Group, Georgia Tech.
Figure 5.39. Histograms of (a) hole radius distribution (blue) fit by a normal PDF (b) hole radius distribution (green) fit by Kernel PDF (c) edge length distribution (red) fit by Kernel PDF for Mg$_2$Si 5.

5.2.2.20 Assessment of Hole Pattern Images and Statistical Analysis Using the Quadrant Method

A summary of the results for the statistical pore pattern analysis of 5 frustules of each material (i.e. silica, MgO/Si, Mg$_2$Si) is provided in Table 5.1 and Table 5.2. Focusing first on hole size, there were no significant differences between native frustules or either of their higher index replica based on the similarity in the magnitude of the mean radius for each material. This finding is corroborated by nearly identical values found via KDE, which assumes no symmetry or parametric relationship and thus better account for
asymmetries in the data set. At first glance, the standard deviations for the mean radius of individual frustules and the average value reported for each material are surprisingly narrow. Considering that the typical resolution of the images analyzed with this hole detection-triangulation method was in the 26-37 nm/pixel range, the baseline uncertainty in estimated radii is ca. 4-6% assuming a typical hole radius of 0.63 µm derived from the data in Table 5.1.

Table 5.1. Radius data obtained from the quadrant image analysis method.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Mean Radius Normal (µm)*</th>
<th>Skew</th>
<th>Kurtosis</th>
<th>MP Radius Kernel (µm)**</th>
<th>No. Holes</th>
</tr>
</thead>
<tbody>
<tr>
<td>SiO₂ 1</td>
<td>0.64 ± 0.05</td>
<td>0.18</td>
<td>3.59</td>
<td>0.64</td>
<td>985</td>
</tr>
<tr>
<td>SiO₂ 2</td>
<td>0.66 ± 0.07</td>
<td>0.77</td>
<td>4.94</td>
<td>0.65</td>
<td>627</td>
</tr>
<tr>
<td>SiO₂ 3</td>
<td>0.62 ± 0.05</td>
<td>-0.07</td>
<td>2.56</td>
<td>0.64</td>
<td>818</td>
</tr>
<tr>
<td>SiO₂ 4</td>
<td>0.64 ± 0.06</td>
<td>-0.04</td>
<td>3.26</td>
<td>0.67</td>
<td>420</td>
</tr>
<tr>
<td>SiO₂ 5</td>
<td>0.67 ± 0.06</td>
<td>0.13</td>
<td>4.28</td>
<td>0.68</td>
<td>752</td>
</tr>
<tr>
<td>Average</td>
<td>0.65 ± 0.02</td>
<td></td>
<td>3.73 ± 0.82</td>
<td>0.65 ± 0.02</td>
<td></td>
</tr>
<tr>
<td>MgO/Si 1</td>
<td>0.62 ± 0.05</td>
<td>-0.03</td>
<td>3.33</td>
<td>0.62</td>
<td>698</td>
</tr>
<tr>
<td>MgO/Si 2</td>
<td>0.62 ± 0.05</td>
<td>0.08</td>
<td>3.01</td>
<td>0.62</td>
<td>850</td>
</tr>
<tr>
<td>MgO/Si 3</td>
<td>0.61 ± 0.05</td>
<td>-0.20</td>
<td>2.78</td>
<td>0.61</td>
<td>677</td>
</tr>
<tr>
<td>MgO/Si 4</td>
<td>0.59 ± 0.05</td>
<td>0.22</td>
<td>3.43</td>
<td>0.58</td>
<td>872</td>
</tr>
<tr>
<td>MgO/Si 5</td>
<td>0.56 ± 0.04</td>
<td>0.75</td>
<td>4.54</td>
<td>0.55</td>
<td>764</td>
</tr>
<tr>
<td>Average</td>
<td>0.60 ± 0.03</td>
<td></td>
<td>3.42 ± 0.61</td>
<td>0.60 ± 0.03</td>
<td></td>
</tr>
<tr>
<td>Mg₂Si 1</td>
<td>0.66 ± 0.04</td>
<td>0.42</td>
<td>4.13</td>
<td>0.64</td>
<td>989</td>
</tr>
<tr>
<td>Mg₂Si 2</td>
<td>0.67 ± 0.05</td>
<td>-0.10</td>
<td>3.73</td>
<td>0.67</td>
<td>691</td>
</tr>
<tr>
<td>Mg₂Si 3</td>
<td>0.68 ± 0.05</td>
<td>0.21</td>
<td>2.68</td>
<td>0.67</td>
<td>713</td>
</tr>
<tr>
<td>Mg₂Si 4</td>
<td>0.58 ± 0.05</td>
<td>-0.18</td>
<td>2.78</td>
<td>0.60</td>
<td>678</td>
</tr>
<tr>
<td>Mg₂Si 5</td>
<td>0.60 ± 0.05</td>
<td>0.12</td>
<td>2.86</td>
<td>0.59</td>
<td>816</td>
</tr>
<tr>
<td>Average</td>
<td>0.64 ± 0.03</td>
<td></td>
<td>3.24 ± 0.58</td>
<td>0.64 ± 0.04</td>
<td></td>
</tr>
</tbody>
</table>

*95% Confidence  **MP stands for “Most Probable”

At this point in the analysis it is salient to discuss what this means in terms of the accuracy of the radii estimated by the hole detection and what physically meaningful information can be taken from these results. To quickly reiterate some previously mentioned points, due to the immense complexity of the frustule structure and the hundreds
or thousands of holes contained therein, assumptions were made to simplify the theoretical basis on which these calculations are based. Although potentially heuristic, the objective for this study was to obtain as close to a quantitative estimate of the mean hole size for each sample as possible while analysing larger area images with moderate resolution. It was hypothesized that sampling many holes from good-quality images with moderate resolution can overcome the lack of fine resolution which can only be achieved when imaging smaller sets of holes if one could carefully analyze the large data set statistically.

This began by defining a simple geometric quantity that would adequately describe the shape of each detected hole. To put this quantity in the simplest of terms, a critical assumption was made: that all holes detected were perfectly circular. From the diatom images shown in previous sections, there are always a small-to-moderate number oval-like or misshapen holes present on the diatom surface and possibly cracks that appear like holes to a computer. However, this computational limitation was accounted for considering that the vast majority of the holes that are detected by the algorithm are reasonably circular and will dominate the data set such that the sampling of even moderate numbers (potentially dozens) of non-circular features will not significantly skew the radius distribution. Although a ratio of “good”-to-“bad” holes is difficult to quantify, the collective observations of the individual frustules in previous sections show that, in the worst of cases where 20 holes out of total 750 holes are considered “bad” due to misshapenness, the ratio of “good”:”bad” holes is approximately 37.5:1. For frustules with relatively uniform hole size and few structural defects or debris, like Mg$_2$Si 1, this ratio could increase by an order of magnitude.
The above assumption holds if there is sufficient resolution to capture small variations in hole radii and that image binarization is performed at the lowest possible threshold so little-to-no edge pixels are lost and one prevents the artificial shrinking holes. Returning briefly to the discussion of variance in the obtained data sets, the standard deviations for the radius of individual frustules, typically in the ± 40-70 nm range, are approximately 1.5-2 times that of the fundamental limit set by the typical resolution of the image (26-37 nm). Although it is difficult to define quantitatively, visually, one can observe that careful binarization allowed for the accurate preservation of holes size in binary images as is shown in Figure 5.40 with minimal foreground noise.

![Figure 5.40](image.png)

*Figure 5.40. (Left) Grayscale image of holes in MgO/Si replica (Right) Binarized image of the same hole set. SEM images by Sunghwan Hwang, Sandhage Group, Purdue.*

The uncertainty of hole size estimation is assumed to be limited by the resolution of the original grayscale image. This suggests that, although the standard deviations in the data sets are close to the resolution limit, they are likely large enough to be considered distinguishable from the baseline fluctuations in pixel density during the binarization.
process, i.e. the possibility that two neighboring pixels with grayscale values just different enough for one to move to the foreground upon binarization and the other not. Based on this admittedly sizeable set of assumptions, the accuracy of the estimated radii and their corresponding standard deviations are considered consistent with the physical dimensions of a given frustule pore pattern but not a quantitative calculation of these values. The work presented here is considered a semiquantitative estimate that provides descriptive statistics about appreciable differences (± 10% or greater) between the pore patterns of different diatoms and an approximate measure of hole pattern uniformity based on the spread of the data and features of the histogram, such as symmetry and normality. A simple solution to this is to increase magnification while imaging to increase the pixel/distance ratio, however, this comes at the cost of imaging less holes, requiring more post processing, binarization, and analysis time. Since the current data set gave a reasonable approximation to the hole size distribution, no further analysis was done with images of higher resolution.

Returning to the analysis of the radii data in Table 5.1, the percent difference in the average mean radius obtained from a normal distribution between any combination of materials was ≤ 8%. Given the care with which SEM images were taken to ensure that samples had comparable contrast and magnification, the agreement between values corroborates the quality of shape preservation and confirms that there are only subtle (< ± 10%) between the mean radius of holes as a function of foramen material identity. The implications of this on focusing trends observed from imaging in the visible and NIR will be discussed further in section 6.2.2.2.

The analysis of most probable hole-to-hole distances obtained from the distribution of edge lengths are less straightforward to assess from an accuracy standpoint, considering
that the distances can change depending on the connectivity. However, given the success with which the CHT located hole center positions and the relatively comparable hole density among the frustules analyzed (estimated based on the number of holes sampled for diatoms of similar overall diameter from Table 5.1), the large numbers of edge lengths sampled will afford a semiquantitative estimate of the hole-to-hole distances for individual frustules that provides satisfactory evidence for whether there are gross differences (± 10% or greater) between hole-to-hole distances of individual frustules. The most probable hole-to-hole distance for each frustule and the number of holes sampled are summarized in Table 5.2.

Table 5.2. Edge Length data obtained from quadrant analysis method.

<table>
<thead>
<tr>
<th></th>
<th>SiO₂ 1</th>
<th>SiO₂ 2</th>
<th>SiO₂ 3</th>
<th>SiO₂ 4</th>
<th>SiO₂ 5</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>MP H-H</strong>*</td>
<td>1.95</td>
<td>2.02</td>
<td>2.29</td>
<td>1.91</td>
<td>2.14</td>
<td>2.06 ± 0.14</td>
</tr>
<tr>
<td>Distance (µm)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No. of Edges</td>
<td>2849</td>
<td>1790</td>
<td>2351</td>
<td>1180</td>
<td>2157</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>MgO/Si 1</th>
<th>MgO/Si 2</th>
<th>MgO/Si 3</th>
<th>MgO/Si 4</th>
<th>MgO/Si 5</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>MP H-H</strong>*</td>
<td>2.07</td>
<td>2.05</td>
<td>2.22</td>
<td>2.04</td>
<td>2.06</td>
<td>2.09 ± 0.06</td>
</tr>
<tr>
<td>Distance (µm)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No. of Edges</td>
<td>2003</td>
<td>2457</td>
<td>1938</td>
<td>2514</td>
<td>2201</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Mg₂Si 1</th>
<th>Mg₂Si 2</th>
<th>Mg₂Si 3</th>
<th>Mg₂Si 4</th>
<th>Mg₂Si 5</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>MP H-H</strong>*</td>
<td>2.04</td>
<td>2.29</td>
<td>2.24</td>
<td>2.50</td>
<td>2.31</td>
<td>2.28 ± 0.15</td>
</tr>
<tr>
<td>Distance (µm)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No. of Edges</td>
<td>2861</td>
<td>1976</td>
<td>2043</td>
<td>1929</td>
<td>2343</td>
<td></td>
</tr>
</tbody>
</table>

*MP H-H stands for “Most Probable Hole-to-Hole”

Generally, the arithmetic mean of the most probable hole-to-hole distance was comparable across all materials. Native silica frustules and MgO/Si replicas showed nearly identical (ca. 1% difference) average values. The greatest difference observed was between
the average value of Mg$_2$Si and Silica (10% difference). Based on this estimation, it appears that, while there are no gross differences (>10%) between frustules of different materials, there is a non-negligible difference between the lower index materials (silica and MgO/Si) and the highest index material, Mg$_2$Si. This may be related to a slight expansion in the diameter of the frustule related to a volume expansion upon the addition of a larger metal (Mg) once fully converted. Visually this can be seen in Figure 5.41 where the diameter of the Mg$_2$Si replica was found to be ca. 16% greater than that of the silica frustule. The significance of this on the focusing behavior of individual diatoms will be discussed in section 6.2.2.2.

5.2.2.21 Analysis of Same Hole Set Through Each Conversion Stage and Comparison to Quadrant Data

Initial analysis of hole shape preservation at different stages of conversion were performed by imaging smaller groups of holes (15) and measuring their radii manually in ImageJ®. This data, summarized in Table 5.3, provided a data set that passed a t-test (at the 0.05 level) to show there were no significant differences between the change in radius of the same 15 holes tracked through each step of the conversion. One critical assumption for the t-test validation method is that the sample data follows a normal distribution. This is corroborated by the radius distributions in previous sections consistently showing normal-like behavior and is a valid assumption. However, given that only 15 holes were sampled, a supporting investigation was done using the hole detection/triangulation approach to determine if this trend can be validated using a method that can sample a larger number of holes in a short amount of time (minutes) and if the two different methods would yield similar results. In doing so, images of a section with ca. 170 holes at each stage of
conversion en route to making Mg$_2$Si 5 (Figure 5.42) were analyzed with the hole
detection-triangulation algorithm describe in previous sections.

Table 5.3. Manually calculated change in hole size at different stages of diatom frustule
conversion. Data provided by Sunghwan Hwang, Sandhage Group, Purdue.

<table>
<thead>
<tr>
<th>SiO$_2$</th>
<th>MgO/Si</th>
<th>Change from SiO$_2$ to MgO/Si</th>
<th>Si</th>
<th>Change from MgO/Si to Si</th>
<th>Mg$_2$Si</th>
<th>Change from Si to Mg$_2$Si</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.39 µm</td>
<td>1.36 µm</td>
<td>-30 nm</td>
<td>1.42 µm</td>
<td>+60 nm</td>
<td>1.35 µm</td>
<td>-70 nm</td>
</tr>
<tr>
<td>1.48 µm</td>
<td>1.48 µm</td>
<td>0 nm</td>
<td>1.50 µm</td>
<td>+20 nm</td>
<td>1.5 µm</td>
<td>0 nm</td>
</tr>
<tr>
<td>1.51 µm</td>
<td>1.48 µm</td>
<td>-30 nm</td>
<td>1.53 µm</td>
<td>+50 nm</td>
<td>1.48 µm</td>
<td>-50 nm</td>
</tr>
<tr>
<td>1.23 µm</td>
<td>1.23 µm</td>
<td>0 nm</td>
<td>1.24 µm</td>
<td>+10 nm</td>
<td>1.21 µm</td>
<td>-30 nm</td>
</tr>
<tr>
<td>1.46 µm</td>
<td>1.39 µm</td>
<td>-70 nm</td>
<td>1.42 µm</td>
<td>+30 nm</td>
<td>1.4 µm</td>
<td>-20 nm</td>
</tr>
<tr>
<td>1.42 µm</td>
<td>1.40 µm</td>
<td>-20 nm</td>
<td>1.40 µm</td>
<td>0 nm</td>
<td>1.41 µm</td>
<td>+10 nm</td>
</tr>
<tr>
<td>1.15 µm</td>
<td>1.17 µm</td>
<td>+20 nm</td>
<td>1.13 µm</td>
<td>-40 nm</td>
<td>1.15 µm</td>
<td>+20 nm</td>
</tr>
<tr>
<td>1.29 µm</td>
<td>1.30 µm</td>
<td>+10 nm</td>
<td>1.32 µm</td>
<td>+20 nm</td>
<td>1.32 µm</td>
<td>0 nm</td>
</tr>
<tr>
<td>1.34 µm</td>
<td>1.32 µm</td>
<td>-20 nm</td>
<td>1.35 µm</td>
<td>+30 nm</td>
<td>1.34 µm</td>
<td>-10 nm</td>
</tr>
<tr>
<td>1.25 µm</td>
<td>1.29 µm</td>
<td>+40 nm</td>
<td>1.26 µm</td>
<td>-30 nm</td>
<td>1.18 µm</td>
<td>-60 nm</td>
</tr>
<tr>
<td>1.43 µm</td>
<td>1.44 µm</td>
<td>+10 nm</td>
<td>1.40 µm</td>
<td>-40 nm</td>
<td>1.47 µm</td>
<td>+70 nm</td>
</tr>
<tr>
<td>1.46 µm</td>
<td>1.43 µm</td>
<td>-30 nm</td>
<td>1.42 µm</td>
<td>-10 nm</td>
<td>1.42 µm</td>
<td>0 nm</td>
</tr>
<tr>
<td>1.15 µm</td>
<td>1.13 µm</td>
<td>-20 nm</td>
<td>1.11 µm</td>
<td>-20 nm</td>
<td>1.13 µm</td>
<td>+20 nm</td>
</tr>
<tr>
<td>1.34 µm</td>
<td>1.29 µm</td>
<td>-50 nm</td>
<td>1.28 µm</td>
<td>-10 nm</td>
<td>1.25 µm</td>
<td>-30 nm</td>
</tr>
<tr>
<td>1.46 µm</td>
<td>1.46 µm</td>
<td>0 nm</td>
<td>1.48 µm</td>
<td>+20 nm</td>
<td>1.46 µm</td>
<td>-20 nm</td>
</tr>
</tbody>
</table>

Average change* (nm) | -13 ± 16 | +6 ± 17 | -13 ± 21
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Results for this analysis are summarized in Table 5.4. Upon calculating the change in radius at each stage of conversion, the magnitude of the change at each step was comparable to the resolution of the image (ca. 26 nm). Unlike the data analyzed in section 5.2.2.20, this difference is likely not distinguishable from pixel density fluctuations during binarization and thus one cannot assume that the values obtained are physically realistic. This was evident in the net change accounting for all conversion steps (-0.0009 \( \mu m \)) which, when rounded to the proper significant figure gives an ambiguous value of 0.00 \( \mu m \). A similar value was predicted by the Kernel method.

Figure 5.41. SEM images of (a) native silica valve (b) MgO/Si replica (c) porous silicon replica (d) Mg\(_2\)Si replica of Mg\(_2\)Si 5. SEM images by Sungwhan Hwang, Sandhage Group, Purdue.
While it is not surprising that the difference between conversion stages yielded small changes in radius, this also does not properly assess this method’s ability to accurately quantify these results. This could be related to a smaller sample size, an important aspect of this method, where the number of holes sampled for this trial study was one-fourth the size of a normal data set. However, the nonphysical nature of the results
could also indicate that the resolution for this set of images was less than what was required to accurately capture small variations in hole sizes.

Table 5.4. Comparison of data from all stages of conversion for section of Mg$_2$Si 5.

<table>
<thead>
<tr>
<th></th>
<th>SiO$_2$</th>
<th>MgO/Si</th>
<th>Si</th>
<th>Mg$_2$Si</th>
<th>Net Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean Radius Normal ($\mu$m)</td>
<td>0.63</td>
<td>0.60</td>
<td>0.62</td>
<td>0.63</td>
<td></td>
</tr>
<tr>
<td>MP Radius Kernel ($\mu$m)</td>
<td>0.65</td>
<td>0.63</td>
<td>0.64</td>
<td>0.65</td>
<td></td>
</tr>
<tr>
<td>MP H-H Distance ($\mu$m)</td>
<td>2.14</td>
<td>2.19</td>
<td>2.17</td>
<td>2.30</td>
<td></td>
</tr>
<tr>
<td>No. Holes</td>
<td>168</td>
<td>164</td>
<td>158</td>
<td>137</td>
<td></td>
</tr>
<tr>
<td>No. Edges</td>
<td>481</td>
<td>471</td>
<td>451</td>
<td>388</td>
<td></td>
</tr>
<tr>
<td>Radius Normal* Difference ($\mu$m)</td>
<td>-0.0280</td>
<td>0.0135</td>
<td>0.0136</td>
<td>-0.0009</td>
<td></td>
</tr>
<tr>
<td>Radius Kernel* Difference ($\mu$m)</td>
<td>-0.0255</td>
<td>0.0110</td>
<td>0.0143</td>
<td>-0.0002</td>
<td></td>
</tr>
<tr>
<td>H-H Difference* ($\mu$m)</td>
<td>0.0520</td>
<td>-0.0221</td>
<td>0.1344</td>
<td>0.1643</td>
<td></td>
</tr>
</tbody>
</table>

*Values for these quantities are based on raw data given to four decimal places. Resolution for these images was $\pm26$ nm, final reported values are rounded to the hundredths place.

5.2.3 Summary and Conclusions

The worked detailed in this section presented the development and application of an algorithm involving a circle locating program, made possible through CHTs, and a Delaunay triangulation method for the analysis of SEM images of diatom foramen pore patterns. For SEMs with high contrast between holes and the material of the foreground, it was found that the CHT can accurately locate circle centers of judiciously binarized images with minimal post processing, in the majority of cases after binarization, that allows one to obtain physically-consistent estimates of the radius for each hole and the connectivity between neighboring holes. Through careful analysis, pseudo-normal distributions of radii were obtained and were found not to differ considerably when compared against KDE fits.
that assume no parametric distribution or symmetry constraints. This, however, was not true for distributions of edge lengths, which followed an asymmetric distribution characterized by having a slowly decaying tail toward longer edge lengths. These data sets were analyzed by a KDE and thus provide an empirical PDF from which the most probably edge length values for each frustules or replica could be obtained. From this, descriptive statistics were obtained regarding the average mean radii and most probable edge lengths and found that, for both quantities, there were no significant differences (i.e. ≥ 10%) between diatom frustules and replicas in reference to the differences seen in imaging measurements (section 6.2.2.2). This was attributed to high-quality shape preservation achieved by carefully controlling reaction conditions through the various stages of conversion for diatom frustule and their high index replicas.

5.2.4 Experimental Details

5.2.4.1 Scanning Electron Microscopy for Imaging and Hole Pattern Statistics

High resolution and high contrast imaging of diatom and replica frustules for hole pattern statistics was accomplished using a Zeiss Ultra 60 FE-SEM. For high contrast images, all samples were imaged with an accelerating voltage of 10kV. Typical magnification was 7000x for quadrant images and 2170-3170x for whole frustule images with an aperture size of 30.00 µm. Typical scan speed was 3-5.

5.2.4.2 Gold/Palladium Sputtering for Metallization of Silica Diatom Frustules

Metallization of silica diatom frustules was achieved by sputter coating of 60:40 Gold:Palladium thin film using a Hummer 6 Sputtering System. Successful deposition
conditions involved keeping vacuum pressure below 200 mTorr during sputtering with constant flow of Argon gas for plasma with and constant operating current of 25 A for 3 minutes. Since this process is manual, coating thickness will vary sample-to-sample. However, estimated coating thickness is 40-50 nm.

5.3 Ellipsometry Measurements and Modelling of Solution Processed Silica, MgO/Si, and Mg₂Si Films

5.3.1 Background and Experimental Approach

To accurately account for the effect of refractive index on the optical properties (theory discussed in section 2.4) of natural silica frustules and their high index replicas, ellipsometry measurements were conducted to determine the dispersion curves for these materials in the 500 – 1100 nm wavelength range. Since these films were made from fired TEOS films obtained via spin coating, experimentally confirming the wavelength dependence of these materials is important because: 1) Little-to-no experimental data exists for MgO/Si and Mg₂Si films made under similar reaction conditions and 2) The index of a material, particularly thin films, can vary appreciably depending on the processing or reaction conditions. As such, careful attention will be given to characterizing the dispersion curves for the lowest index material - silica, from which MgO/Si and Mg₂Si films are made – and gauging the agreement with literature. This is to ensure that, after firing, a uniform dense layer of amorphous silica is formed with reasonable surface roughness. To confirm this, multiple models will be applied in the 500-1100 nm wavelength range, including: a single layer (with regard to the layer on top of the sapphire substrate) fit by a Sellmeier
equation derived the literature [133], graded layer (testing density gradients), or multilayers (extreme and unlikely case of stratified layers).

Since information about the optical properties of MgO/Si is limited, obtaining a well-fitting model for this material over the range of 500-1100 nm will be pursued. For composite materials such as MgO/Si, a common model used to estimate the overall dielectric function, and real (n) and imaginary (k) components therein, is an effective medium approximation (EMA, discussed in section 2.3.4). To obtain index information, this analysis is done programmatically in the ellipsometry instrument software where one specifies the expected composition ratio in terms of percentage, as well as other parameters such as thickness, roughness, and absorption coefficient (if known). To match as closely to the composition of the film as possible, a mixture of 65% MgO and 35% Si will be assumed, which agrees well with the expected ratio of molar volumes and was confirmed previously by energy-dispersive X-ray spectroscopy (EDX). If this modelling method is unsuccessful, alternate models, such as those mentioned previously for silica, will be tested. Similar analysis will be carried out for even higher index films of Mg$_2$Si.

5.3.2 Results and Discussion

Initial ellipsometry measurements on silica and MgO/Si films yielded \( \Psi \) and \( \Delta \) spectra with strong oscillations, which caused ambiguity in the modelling of the film layers. These oscillations likely come from the anisotropy of sapphire facilitating strong reflections (potentially coherent) from the back surface of the substrate, despite the accurate modelling of the double side polished sapphire substrate; i.e. index estimated within \( \pm 0.001 \) of literature. [266] Another possibility is that there are variations in the
density of silica and MgO/Si or nonuniform boundaries between the film and substrate that could cause some scattering or interference fringes. Working under the coherent back reflections hypothesis, the back surface of each substrate was roughened thoroughly with a diamond scribe, with the expectation that a roughened back surface will result in more diffuse reflections rather than specular ones and reduce or eliminate the oscillations. Although it did not completely eliminate the oscillations, roughening satisfactorily reduced the waviness in the scans allowing for an acceptable fit.

The dispersion curve for the silica thin film made by firing a spun coated tetraethyl orthosilicate (TEOS) film matched well with curves from the literature (within ±0.01) with a moderately low MSE (23) when modelled as a bilayer film with sapphire as the substrate and silica as the top layer and fit with a Sellmeier dispersion relation. [133, 267] Due to the high IR transparency for silica, more light reaches the back surface of the sapphire substrate and likely causes stronger oscillations when compared to the less IR-transmissive MgO/Si (Figure 5.43a). In addition to this, the discrepancy between the index of this film and the literature could also be ascribed to thickness variations, as evidenced by coloration in the film from interference fringes. Given the beam size is ca. 3 mm in diameter, it is feasible for a thickness gradient to be sampled during measurement. These issues could also be responsible for the slight difference in roughness estimated by ellipsometry (4 nm) and AFM (9 nm). For synthetic film focal imaging, the measurement area is small (ca. 100x100 µm²) and thus thickness variations are less likely a factor. The literature curve was used for simulation purposes for better spectral resolution and consistency when comparing simulations to experimental data. [267]
Figure 5.43. Plot of (a) transmittance spectra for thin films of silica, MgO/Si, and Mg$_2$Si (b) dispersion curves over 550-1100 nm for MgO from literature, MgO/Si from ellipsometry and Si from literature.

Ellipsometry measurements for the lesser-known MgO/Si material gave smoother-looking spectra than silica, which is attributed to greater reflectance because of the increased refractive index and optical density in the visible and NIR that removes much of the effects from the sapphire substrate (in addition to roughening). This layer was modelled using an effective medium approximation (EMA) assuming 65% MgO and 35% Si. [132, 163, 167, 168, 268] Thickness (263 nm) and roughness (20 nm) estimates obtained from this model for the MgO/Si layer were accurate within a few nanometres to the values obtained from cross section SEM and AFM (Figure 5.44), respectively. The MSE value (45) obtained from the fit was the lowest among the available methods (i.e. graded layer and multilayer stack) that could be considered physically consistent with the sample and gave a dispersion curve intermediate between that of neat MgO and Si, as seen in Figure 5.43b. [132, 268] Due to appreciable surface roughness and thickness variations, this MSE value was the lowest that could be obtained. As will be discussed later in Chapter 6, the estimated refractive index for MgO/Si matched well with the expected increase in focusing
distance for standardized hole patterns with known dimensions and hole size semi-quantitatively predicted by BPM simulations from section 5.4.

Figure 5.44. AFM images of (a) silica (b) MgO/Si thin film (c) Mg$_2$Si thin film measured via ellipsometry.

Measurements attempted on an Mg$_2$Si film did not yield spectra that could be reliably fit by any physically reasonable model (i.e. EMA, graded index, multilayer). Severe oscillations and noise are likely caused by significant surface roughness (ca. 63 nm
from AFM) resulting in significant scattering. Qualitatively, this was supported by ellipsometric measurements taken on Mg2Si samples after roughening the back surface of the sapphire showing equally poor scans. These observations were corroborated by high-resolution SEM of the same thin film (Figure 5.47). These issues are further complicated by strong, broad absorption bands in this spectral range that has been confirmed by absorption spectroscopy (Figure 5.43a). Indeed, one can see discontinuities at ca.700 and 1330 nm in the raw spectra, particularly for Delta, in Figure 5.45 that are likely indicative of two absorption resonances in this film. Although, this observation adds to the complexity of the current analysis, it presents interesting optical behavior considering that, generally, anomalous dispersion of a materials refractive index is observed near resonances. Such effects have been exploited for photonics applications such as controlling group velocity dispersion in fiber optics. [269] If single crystalline Mg2Si films can be achieved or the roughness of polycrystalline films can be reduced, it might be possible to quantify the dispersion in this spectral region.

Figure 5.45. Raw data for (a) Psi and (b) Delta collected at angles 65 °, 70 °, and 75 ° for an Mg2Si thin film.
Refractive index values for silica (literature [133]) and MgO/Si (ellipsometry) at the center wavelengths used for synthetic pattern and diatom measurements are tabulated in Table 5.5. Values for MgO/Si are reported to four significant figures based on acceptable MSE values (<50) and satisfactory modelling off sapphire substrate effects.

Table 5.5. Refractive index values for silica from literature and MgO/Si from ellipsometry measurements at wavelengths used for diatom measurements.

<table>
<thead>
<tr>
<th>Wavelength (nm)</th>
<th>Refractive Index SiO\textsubscript{2} [133]</th>
<th>Refractive Index MgO/Si</th>
</tr>
</thead>
<tbody>
<tr>
<td>550</td>
<td>1.460</td>
<td>2.153</td>
</tr>
<tr>
<td>650</td>
<td>1.457</td>
<td>2.097</td>
</tr>
<tr>
<td>750</td>
<td>1.454</td>
<td>2.065</td>
</tr>
<tr>
<td>850</td>
<td>1.453</td>
<td>2.042</td>
</tr>
<tr>
<td>950</td>
<td>1.451</td>
<td>2.026</td>
</tr>
<tr>
<td>1050</td>
<td>1.450</td>
<td>2.013</td>
</tr>
</tbody>
</table>

5.3.3  Summary and Conclusions

In this study, results from ellipsometry measurements on silica, MgO/Si, and Mg\textsubscript{2}Si thin films were presented for supporting experimental and theoretical analysis regarding the optical properties of native and higher index replica diatom frustules as well as synthetic hole patterns in films of these materials. Initial measurements on samples, all on sapphire substrates, were complicated by spectral oscillations, which were likely caused by interference of potentially coherent back reflections from the front and back surface of sapphire. Roughening the back surface of the sapphire significantly reduced the oscillations such that sapphire itself could be satisfactorily modelled within ± 0.001 of the index values from the literature over the 300-1700 nm wavelength range. This enabled the estimation of the refractive index of MgO/Si with reasonable confidence, which was fit well by an EMA of 65% MgO and 35% Si over the wavelength range 500-1100 and considered suitable for
diatom-relevant experiments and simulations. Due to substantial surface roughness, fitting could not be achieved for thin films of Mg$_2$Si using either standard or focusing probes methods over 500-1100 nm. Despite this, Mg$_2$Si films showed evidence of two possible resonances that indicate that anomalous dispersion is present in this material over this wavelength range. However, without such optical properties would be difficult to quantify until surface roughness in Mg$_2$Si films is greatly reduced.

5.3.4 Experimental Details

5.3.4.1 General Details – Spectroscopic Ellipsometry of Silica, MgO/Si and Mg$_2$Si Thin Films

Refractive index and optical roughness measurements for thin films were carried out using a J. A. Woollam M-2000UI Spectroscopic Ellipsometer with 245-1690 nm wavelength range. Typical scans were acquired at angles of 65°, 70°, and 75°, with 70° as the alignment angle, unless otherwise noted. Model fits in most samples were limited to the wavelength range of interest (ca. 550 – 1100 nm) to improve fit quality. The spot size of the beam for standard and focusing probe measurements was ca. 3 mm and 300 µm in diameter, respectively. All measurements were conducted in ambient conditions. For materials prone to oxidation (MgO/Si and Mg$_2$Si), measurements were setup prior to removing the sample from a nitrogen-purged glovebox and measured as quickly as possible after removing, typically within 5 minutes.

5.3.4.2 Ellipsometry and Modelling Double Side Polished (DSP) Sapphire Substrate
Prior to measurement, the backside of a 1x1 cm² piece of 600 µm thick DSP sapphire substrate (University Wafer #1251, c-m plane 0.2°) was thoroughly roughened using a diamond scribe to reduce back reflections causing deleterious oscillations. The substrate was modelled as a single layer of sapphire following a Tauc-Lorentz oscillator model over the entire 300-1700 range. [164] The MSE of the fit over this range was 11, with roughness estimated at 4 nm. Compared to sapphire dispersion curves from the literature, all measured data points in the 550-1100 nm range were within ± 0.001 of the reference and thus considered to be accurate for later use in modelling multilayer films. [266]

5.3.4.3 Ellipsometry and Modelling Amorphous Silica Thin Film on DSP Sapphire

Amorphous silica thin films (200 nm thick) were measured using the standard method. As a result of the higher optical transparency of silica compared to MgO/Si and Mg₂Si, the oscillations due to sapphire were the most severe of all the samples due to a greater portion of the beam reaching the sapphire and being reflected with minimal attenuation. As was done with all samples, the back surface of the sapphire substrate was roughened considerably, which reduced oscillations but did not completely remove them. The sample was modelled as two layers, the top layer being 200 nm thick amorphous silica and the bottom sapphire.

Modelling as a double layer with no density gradients or EMA gave the best fits (MSE ca. 23) and matched best with the physical nature of the sample. This is expected because this film was made from a spin coated tetraethyl orthosilicate (TEOS) film which, after firing at 700 °C, forms a single dense layer. Discrepancies were found between the
estimated roughness by ellipsometry (4 nm) and AFM (9 nm), which were attributed to macroporous thickness variations that skew roughness estimations from ellipsometry. To circumvent this, focusing probes were used to reduce the illumination area to ca. 300 µm in diameter. Using the focusing probes, a graded layer method (approximated as 5 layers) provided the best fit (average MSE ca. 20) and gave a roughness of ca. 10 nm, matching more closely to AFM values. However, the indices estimated for the “top” and “bottom” layers of the silica film by the model were much higher than that expected for silica. Due to the closeness of the top layer values to the index of sapphire (i.e. 1.54-1.69 for the “top” layer and 1.37-1.50 for the “bottom” layer in the 500-1100 nm range), the index inflation was thought to be caused by anisotropic effects of sapphire. Since the back surface was etched by hand with a diamond scribe, it is possible that locally (within the 300 µm beam diameter) the back surface of sapphire was not roughened satisfactorily and could have given strong coherent reflections. Based on the discussion above, it was decided that the results obtained by the standard ellipsometry method were less prone to sapphire interference and were thus considered more accurate, although still offset somewhat from literature values. [133]

5.3.4.4 Ellipsometry and Modelling MgO/Si Thin Film on DSP Sapphire

Standard ellipsometry measurements (measurement angles = 58°, 60°, 62°) on a ca. 260 nm MgO/Si thin film were modelled over the 500-1100 nm wavelength range using an effective medium approximation (EMA) assuming a composition of 35% Si and 65% MgO (composition error from fit ± 3.99%), based on molar volume of each component. The resulting fit had an MSE of 45 with an accurately estimated thickness (263.0 ± 1.8 nm) and roughness (19.47 ± 0.45 nm), confirmed by cross-sectional SEM and AFM (as seen in
Figure 5.44, respectively. At first glance, the oscillations due to sapphire were not as noticeable over the entire spectral range as silica, which was tentatively assigned to the generally reduced transparency of MgO/Si relative to silica. However, the MSE was slightly larger than the fit for silica. Further inspection of the fit shows that the portions of the curves at longer wavelengths were not fit as well as those in the visible for MgO/Si (Figure 5.46). This is likely due to the much greater transparency of MgO/Si in the IR compared to the visible (Figure 5.43a), which likely means that wavelengths in that region reach the sapphire substrate and are strongly reflected with minimal attenuation and thus may contribute to broad oscillations that affect the fit.

Figure 5.46. (a) Plot of $\Psi$ vs. wavelength and (b) Plot of $\Delta$ vs. wavelength raw data from MgO/Si thin film.

5.3.4.5 Ellipsometry and Modelling Mg$_2$Si Thin Film on DSP Sapphire

Standard and focusing probe measurements were carried out for Mg$_2$Si thin films on DSP sapphire substrates with non-roughened and roughened back surfaces. Since Mg$_2$Si is substantially less transmissive and much higher in index than silica and MgO/Si, initial measurements were done without roughening the backside of the sapphire, working under
the hypothesis that little-to-no light be make it to the sapphire layer. Later measurements with the backside roughened showed no noticeable changes, confirming this the limited transmission hypothesis. Despite the lack of sapphire reflection, all scans obtained from Mg$_2$Si could not be fit quantifiably (MSE >100). For the standard measurement method, various angles and spots of the film were tried but did not result in any improvements in the S/N. Cracks in the films (unavoidably consequence of cleaning processes involving HCl washing step) could be seen (Figure 5.47c) over various parts of the film and were thought to contribute to the poor S/N. In an attempt to circumvent this issue, focusing probes were used to reduce the beam size to ca. 300 µm, reducing the chances to part of the beam illuminating a crack, but yielded no improvements in scan quality. AFM on these films confirms surface roughness of 63 nm which, considering the film is ca. 300 nm thick, presents frequent and large changes in thickness over the entirety of the film and is thought to be the cause for poor scan quality.
Figure 5.47. (a) Large area SEM image of Mg2Si thin film surface used for ellipsometry (b) Higher magnification SEM of the same Mg2Si film (c) SEM of cracking after HCl washing step – images by Jiaqi Li, Sandhage Group, Purdue.

5.3.4.6 Atomic Force Microscopy of Silica, MgO/Si and Mg2Si Thin Films

Surface topology and roughness measurements were made using a Nanosurf easyscan2 with a 70 µm (±15%) atomic force microscope scan head with maximum scan range = 70 µm, maximum Z-range = 14 µm, drive resolution Z = 0.21 nm, drive resolution XY = 1.1 nm, XY-linearity mean error = <1.2%, Z-measurement noise level (RMS, Dynamic Mode) = 0.5 nm. Three scans per sample were measured in NCLR Dynamic
Mode with a typical with a scan area of 25x25 μm². Roughness values reported are the arithmetic mean of the RMS area roughness from three measurements.

5.3.4.7 Preparation of Silica, MgO/Si, and Mg₂Si Thin Films

The following procedure is courtesy of Jiaqi Li, Sandhage group, Purdue. Sol formation begins by adding 5 mL of tetraethylorthosilicate (TEOS) drop-wise into 5 mL ethanol (200 proof) and stirring well to ensure mixing. 0.81 mL of DI H₂O is added, followed by 0.81 mL of 0.1 M HCl. This solution was refluxed at 70 °C for 2 hours with stirring. Separately, an aqueous 22% wt methycellulose (MC) solution is made by stirring 287.4 mg MC in 14.1 mL DI H₂O for 2 hours. The TEOS and MC solutions are then mixed to obtain a 2% wt final sol-gel solution, which is stirred for 30 hours at room temperature.

Prior to spin coating, sapphire wafers (University wafer) are cut into 1x1 cm² squares, then cleaned by ozone, washed with water, and dried with nitrogen. On the spin coating chuck, the MC+TEOS solution is dripped (4-5 drops) onto the substrate and spun at 3000 RPM for 20 seconds. After spinning, the film is aged overnight at room temperature and then dried in a vacuum oven at 60 °C for 30 min. The as-dried film is then fired in air at 700 °C for 15 min (ramping/cooling temperature 2 °C/min). In converting silica films to MgO/Si, the silica films on sapphire substrates are reacted with Mg vapor using Mg₂Si granules as the gas source at 750 °C for 6 hours with carrier glass a mixture of H₂ and Ar, and a low-carbon steel ampoule. Between MgO/Si and Mg₂Si, the MgO is dissolved by 3M HCl for 30 min inside an Ar-purged glovebox to yield porous silicon films. These silicon films are then reaction with Mg gas (Mg foil as gas source) at 600 °C for 4 hours in a stainless-steel...
tube with carrier gas mixture of H$_2$ and Ar. Thicknesses were confirmed by cross-sectional SEM.

5.4 Beam Propagation Simulations of Standardized Pattern in SiO$_2$ and MgO/Si Films

5.4.1 Background and Experimental Approach

The complexity of diatom frustules results in an equally complex superposition of optical waves upon diffraction that characterize the observed interference phenomena, which are difficult to deconvolute. This, among other factors, complicates the characterization of the wavelength-dependence in the focusing behavior of these systems and limits the understanding of how one can use the solid-state chemistries described in section 1.3.2 to extend the optical properties into the IR. Working toward developing a model system that could facilitate this level of understanding, this process begins by understanding the inherent dependence on focusing distance for foramen hole arrays in the refractive index range of interest, i.e. for that of patterns in SiO$_2$ and MgO/Si thin films. Therefore, it is necessary to design a control experiment such that a direct correlation between focusing distance and index at known wavelengths can be obtained for a given hole pattern. Despite the interest shown for index-dependent focusing phenomena for various types of photonic structures, investigations to-date have found no clear parameterized relationships between focusing distance, as well as other quantities like the full width at half maximum (FWHM) of the focused beam, and refractive index. [127, 270-272] As such, these studies obtained an empirical relationship via BPM simulations, which were used to corroborate experimental observations.
A theoretical investigation by Wang et al. [270] regarding micro/nano fiber arrays for the subwavelength-focusing of optical waves provides insights into how diffracting fiber-based elements can be arranged to control the distance at which focusing occurs and how tightly the light is confined at the focus. The fiber bundles discussed in that work are similar to diatom structures in that, like the wavelets diffracted by the fiber tips, the interference patterns from the diatom frustules are thought to originate from diffracted wavelets exiting each hole. The advantage of this similarity is that the experiment design principles by Wang et al. [270] can be applied to model the behavior of simple hole arrays with known dimensions so the effect of index on the focusing behavior can be isolated and studied. Although it is noted that, unlike optical fibers, which possess a higher refractive index core than the outer cladding layers, the diatom samples are opposite in their index profile where the holes (analogous to the core) are treated as air voids and the surrounding material (cladding) is silica, MgO/Si, or Mg$_2$Si. Regardless, the approach to making a standardized hole array for this study will be based on the concentric ring structure illustrated in Figure 5.48a, which at a defined hole size and separation distance (defined by the radius difference between rings) was shown to give a single, intense focal spot as shown in Figure 5.48b.
Figure 5.48. (a) Illustration of three concentric rings of fiber arrays that produced focusing results in cross section view “b” (radii R₁: 1.6 µm, R₂: 2.7 µm, R₃: 3.4 µm); (b) Countour plot of focal point cross section from array “a”. Adapted from Wang et al. [270] with permission. Copyright 2009 Journal of the Optical Society of America.

In the following section, details for BPM simulations used in determining the appropriate hole array geometry and size will be discussed in terms of the pattern’s ability to provide a high-contrast focal pattern that is able to be resolved easily by the measurement setup described in section 2.3.5 and Chapter 6. From there, the dependence on refractive index, as a function of wavelength, on the focusing distance will be investigated. Simulations will not be pursued for Mg₂Si, given that the refractive index in this wavelength range is unknown and could not be characterized by ellipsometry (see section 5.3.2 for discussion).

5.4.2 Results and Discussion
Determining the hole pattern geometry suitable for this experiment began by taking a simple, analogous pattern like Figure 5.49a and adjusting the hole sizes and spacing (i.e. spacing between holes and the radii separating concentric circles of holes) so that the focal spot would be at a reasonable distance and confined within an approximately 500 µm-wide area in space that could easily be measured within the imaging measurements setup discussed in section 2.3.5 and Chapter 6. The hole array was constructed by plotting 2 µm holes at 8 evenly spaced points (i.e. every π/8 radians) along the perimeter of three concentric circles of radii 4.5, 8.5 and 13 µm (Figure 5.49a).

![Hole pattern](image)

Figure 5.49. (a) Hole pattern as plotted in matlab; (b) Index profile for pattern “a” in a MgO/Si thin film as shown after importing into RSoft.

The binary image of the standardized hole pattern was converted to an index profile format (.ipf) image and imported into RSoft. Figure 5.49b shows the visualization of the index pattern in MgO/Si within the software, where the red areas correspond to the foreground (MgO/Si film) and the pink circles correspond to the holes (air, n = 1). In this configuration the imported pattern reflects the physical description of the film itself but ignores the substrate. However, given that sapphire is a single crystal and highly
transparent in the 500-1100 nm wavelength range of interest, the substrate is assumed to have no contributions to measured values. This greatly reduced the complexity of the simulation and shortens computation time not having to monitor propagation through the 430 µm thick substrate.
Figure 5.50. Interference resulting from standardized pattern in (a) silica and (b) MgO/Si thin films with the standardized patterns at $\lambda = 850$ nm. Arrows point to the brightest focal spots in each scan.
The interference pattern in the plane behind the standardized pattern was monitored in the XZ plane with a resolution of 20 nm in the X and Y directions and taking 50 nm steps in Z. Since only one wavelength could be run at a time (although up to three simulations at different wavelengths could be runs simultaneously and not fail due to memory limitations), these parameters kept simulation time at moderate distances (up to ca. 50 µm in Z direction) down to a few minutes. Figure 5.50a-b shows two example interference patterns from a silica (a) and MgO/Si (b) film at an illumination wavelength of 850 nm. As will be discussed further in Chapter 6, although there are multiple foci predicted by in the simulation, only one spot is observed experimentally. In each simulation, there is one spot (ca. 500 µm at FWHM), usually the 4-5th local maximum, that is significantly more intense than the rest and is immediately followed by spots that are dramatically less intense. To simplify the analysis, the brightest local maximum (i.e. focal distance with the most constructive interference) is taken to be the primary focal spot and is found to match closely with focusing distances obtained from measurements (see section 6.2.2.1). [128] Naturally, there are some assumptions made that could cause discrepancies between the experimental and simulation data such as: thickness variations, light transmission, surface roughness, hole size uniformity, spectral purity of the incoming beam, and error in the actuators controlling stage movement; which will be discussed further in Chapter 6.
Table 5.6. Refractive index data for SiO$_2$ from reference [133] and MgO/Si index obtained from ellipsometry for simulated focal distances, and respective percent differences in reference to the change for each quantity between SiO$_2$ and MgO/Si.

<table>
<thead>
<tr>
<th>$\lambda$ (nm)</th>
<th>Index SiO$_2$</th>
<th>Index MgO/Si</th>
<th>Index Percent Difference (%)</th>
<th>Simulated Focal Distance SiO$_2$ (µm)</th>
<th>Simulated Focal Distance MgO/Si (µm)</th>
<th>Focal Distance Percent Difference (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>550</td>
<td>1.460</td>
<td>2.153</td>
<td>38</td>
<td>20.1</td>
<td>29.4</td>
<td>38</td>
</tr>
<tr>
<td>650</td>
<td>1.457</td>
<td>2.097</td>
<td>36</td>
<td>16.8</td>
<td>24.0</td>
<td>35</td>
</tr>
<tr>
<td>750</td>
<td>1.454</td>
<td>2.065</td>
<td>35</td>
<td>14.4</td>
<td>20.2</td>
<td>34</td>
</tr>
<tr>
<td>850</td>
<td>1.453</td>
<td>2.043</td>
<td>34</td>
<td>12.6</td>
<td>17.9</td>
<td>35</td>
</tr>
<tr>
<td>950</td>
<td>1.451</td>
<td>2.026</td>
<td>33</td>
<td>11.3</td>
<td>15.9</td>
<td>34</td>
</tr>
<tr>
<td>1050</td>
<td>1.450</td>
<td>2.013</td>
<td>33</td>
<td>10.3</td>
<td>14.3</td>
<td>33</td>
</tr>
</tbody>
</table>

Using the above convention, the focal distance for the standard patterns in silica and MgO/Si films were tabulated as a function of wavelength as seen in Table 5.6. From this data set, the similarity between the percent differences of the refractive indices and simulated focal distances at each wavelength for silica and MgO/Si shows that the focal distance scales with index. Although the exact cause for this is unclear, there is a clear decrease in the diffraction angle associated with an increase in refractive index that requires longer propagation lengths in the plane behind the pattern to achieve maximum, confined interference. As will be discussed later in the experimental measurements from Chapter 6, this is in semi-quantitative agreement with standardized hole patterns of the same dimensions made into silica and MgO/Si thin films via focused ion beam (FIB) milling.

5.4.3 **Summary and Conclusions**

In this section, the development of a control experiment to determine the index dependence of focusing distance for a given hole pattern was developed and implemented. Beam propagation (BPM) simulations on standardized patterns in silica and MgO/Si thin films showed that the primary focal spot for the higher index MgO/Si pattern was at longer
distances from the plane of the thin than the lower index silica pattern. The origin of this effect is unclear, however, signifies a reduction in diffraction angle with increasing refractive index. In terms of the wavelength dispersion of this trend, focusing distances were found to decrease concomitantly with index as the illumination wavelength was increased by 100 nm steps in over 550-1050 nm, as anticipated.

5.4.4 Experimental Details

5.4.4.1 BPM Simulations of Standardized Hole Patterns

Numerical beam propagation simulations of the standardized pattern were performed using the BPM software package BeamPROP in RSoft CAD Environment 7.0 based on the Pade-wide angle technique. All simulations used Pade coefficients (1,1). For customized simulations, it is necessary to import the desired hole patterns as high-contrast index profile. This is done by binarizing the plotted hole pattern and converting into a tab-delimited comma separated value (CSV) format using Matlab. This CSV file is then read into Notepad++, where the first four lines of the file are filled with dimensional information (the height and width of the image in pixels) and saved as a .ipf file (IPF, index profile). In this format, the index profile can be read by RSoft and the dimensions of the hole pattern can be defined within RSoft and will scale correctly as along as the pixel dimensions in the IPF are defined correctly. Simulations at 550, 650, 750, 850, 950, and 1050 nm wavelengths were performed for all samples, accounting for the change in refractive index with wavelength.

For standardized pattern, the grid size was set to 20 nm in the X and Y direction and 50 nm for the Z direction. Simulations are started 1 µm before the sample plane and
monitors propagation through the sample until 20 µm and 30 µm in the dark plane behind the silica and MgO/Si patterns, respectively. Typical simulation time for a standardized pattern at a single wavelength is 1-3 minutes, depending on simulation depth in the Z direction. The field shape was set as rectangular and a typical illumination power was 0.1-0.2. Wave propagation is monitored as a contour map in the XZ plane. Film thickness was assumed to be 200 nm, closely matching experimental values.

5.5 Chapter Summary

This chapter presented a combination of theoretical and experimental investigations into material and structural factors necessary for the accurate modeling and analysis of diatom frustules. In section 5.2, the computational calculation of foramen hole patterns in terms of radius and hole-to-hole parameters was explored. The application of CHT and Delaunay triangulation algorithms to binarized images of foramen hole patterns allowed for rapid hole location, radius estimation, and hole-to-hole distance calculation for native silica diatoms and higher index replicas (MgO/Si and Mg₂Si). Statistical analysis of these patterns revealed that no significant differences (i.e. >10%) were found between individual diatoms or between native and replica frustules, confirming high quality shape preservation through different stages of conversion. Analysis was also provided in terms of how resolution affects the accuracy of these methods, which was determined to be semi-quantitative, but physically consistent with the frustules examined.

Section 5.3 detailed a brief set of ellipsometry measurements on thin films of silica, MgO/Si and Mg₂Si in an attempt to obtain the refractive index dispersion in the 550-1050 nm wavelength range. Despite spectral oscillations from the anisotropy of the sapphire
substrate, reliable measurements were obtained for silica and MgO/Si. Silica was found to match closely with the literature and MgO/Si was modelled well by an EMA, assuming a composition of 65% MgO and 35% Si with reasonable MSE (<5) for a polycrystalline sample. Measurements on Mg₂Si thin films did not yield fittable scans due to substantial surface roughness (ca. 63 nm), confirmed by AFM.

The results from ellipsometry were then used to enhance the accuracy in modeling the focusing behavior of standardized hole patterns in silica and MgO/Si thin films in section 5.4. These simulations were conducted as a control experiment to empirically determine the impact of refractive index (as a function of wavelength) on the focusing distance. Taking inspiration from the literature [270], this was accomplished by creating a simple hole pattern that provided a simplified focusing pattern and simulating (BPM) the interference from the same pattern in silica and MgO/Si thin films. The percent difference in the change of the focusing distance correlated strongly with the percent difference of the change in refractive index. Although the origin for this is unclear, there is an apparent decrease in the diffraction angle upon an increase in refractive index.

5.6 References


CHAPTER 6. SPECTROSCOPIC CHARACTERIZATION AND ANALYSIS OF NATIVE SILICA DIATOM FRUSTULES, HIGH INDEX REPLICAS, AND SYNTHETIC PATTERNS IN THIN FILMS

6.1 Chapter Introduction

This chapter presents an experimental investigation into the influence of refractive index and hole pattern geometries on the focusing behavior in the visible and NIR for synthetic patterns, natural silica diatom valves, and higher index replicas. Results from interference imaging measurements will be discussed in detail in sections 6.2.2.1-6.2.2.2, using theoretical data obtained from Chapter 5 in conjunction with diffraction and interference optics theories to identify the material and structural parameters that contribute to the focusing behavior of these biophotonic systems. Analysis will be provided to describe the limitations of simulations and how uncertainty in specific experimental variables could cause discrepancies in focal distances between theoretical predictions and experimental data. Results from this work will be used to compare diatom valves to state-of-the-art, high numerical aperture objectives and metalenses and thus assess their utility as light-concentrating, micro-photonic elements.

6.2 Focal Spot Mapping Measurements on Standardized and Naturally-Derived Diatom Patterns

6.2.1 Background and Experimental Approach

Theoretical data obtained from Chapter 5 showed that, for the same hole pattern in different thin film materials (i.e. silica and MgO/Si), the expected decrease in focusing
distance as one increases wavelength should closely follow the dispersion in refractive
index. This agreed with other theoretical investigations [127, 270] and suggests that the
same should be true for higher index diatom valves at NIR wavelengths, provided that the
shape is well-preserved upon conversion and that the foramen holes patterns are, indeed,
the structural parameter that controls the focusing patterns from these frustules (Figure 6.1). Since most studies to-date have focused on the photosynthetic properties of diatom
valves, the wavelength dependence in the focusing distance has only been measured over
limited parts of the visible spectrum. [128, 129] Further, information about the NIR
behavior for *C. wailesii* valves is, to the best of the author’s knowledge, limited to
theoretical calculations (Figure 6.1b). [127] As such, one of the goals for this chapter is to
obtain corroborating experimental data in the NIR for native silica and higher index
replicas to extend knowledge in this area.
Figure 6.1. (a) Measured focusing distances (labelled as $z^*$) for the focal spots of maximum intensity for a *C. wailessii* valve over 520-640 nm wavelengths. Reproduced from De Tomassi *et al.* [128] with permission. Copyright 2010 Optics Express (b) Calculated focussing distances in the visible and NIR for a *C. wailessii* valve. Reproduced from De Stefano *et al.* [127] with permission. Copyright 2007 Optics Express.

The most straightforward way to obtain this focusing information is through a far field interference imaging method described previously in the literature. [127, 128] An overview of the setup used in this dissertation is provided in section 2.3.5. Since there is inherent variability between individual diatoms, data for five frustules/replicas of each material will be measured and the arithmetic mean of these focusing distances at each
wavelength will be reported. In combination with focusing distances obtained from BPM simulations and computationally-derived hole pattern statistics from Chapter 5, analysis will be presented to determine if the silica and higher index valves studied here follow the trends in the literature and arguments are presented to describe possible explanations for discrepancies.

### 6.2.2 Results and Discussion

#### 6.2.2.1 Focusing Measurements on Standardized Patterns in Silica, MgO/Si, and Mg_{2}Si in the Visible and Near Infrared

High-quality standardized hole patterns that matched well with the dimensions of the simulated patterns discussed in section 5.4, were obtained via focused ion beam (FIB) milling in thin films of silica and MgO/Si made by the TEOS spin coating method (section 6.2.4.3). These patterns (Figure 6.2), where measured using the far field imaging method described in section 2.3.5, however with smaller steps sizes than those typically used for diatom frustule measurements, due to the rapidly evolving interference pattern in the plane ca. 20-30 µm from the film surface.
Results from these measurements are plotted in Figure 6.3 alongside the simulation results from section 5.4. Focal distances (typical focusing spot FWHM ca. 1.5 µm for all wavelengths) were found to decrease with increasing wavelength and the magnitude of the shift agreed well with simulation results (Table 6.1). For silica and MgO/Si experimental data, there was an appreciable offset in focusing distance toward larger values for most data points when compared to simulation. Particularly for MgO/Si, experimental values deviated more significantly from the theoretical trend at longer wavelengths. It was noted,
however, that some data points (i.e. 550 nm for silica and MgO/Si, and 950, 1050 nm for silica) agreed within the experimental margin of error,

![Graph showing measured and simulated focusing distance vs. wavelength for silica and MgO/Si standardized patterns.](image)

**Figure 6.3.** Measured and simulated focusing distance vs. wavelength for silica and MgO/Si standardized patterns. Experimental error bars (±2.8 µm) were calculated based on error propagation analysis of uncertainty in actuator unidirectional repeatability (± 0.15 µm), starting position (±2.0 µm), and step size (±2.0 µm) while translating along the beam axis. Error simulated focusing distances taken to be ±50 nm, based on simulation step size in the Z-direction.

One of the largest contributors to this observation is likely the spectral bandwidth of the laser beams used for measurements, which have a range of incident frequencies compared to the purely monochromatic beam used in simulations. Depending on the broadness of the output peak, the index dispersion of the thin films over even a moderate wavelength range (± 50 nm) could shift the focusing distance away from the idealized value obtained via simulation. As shown in Figure 6.7, the output of the optical parametric amplifier (OPA) used in this study tends to broaden spectrally at NIR wavelengths. Additionally, because a transparent boundary condition is used during simulations, contributions from absorption and/or reflection at the air-film interface was omitted from
the description of this system. [179, 274] This may affect MgO/Si more than silica because of the greater optical density of MgO/Si in the visible and NIR. Additionally, a higher refractive index will increase reflectivity and potentially support lateral waveguide modes due to internal reflection, which could explain the generally greater discrepancy for the standardized pattern in MgO/Si. Another factor could be uncertainty in NIR refractive indices obtained from ellipsometry for MgO/Si that were used in simulations. As discussed in section 5.3.2, due to surface roughness and disruptive oscillations from the sapphire substrate, portions of the \( \Psi \) and \( \Delta \) curves in the NIR were not fit as well as those in the visible and could cause a shift in the index and thus a similar shift in the simulated data points in that spectral region. Additionally, contributions from non-diffracted, transmitted light (i.e. differences in the phases of superimposed waves) could also contribute to this offset. These collective effects are also likely responsible for the observation of only one primary focal spot from measurements, whereas multiple foci, albeit less intense ones, are obtained from simulations (5.3.2).

Table 6.1. Tabulated data for measured focal distances of silica and MgO/Si standardized patterns and comparison of the percent difference in focal distance between measurements and simulations (from section 5.4.2).

<table>
<thead>
<tr>
<th>( \lambda ) (nm)</th>
<th>Measured Focal Distance SiO(_2) (µm)(^a)</th>
<th>Measured Focal Distance MgO/Si (µm)(^a)</th>
<th>Measured Percent Difference (%)</th>
<th>Simulated Percent Difference (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>550</td>
<td>22</td>
<td>30</td>
<td>31</td>
<td>38</td>
</tr>
<tr>
<td>650</td>
<td>20</td>
<td>26</td>
<td>26</td>
<td>35</td>
</tr>
<tr>
<td>750</td>
<td>18</td>
<td>24</td>
<td>29</td>
<td>34</td>
</tr>
<tr>
<td>850</td>
<td>16</td>
<td>22</td>
<td>32</td>
<td>35</td>
</tr>
<tr>
<td>950</td>
<td>14</td>
<td>20</td>
<td>35</td>
<td>34</td>
</tr>
<tr>
<td>1050</td>
<td>12</td>
<td>20</td>
<td>50</td>
<td>33</td>
</tr>
</tbody>
</table>

(a) Error in measured focal distances estimated to be ± 2.8 µm.
6.2.2.2 Focusing Behavior of Natural Silica Diatom Frustules and Higher Index MgO/Si and Mg₂Si Replicas in the Visible and Near Infrared

Far field interference imaging was performed on five frustules of each type, i.e. native biosilica as well as MgO/Si and Mg₂Si replicas (listed in section 5.2.2.5-5.2.2.20 with large area images of the hole patterns and statistical analysis). Results from these measurements are plotted in Figure 6.4 where the average focusing distance for a given MgO/Si replica valve is noticeably longer than that from silica. From the discussion in section 5.4.2, this was attributed to the decrease in diffraction angle of wavelets exiting the foramen holes with increasing index. [270] Although there was no clear trend with regards to the spatial confinement of the focusing and wavelength, generally, FWHM of the foci were in the range of 1-2 μm. Similar results were found in studies of *C. walessii* valves at visible wavelengths. [128] In terms of the valve’s ability to concentrate light, this result shows that incident light on the diatom frustule was confined into an area ca. 1-2% of the diameter of the valve. [125]
Figure 6.4. (a) Average focusing distance vs. wavelength obtained from the arithmetic mean of five frustules for native silica and MgO/Si replicas for each material. Error bars calculated based on the standard deviation from each set; (b) Silica valve focusing at $\lambda = 650$ nm; and (c) MgO/Si replica focusing at $\lambda = 650$ nm.

The larger error bars for MgO/Si replicas compared to native silica valves are indicative of greater uncertainties in the quantification of the focusing distances at each wavelength, which are likely a combination of multiple factors. To elaborate, as one images further into the far field, the focusing patterns have lower S/N due to interference from debris, substrate defects, or other diffracting objects lying close to the valve. Further, the combination of decreased S/N and higher attenuation (Figure 5.43a) for MgO/Si replicas was found to reduce the contrast between the focal spots and the surrounding image, which further ambiguates the start and end points of a given focal point. Additionally, diatom-to-diatom variations in hole size and hole-to-hole distances can cause shifting in the observed
interference pattern. From section 5.2.2.20, hole size was not found to vary appreciably, but the ca. ± 10% spread in hole-to-hole distance could explain some error bars being as large as ± 13%.

The attenuation issue was exacerbated with Mg$_2$Si, for which systematic measurements could not be obtained, and is attributed to a simultaneous increase in optical density over the measured range (550-1050 nm) and a volume expansion in the thickness direction of each diatom layer upon complete conversion. Indeed, cross sectional SEM data provided by Jiaqi Li (Sandhage Group, Purdue) at different stages of conversion showed that a 30% increase in thickness occurs from the conversion of silica to MgO/Si and another 27% when converting MgO/Si to Mg$_2$Si.

Table 6.2. Tabulated focal distance data for natural silica valves and MgO/Si replicas; and the percent difference between these values at each wavelength.

<table>
<thead>
<tr>
<th>$\lambda$ (nm)</th>
<th>Measured Focal Distance SiO$_2$ (µm)</th>
<th>Measured Focal Distance MgO/Si (µm)</th>
<th>Percent Difference (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>550</td>
<td>230 ± 19</td>
<td>430 ± 21</td>
<td>61</td>
</tr>
<tr>
<td>650</td>
<td>210 ± 17</td>
<td>400 ± 20</td>
<td>62</td>
</tr>
<tr>
<td>750</td>
<td>190 ± 10</td>
<td>380 ± 45</td>
<td>67</td>
</tr>
<tr>
<td>850</td>
<td>170 ± 8</td>
<td>370 ± 24</td>
<td>74</td>
</tr>
<tr>
<td>950</td>
<td>160 ± 9</td>
<td>350 ± 42</td>
<td>75</td>
</tr>
<tr>
<td>1050</td>
<td>150 ± 9</td>
<td>330 ± 44</td>
<td>75</td>
</tr>
</tbody>
</table>

As shown in Table 6.2, the percent difference between focal distances at a given wavelength between silica valves and MgO/Si replicas were, generally, nearly double what was found for the standardized hole patterns in Table 6.1. Given that hole radii and hole-to-hole distances were found to be consistent within ca. ± 10% (section 5.2.2.20) among the silica valves and MgO/Si replicas (5 samples each material), it is unlikely that diatom-to-diatom foramen hole pattern variations are solely responsible for this trend. This
suggests that the observed focusing pattern is not purely a function of the change in
diffraction angle that comes with the index dispersion of each material and must be
influenced by other structural components of the diatom valve. Building on the discussion
in section 5.1.2, if one assumes that the inner layers of the valve have little-to-no diffractive
contributions the focusing behavior, the only other source of diffraction would be that
which comes from the circular edge of the frustule, referred to as Poisson-Arago (PA)
diffraction (section 2.4.3) or Poisson’s spot. [127, 175]

In work by Di Caprio et al. [174], the contribution from PA diffraction was
investigated by reconstructing the phase profile of the interference pattern from natural C.
wailesii valves holographically and was found not to have a significant constructive
interference until further in the far field past where focusing is typically observed. These
diatoms, however, were approximately double the diameter of the diatoms in this
dissertation (ca. 90 µm) but possess hole sizes and hole-to-hole distance comparable to the
valves discussed here, which likely limits the extrapolation of this explanation to the
current samples. To elaborate, Poisson’s spot is well-described by the Rayleigh-
Sommerfield diffraction model [172, 175, 176, 275] and has been shown to achieve 50%
of its maximum intensity on the beam axis at a distance (z) equal to the radius (a) of the
diffracting object (i.e. obeys the relation 1 = z / a). For the diatoms in this work (radius ca.
45 µm) this means that Poisson’s spot reaches 50% of its maximum intensity after only 45
µm of propagation, and 100% (following 4 = z / a) at 180 µm. Due to appreciable
constructive interference in this range, PA diffraction was suspected to have significant
contributions to the interference pattern for the relatively smaller frustules and replicas
studied here, which gave focal spots within or beyond this range (Figure 6.4 and Table
6.2). As such, the dramatic shift in focusing distance as a function of index for MgO/Si replicas could be explained by the wavelets from PA diffraction overlapping strongly with the wavelets from the foramen holes and destructively interfering in the plane near the diatom but then undergoing partial constructive interference further in the far field.

Figure 6.5. (a) SEM image of native silica diatom use for foramen hole pattern extraction – SEM by Nikolay Semenikhin, Sandhage Group, Georgia Tech; (b) Foramen hole pattern extracted from SEM image “a” via binarization – some manual editing done reshape or remove poorly shaped holes; (c) SEM of FIB milled foramen pattern “b” in a silica thin film – SEM by Jiaqi Li, Sandhage Group, Purdue; (d) 40x micrograph of foramen pattern in silica at focus $\lambda = 850$ nm; (e) Same pattern from “d” at 140 µm showing no little-to-no localized constructive interference at $\lambda = 850$ nm; (f) 40x micrograph of foramen pattern in MgO/Si at focus $\lambda = 850$ nm; (g) Same pattern from “f” at 125 µm showing some constructive interference but no clear focusing $\lambda = 850$ nm.
In testing the impact of edge diffraction on the interference pattern of a diatom-like hole array, two different foramen patterns were FIB milled into silica and MgO/Si thin films using hole patterns extracted via careful image processing (original and binary images for one shown in Figure 6.5a-b). Interference imaging of these samples demonstrated that, regardless of material identity, no unambiguous focusing was observed, opposite of what was found in reference [174]. This is shown in Figure 6.5d-g, where the interference pattern obtained from measurement was seemingly random and largely destructive in nature at distances from the plane of the film that typically provide focal spots for diatom valves made of the same material. This observation suggests that the pseudo-random hole patterns of the foramen layer are not conducive to strongly localized interference. To offer some evidence that this effect is dictated by the hole pattern and not related to random sources of error such as film thickness variations and or defects, focusing measurements were done on vogel patterns (Figure 6.6a) of similar diameter to foramen patterns FIB milled into a silica thin films, which possess a periodic hole pattern, albeit angular. Indeed, a focusing-like spot was found by vogel patterns in thin films of silica in the absence of a boundary (Figure 6.6c).
Figure 6.6. (a) SEM image of 1800 hole vogel pattern FIB milled into a silica thin film – SEM by Sunghwan Hwang, Sandhage Group, Purdue; (b) 40x micrograph of 1800 hole vogel pattern in focus at $\lambda = 850$ nm; (c) 40x micrograph of same pattern in “b” at 254 $\mu$m from film plane, showing bright focal spot in the center of the pattern surrounding by concentric rings.

Although this is not a quantitative measure of how periodicity influences focusing from diffractive hole arrays, this observation does support the argument that patterns with greater periodicity are more likely to provide the conditions for obtaining well-defined interference patterns that enable focusing-like behavior. Further, the lack of focusing from foramen hole arrays likely means that the contributions from PA diffraction the focusing behavior are more significant the previously anticipated for these smaller diameter valves and replicas. [127, 129, 174]
6.2.3 Summary and Conclusions

A study was presented comparing the experimental results from interference mapping measurements for silica diatom frustules, MgO/Si replicas, and synthetic patterns in thin films of silica and MgO/Si. Regarding the standardized patterns, reasonable agreement was found between the values expected from simulations and the actual decrease in focusing distance with wavelength, which matched closely with the refractive index dispersion over the 550-1050 nm wavelength range for patterns in silica and MgO/Si (Table 6.1). This trend, however, did not translate to natural silica frustules and MgO/Si replica valves where the increase in focusing distance as a function of index was found to be nearly twice that from standardized patterns (Table 6.2). Additionally, no clear focusing was observed for Mg_2Si replicas, which was primarily attributed to significant transmission losses. Computational hole mapping results from Chapter 5, showed that the standard deviations in the average hole radius and hole-to-hole distance over different diatom valves and different materials were reasonably small (within ± 10%) and thus diatom-to-diatom variations could not fully describe this discrepancy.

Having no evidence to suggest that diffraction from the inner layers of the frustules has any contribution to the observed interference pattern, this observed difference in focusing distance between silica and MgO/Si valves was attributed to PA diffraction potentially causing destructive interference at shorter distances away from the plane of the valve but partially interfering at further distances, making it appear as though the foci were located much further in the far field than previously anticipated. Also, as noted in section 5.2.2.21, the edge of the diatom can experience roughening over different stages of conversion (Figure 5.41). For more ideal-shaped spheres, edge roughness has been shown
to distort the interference profile obtained from PA diffraction. [176] In terms of Mg$_2$Si replicas, working under the assumption that PA diffraction contributes significantly to the observed interference patterns, the roughening experienced by some samples (Figure 5.41) would also explain why no clear focusing was observed for these replicas.

It is noted that BPM simulations were attempted for foramen patterns from silica valves and MgO/Si replicas, in a manner similar to that reported in references [127, 128, 276] and for the standardized patterns from section 5.4. However, results were not conclusive and thus are not reported in detail here. Like the shortcomings in the transparent boundary conditions discussed with the standardized samples, the ambiguity in the results from these simulations is tentatively ascribed to improperly accounting for the non-transmissive light-matter interactions at the interface in the presence of a large number of holes and with much thicker films (foramen thickness estimated to be 900 nm, compared to ca. 200 nm for thin films). Additionally, the possibility for waveguiding within the hole-bearing silica slab (i.e. the mode propagates in the X-Y direction) making up the foramen may not be accurately accounted for in the current BPM framework, which could also contribute to simulation consistency issues. [277, 278]

Native frustules and MgO/Si replicas ca. 90 µm in diameter were found to concentrate light into circular areas approximately 1-2 µm wide. Compared to state-of-the-art objectives and metalenses [107, 115], the spot size of the typical focal spot from diatoms is approximately twice the diameter in a similar wavelength range. Additionally, even silica diatoms show some absorption-related attenuation in the visible, which is only worsened in MgO/Si, and Mg$_2$Si replicas with higher optical density in the visible and NIR and likely results in poor focusing efficiency as described in Khorasaminejad et al. [107]. Further,
there is limited experimental evidence regarding the ability for diatoms to preserve the polarization of the incident beam. [174, 276] These present drawbacks in terms of using diatoms or diatom-like structures for imaging applications, but there is still the possibility for using these in applications where only localized intensity is desired and nonuniform beam quality is not critical.

6.2.4 Experimental Details

6.2.4.1 Far Field Interference Imaging

Far field interference imaging was accomplished using a custom-built, modular microscope system (described in section 2.3.5) for which the light source was a TOPAS-C OPA (pulse widths typically <100 fs) pumped by a regeneratively amplified femtosecond system at 795 nm (Solstice, Spectraphysics, pulse widths typically <90 fs, repetition rate 1 kHz). All samples were measured at 550, 650, 750, 860, 950, and 1050 nm. For some wavelengths, the internal motors controlling the angles of the nonlinear crystals for the TOPAS-C were adjusted to obtain output at the desired wavelength and spectral narrowness. All measurements were done at a vertical polarization. Prior to arriving at the sample, the incoming beam is attenuating with neutral density filters to limit the power going through the objective to approximately a few milliwatts to avoid damaging the objective. To achieve the best contrast and S/N, a 200 µm aperture was placed before the sample to limit the illumination area to the area specifically around the features of interest. The stage for moving the sample was mounted on a 460P-XYZ stage (Newport) with 1.00 inch travel, with TRA25PPD actuators (Newport) and controlled by an ESP300 Motion Controller (Newport) via LabVIEW. Since the sample needed to be held vertically but still
allow optical beams through, the center of the sample holder was a coverslip bearing a PDMS (high transmission at optical wavelengths) film on which the sample could stick. Imaging was done using a 40x objective (Olympus, UPlanFLN, NA = 0.75, WD = 0.5 mm) and a Lumera Infinity 2 CCD camera.

Measurements for standardized patterns were carried out by finding the focal plane for the hole arrays at a certain wavelength, maximizing the brightness registered in the image to ensure even illumination, and then gradually translating the sample 2 µm away from the objective toward the far field; taking pictures at each step. Interference imaging of synthetic foramen hole arrays, natural diatoms, and high index replicas were done similarly, however, because the interference pattern did not evolve as rapidly as the standardized pattern, a step size of 5 µm was used. Image were taken until 2-3 unambiguous foci and their positions of appearance along the beam axis were identified.

Figure 6.7. Plot of spectra output for TOPAS-C OPA 550 nm (FWHM: 11 nm), 650 nm (FWHM 13 nm), 750 nm (FWHM: 16 nm), 860 nm (FWHM: 35 nm), 950 nm (FWHM 43 nm), and 1050 nm (FHWM: 62 nm).
6.2.4.2 Focused Ion Beam (FIB) Milling of Synthetic Patterns

FIB milling of synthetic patterning was achieved by first obtaining high quality binarized images for the patterns of interest. For naturally-derived diatom patterns, this was accomplished by binarizing the high contrast SEM images in Matlab and then manually cleaning up the image (i.e. removing noise, removing odd shaped holes, filling in holes not picked up well by binarization) in ImageJ. This pattern is imported into FIB machine and milled into film using a FEI Quanta 3D FEG Dual-beam SEM (Purdue) with an accelerating voltage of 30 kV and ion beam current of 3 nA. FIB milling performed by Sunghwan Hwang and Jiaqi Li, Sandhage Group, Purdue.

6.2.4.3 Preparation of Silica, MgO/Si, and Mg_2Si Thin Films

The following procedure is courtesy of Jiaqi Li, Sandhage group, Purdue. Sol formation begins by adding 5 mL of tetraethylorthosilicate (TEOS) drop-wise into 5 mL ethanol (200 proof) and stirring well to ensure mixing. 0.81 mL of DI H_2O is added, followed by 0.81 mL of 0.1 M HCl. This solution was refluxed at 70 °C for 2 hours with stirring. Separately, an aqueous 22% wt methycellulose (MC) solution is made by stirring 287.4 mg MC in 14.1 mL DI H_2O for 2 hours. The TEOS and MC solutions are then mixed to obtain a 2% wt final sol-gel solution, which is stirred for 30 hours at room temperature.

Prior to spin coating, sapphire wafers (University wafer) are cut into 1x1 cm^2 squares, then cleaned by ozone, washed with water, and dried with nitrogen. On the spin coating chuck, the MC+TEOS solution is dripped (4-5 drops) onto the substrate and spun at 3000 RPM for 20 seconds. After spinning, the film is aged overnight at room temperature and then dried in a vacuum oven at 60 °C for 30 min. The as-dried film is then fired in air at
700 °C for 15 min (ramping/cooling temperature 2 °C/min). In converting silica films to MgO/Si, the silica films on sapphire substrates are reacted with Mg vapor using Mg$_2$Si granules as the gas source at 750 °C for 6 hours with carrier glass a mixture of H$_2$ and Ar, and a low-carbon steel ampoule. Between MgO/Si and Mg$_2$Si, the MgO is dissolved by 3M HCl for 30 min inside an Ar-purged glovebox to yield porous silicon films. These silicon films are then reaction with Mg gas (Mg foil as gas source) at 600 °C for 4 hours in a stainless-steel tube with carrier gas mixture of H$_2$ and Ar. Thicknesses were confirmed by cross-sectional SEM.

6.3 Chapter Summary

In this chapter, interference imaging measurements on standardized patterns, native silica valves, and high index replicas were performed in an effort to quantify the impact of hole pattern arrangements and refractive indices on the focusing behavior of these biophotonic systems. As anticipated, all samples measured showed a decrease in focusing distance with an increase in wavelength and an increase in focusing distance with an increase in refractive index. [128, 170, 270] In reference to simulations, the change in focusing distance for standardized patterns matched reasonably well with simulations, although experimental values were offset to larger values. Though the exact cause of this discrepancy was unclear, a discussion of uncertainties and inconsistencies from an experimental and theoretical perspective was provided regarding the many factors that control the agreement with simulations and measurements while maintaining physical consistency. From these measurements, ideally, the focusing distance should decrease with increasing wavelength at a rate that is controlled by the dispersion of the refractive index of that material. This result was achievable because of the precise control over the
simplified hole array that was patterned into different materials to maximize consistency and eliminate errors associated with hole pattern reproducibility. Additionally, this was facilitated by ellipsometry measurements and modeling, discussed in section 5.3.

For natural silica valves and MgO/Si replicas, the increase in focusing distance with refractive index was greater than that seen in the standardized patterns. Given that no significant deviations in hole size (radius) and hole-to-hole distance were found (within ±10%) based on the average of these quantities from several diatoms in Chapter 5, the dramatic increase in focusing distance could not be directly ascribed to changes in index nor hole pattern variations between sets of diatoms. As such, an argument was presented to suggest that diffraction originating from the edge of the diatom, known as Poisson-Arago diffraction, could contribute more significantly to the interference pattern than previous anticipated. To test this hypothesis, interference imaging was done on synthetic foramen hole patterns in silica and MgO/Si films (no edge present), which did not yield any unambiguous focusing. On the other hand, vogel patterns, with angular periodicity, were found to give focal spots in silica thin films, indicating that the pseudo-randomness of the foramen patterns was not conducive to concentrating wavelets and achieving localized constructive interference.

This result was in qualitative disagreement with the literature [174], however, the valves studied in that work were approximately twice as large as the valves studied here. Consequently, the distance from the valve at which constructive interference from PA diffraction becomes significant is longer in the literature study than the frustules examined in this dissertation. As predicted by the Rayleigh-Sommerfield diffraction model, the PA diffraction could overlap significantly with wavelets originating from the foramen hole.
patterns as close as 45 µm away from the valve plane, well before focal spots are observed experimentally. [175]

Although further experiments are necessary to confirm the degree to which PA diffraction may contribute to these interference patterns, the results presented here provide a detailed initial study into the complex interference effects that diatom frustules afford and how their optical properties can be changed by hole pattern alterations and changes in refractive index such that favorable focusing properties in the NIR can be obtained. In terms of a diatom valve’s ability to concentrate light, the observed spatial confinement was appreciable (1-2 µm) considering most diatoms were ca. 90 µm in diameter. However, compared to state-of-the-art objectives and metalenses, the circular focal spots obtained here are approximately twice as large and the focusing efficiency is low (currently not quantifiable) due to absorption losses and scattering from debris and other surface defects. [107] As such, the utility for diatoms as imaging lenses is likely limited but could possibly be useful for other applications where focal spot quality is not critical and control over polarization and phase is not required.
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CHAPTER 7. CONCLUSIONS AND FUTURE OUTLOOK

7.1 Comments on Chapter 3

The work in this chapter presented advances in understanding the influence of judicious bulky substitution on the linear and NLO properties of chalcogenopyrylium-terminated heptamethine dyes in solution and solid-state. A set of thio- and selenopyrylium dyes demonstrated satisfactory 2PA-FOMs (|Re(χ(3))/ Im(χ(3))| ≥ 12) and linear loss (ca. 4 dB cm⁻¹) in neat and APC blend films and thus present an opportunity for demonstrating AOSP with improved performance over previous studies of anionic heptamethines with comparable values of |Re(χ(3))| but much lower 2PA-FOMs. [29] However, film processing work detailed in section 3.4 showed that the lack of adhesion and mechanical strength for APC likely makes it an inadequate host for device-fabrication when blended with a thiopyrylium dye, although surface modification with APC-like groups made some improvements in this regard.

Despite the success found with a 50% wt thiopyrylium dye blend in PMMA, the processing methods in this dissertation are not optimal as higher concentrations (loading percentage) and better film quality can be achieved. This presents a significant opportunity to improve the NLO performance of these blends and demonstrate disruptive all-optical switching based on SOH-devices with low linear loss (ca. ≤ 1 dB cm⁻¹). [23] Based on the results from section 3.2, thiopyryliums (Ib and If) and selenopyryliums (Ij and Io) are attractive candidate materials for such studies. Another opportunity in this area is to pair these cationic chalcogenopyrylium dyes with anionic polymethines as shown by Li et al. [279], which can offer some control over aggregation and increase the overall number.
density of polymethines in the solid-state. Further, Li et al. [280] and others [281] have shown that changing the host environment to have more ionic character is another pathway to control aggregation and increase miscibility in the solid state. Furthermore, this could substantially improve linear loss and the maximum achievable dye loading percentage before phase separation occurs as well as potentially enhance NLO response.

### 7.2 Comments on Chapter 4

Spectroscopic measurements in chloroform solutions revealed that a series of fused-ring, quadrupolar A-π-D-π-A chromophores demonstrated large 2PA cross sections in the NIR. Although the values of δ at the 2PA maximum were comparable to some discrete porphyrins and small porphyrin oligomers, they did not surpass those found for larger, more delocalized porphyrin oligomers at similar excitation wavelengths. [226, 227, 252, 253] Outside of the obvious strategy to increase the acceptor strength, more molecular engineering pathways are available to tune the 2PA response of these materials to achieve even larger and further red-shifted 2PA. In the series F6IC, F8IC, and F10IC, the presence of additional thiophenes in the core, compared to the indacene-based compounds, resulted in large increases for δ and substantial red-shifted 1PA and 2PA; highlighting the impact that heteroatoms can have on the optical properties of these compounds. This effect can be extended by substituting larger heteroatoms (Se and Te) to further reduce transition energies and enhance charge transfer, similar to what was shown by Liu et al. [282] and Rath et al. [283] for aza-BODIPY and porphyrin compounds, respectively. Furthermore, the influence of isomerization, such as that studied by Wang et al. [235], for heteroatom-containing rings could be an alternate pathway for optimizing 2PA behavior. Additionally, numerous studies have shown that the addition of the appropriate donor or acceptor group
on the center ring of a π-conjugated bridge can significantly enhance charge transfer. [83, 85, 105, 235] This can be applied to indacene compounds by substituting strong donor groups on the central ring of the core to facilitate greater charge transfer from the donor core to the acceptor groups at the molecule’s edge. In terms of film processability, the out-of-plane groups (R, Figure 7.1) can be modified to change solubility and crystallinity. [284]

![Chemical structure](image)

Figure 7.1. Example structure of a fused-7-ring core showing sites for synthetic modification. Red X’s are sites for heteroatoms, blue Y’s are sites to attached donor groups, green A’s are acceptor end groups, and black R’s are out-of-plane groups.

### 7.3 Comments on Chapters 5-6

Although there is still much to learn about the complex optical behavior of diatoms, the theoretical and experimental work in these chapters presented incremental advances in understanding the origin of these phenomena and how changing the index of these frustules can inform the design of higher refractive index, inorganic, microphotonic elements operating at visible and NIR wavelengths. As naturally-derived, lensless focusing microstructures, diatoms do not achieve the same efficiency and polarization control as man-made metastructure arrays, but they do enable light concentration within 1-2 µm diameter focal areas and can be harvested renewably at large scales. [107, 115, 130] As such, diatom valves are likely not useful for imaging applications but could find success as light concentrators for optofluidic applications utilizing microfluorescence where the phase
and beam profile are not critical but delivery of moderately intense light beams to micron-sized areas is highly desired. [95, 108, 285, 286] Further, significant efforts have been put into mapping the genome for diatoms, which opens up the possibility for controlling structural features such as hole size and spacing in the foramen layers for C. walessii valves. [124]
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