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Figure A.5 Side view of proposed (i-iv) {100} surfaces and (v-x) {110} surfaces of ZIF-8. The atoms on the top of each slab are fully relaxed to represent the surface, while the atoms at the bottom are fixed at the bulk ZIF-8 positions. Hydrogen atoms are not shown. 141

Figure A.6 Top-down view of the {100} and {110} surfaces showing the differences in atomic packing. The {100} surface is more close-packed with the six-member rings at an angle with respect to the surface, whereas the {110} surface contains six-member rings in the plane of the surface. Zn atoms at the external surface would be undercoordinated and so have been terminated with water molecules. 142

Figure A.7 Side view of the {100} and {110} surfaces (multiple unit cells). Zn atoms at the external surface would be undercoordinated and so have been terminated with water molecules. 142

Figure A.8 SEM images of (a-c) ZIF-8 rhombic dodecahedra and (d-f) cubes show increased degradation on the rhombic dodecahedra {110} facets compared to the {100} facets of the cubes. (a, d) as synthesized particles, and particles exposed to 1.8 mmol/L SO$_2$ at 25 °C for (b, e) 1 day and (c, f) 7 days. Scale bars: (a-c) 1 µm, (d-f) 500 nm. 143

Figure A.9 High-resolution x-ray photoelectron spectra for the N 1s and O 1s binding energy regions for the as-prepared and SO$_2$-degraded rhombic dodecahedra (RD) and cubes. Zn(OH)$_2$ and ZnO are included as reference spectra, with peak positions indicated by the dashed lines on the O 1s spectra. Spectra have been vertically shifted for clarity. 144

Figure A.10 FTIR spectra for the as-prepared and SO$_2$-degraded rhombic dodecahedra (RD) and cubes show an increase in the intensity for bands associated with O-H stretching near 3400-3500 cm$^{-1}$ (top) and S-O stretching near 900 cm$^{-1}$ (bottom). 145

Figure A.11 SEM images of MIL-125 after aqueous SO$_2$ exposure for (a) 1.67 ppm-h, (b) 10 ppm-h, (c) 20 ppm-h, and after humid SO$_2$ exposure for (d) 1.25 ppm-h, (e) 15 ppm-h, (f) 2365 ppm-h. 146

Figure A.12 SEM images of MIL-125-NH$_2$ after aqueous SO$_2$ exposure for (a) 20 ppm-h, (b) 240 ppm-h, (c) 1440 ppm-h, and after humid SO$_2$ exposure for (d) 1.25 ppm-h, (e) 15 ppm-h, (f) 2365 ppm-h. 146

Figure B.1 (a) DFT calculated energies of a formula unit Zn(IM)$_2$/Zn(mIM)$_2$ related to that of dia topology, which is set to 0 for each set of polymorphs. ZIF-2 is labeled separately because it has cages of different shape from that of crb Zn(IM)$_2$. (b,c,d) Calculated reaction energy ($\Delta E_{\text{rxn}}$) for the formation of a linker vacancy in Zn(mIM)$_2$ polymorphs vs. (b) the formula unit energy, (c) aperture size, and (d) cavity size. The topology for each data point is labeled. 154

Figure B.2 The energy profile associated with a linker vacancy formation reaction in bulk ZIF-8 with H$_2$SO$_3$ catalyzed by H$_2$SO$_4$ in presence of water. Reference zero energy corresponds to the state of isolated ZIF-8 unit cell, H$_2$SO$_3$, H$_2$SO$_4$, and water molecules. Step I involves adsorption of a H$_2$SO$_3$ molecule from vacuum ($\Delta E_{\text{abs}}$ indicated in dark blue) into the pore, followed by formation of a dangling linker. Step II involves adsorption of a H$_2$O molecule, followed by formation of a linker vacancy. Step III is the adsorption of a H$_2$SO$_3$ molecule followed by the replacement of a H$_2$SO$_4$ molecule. This step can be treated as the last one in a thermodynamic cycle, where initial
state and final state involves adsorbed H$_2$SO$_4$ in pristine and defective ZIF-8, respectively. This adsorbed H$_2$SO$_4$ may then participate in the same reactions for the next cycle, as indicated by the grey arrow. The H$_2$SO$_4$ desorption process (indicated by the orange arrow) and associated energy is necessary to show the full thermodynamic cycle as well as its catalytic character, as shown in Figure 4.5b, where step III and desorption are omitted and noted by purple asterisk. The energy barriers for step I, II, III are provided in red (noted as $\Delta E_1^a$, $\Delta E_2^a$, and $\Delta E_3^a$, respectively), while the reaction energies are given in black. The values next to dotted lines provide transition state (TS$_1$, TS$_2$ and TS$_3$) energy levels for steps I, II, and III relative to reference energy, which is the energy level of interacting species for a given step. The structures P$_1$, P$_{II}$, and P$_{III}$ shown at the top illustrate the products associated with steps I, II, and III, respectively. For clarity only the “active site” of the reaction is shown. H, C, N, O, S and Zn atoms are colored in white, black, blue, red, yellow and cyan, respectively.

**Figure B.3** The energy profile associated with a linker vacancy formation reaction in bulk ZIF-8 with H$_2$SO$_3$ in presence of water. Reference zero energy corresponds to the state of isolated ZIF-8 unit cell, H$_2$SO$_3$, and water molecules. Step I involves adsorption of a H$_2$SO$_3$ molecule ($|\Delta E_{ads}|$ indicated in dark blue) into the pore, followed by formation of a dangling linker. Step II involves adsorption of a H$_2$O molecule, followed by formation of a linker vacancy. The energy barriers for steps I and II are provided in red (denoted as $\Delta E_1^a$ and $\Delta E_2^a$, respectively), while the reaction energies are given in black. The values next to dotted lines provide transition state (TS$_1$ and TS$_2$) energy levels for steps I and II relative to reference zero energy. The structures P$_1$ and P$_{II}$ shown at the bottom illustrate the products associated with steps I and II. For clarity only the “active site” of the reaction is shown. The color scheme for atoms is the same as in Figure B.2.

**Figure B.4** Panel A) illustrates optimized structures of ZIF-8 bulk with physisorbed H$_2$SO$_3$ and H$_2$O in the pore of pristine and defective framework, respectively. Panel B) shows the same but for the H$_2$SO$_4$, water and H$_2$SO$_3$. In the case of the later ZIF-adsorbate system the sulfurous acid is phyisorbed to framework with LV as point defect. For clarity the images were zoomed on the adsorption site. H, C, N, O, S and Zn atoms are colored in white, black, blue, red, yellow and cyan, respectively. ZIF(H$_2$SO$_3$) and ZIF(H$_2$SO$_4$-HL•H$_2$O) correspond to interacting reactants in DL and LV formation reaction, respectively, while ZIF(HSO$_4$--H$_2$O•H$_2$SO$_3$) in acid exchange.

**Figure B.5** Bulk (a and b) and surface slab (c and d) models of ZIF-8 (a and c) and ZIF-2 (b and d) with OMS. Solid lines indicate the simulation volume in each case. H/C/N/Zn atoms are shown in white/black/blue/grey, respectively.

**Figure B.6** Optimized structures of defective bulk ZIF-2 with chemisorbed H$_2$O (1st row), H$_2$S (2nd row) dissociative on the left hand site (l.h.s) and molecular on right hand site (r.h.s), dH$_2$SO$_4$ on the l.h.s, dH$_2$SO$_4$ in the middle and mH$_2$SO$_4$ on the r.h.s (3rd row), dHNO$_3$ on the most l.h.s, mHNO$_3$ and NO in the middle and NO$_2$ on the most r.h.s (4th row), SO$_2$ on the l.h.s and SO$_3$ on the r.h.s (5th row). H/C/N/O/S/Zn atoms are shown in white/black/blue/red/yellow/grey, respectively.

**Figure B.7** Optimized structures of defective bulk ZIF-8 with chemisorbed H$_2$O (1st row), H$_2$S (2nd row) dissociative on the left hand site (l.h.s) and molecular on right hand site (r.h.s), dH$_2$SO$_4$ on the l.h.s, dH$_2$SO$_4$ in the middle and mH$_2$SO$_4$ on the r.h.s (3rd row), dHNO$_3$ on the most l.h.s, mHNO$_3$
and NO in the middle and NO₂ on the most r.h.s (4th row), SO₂ on the l.h.s and SO₃ on the r.h.s (5th row). Color scheme is the same as in Figure B.6.

**Figure B.8** Optimized structures of defective bulk SALEM-2 with chemisorbed H₂O (1st row), H₂S (2nd row) dissociative on the left hand site (l.h.s.) and molecular on right hand site (r.h.s.), dH₂SO₃ on the l.h.s, dH₂SO₄ in the middle and mH₂SO₄ on the r.h.s (3rd row), dHNO₃ on the most l.h.s, mHNO₃ and NO in the middle and NO₂ on the most r.h.s (4th row), SO₂ on the l.h.s and SO₃ on the r.h.s (5th row). Color scheme is the same as in Figure B.6.

**Figure B.9** Optimized structures of clean ZIF-8 surface with chemisorbed H₂O, SO₂, H₂SO₃, H₂S, SO₃, and H₂SO₄ at the OMS in top layer from left to right and from the 1st to 2nd row, respectively. Color scheme is the same as in Figure B.6.

**Figure B.10** Optimized structures of clean ZIF-2 surface with chemisorbed H₂O, SO₂, H₂SO₃, H₂S, SO₃, and H₂SO₄ at the OMS in top layer from left to right and from the 1st to 2nd row, respectively. Color scheme is the same as in Figure B.6.

**Figure B.11** Optimized structures of dangling linkers formed on (001) ZIF-8 (top) and ZIF-2 (bottom) hydrated surfaces induced by H₂SO₃ (left) and H₂SO₄ (right). The interacting oxygen atom of the H₂SO₃ molecule and hydrogen atom(s) of terminating water molecule(s) are connected by the green dashed segments with their distances labeled. Color scheme is the same as in Figure B.6.

**Figure C.1** Atom types of (a) defect-free ZIF-8 and defective ZIF-8 with (b) dangling linker and (c) linker vacancy.

**Figure C.2** Defective ZIF-8 window size distribution at 35 °C for configurations without adsorbates contained. The configurations of defective windows are shown in Figure 5.1 of Chapter 5.

**Figure C.3** Illustration of two cages in ZIF-8, between which a 2-methylimidazole (HmIM) molecule is adsorbed by the connecting window. The adsorbed HmIM causes asymmetric cages with one having larger void space than the other, as the yellow spheres show. The calculated free energy profile of an adsorbate is mapped on the 1-d reaction coordinate (RC) labeled by blue arrow.

**Figure C.4** Free energy profiles of H₂S and isobutane diffusing through a window having a linker vacancy that adsorbs a 2-methylimidazole molecule at 35 °C.

**Figure C.5** Free energy profiles of water along the [111]-oriented reaction coordinate passing through a defect-free 6MR window and a defective 6MR window. The configurations of the defective windows in top and bottom panels are shown in Figures 5.1d and 5.1b, respectively. Vertical dashed lines label the positions of window centers projected on the reaction coordinate.
SUMMARY

Metal-Organic Frameworks (MOFs) are a class of porous materials composed of metal clusters connecting by organic ligands and forming in one-, two-, or three-dimensional structures. The tunable pore sizes, ultrahigh surface areas and pore volumes, together with the versatile functionalization of ligands make MOFs ideal candidates for applications including gas storage and separations, catalysis, and drug delivery. However, many MOFs have been found to degrade upon exposure to humid conditions or humid acid-gases. High chemical stability is required for MOFs to be practical applications as their working environments may be humid or acidic. Thus, it is of great importance to understand the degradation mechanisms of MOFs under related conditions. In my thesis work, I adopt ZIFs, an important subclass of MOFs, as prototypical models to investigate the potential degradation reactions occurring by the attack of water and acid gases. I utilized density functional theory methods and developed atomistic models to explore the energetic properties of point defects resulted by these reactions.

Diffusion-based gas separations in MOFs has promising applications for chemical mixture separations. Extensive experimental and computational investigations have been conducted for the screening of MOFs for separating specific components with high selectivity. However, the impact of defective structures on molecular diffusion has not been widely considered. This motivated me to perform molecular dynamics simulations using transition state theory method to explore the change in hopping rates of adsorbates caused by defective structures in MOFs. In general, the point defects I have examined in ZIF-8 increase the local hopping rate for molecular diffusion, suggesting that low concentrations of these defects will not dominate long range molecular diffusion in ZIF-8.
CHAPTER 1
INTRODUCTION

1.1 Metal-Organic Frameworks and Their Applications

Metal-Organic Frameworks (MOFs) are nanoporous crystalline polymers composed of metal cluster centers connected by organic ligands, forming in one-, two-, or three-dimensional topologies. Reported for the first time in 1995\(^1\) and synthesized in 1999,\(^2\) MOFs nowadays hold great promise in a variety of technological applications. Compared with conventional porous materials such as activated carbon and zeolites, MOFs exhibit ultrahigh porosity, versatile structures achieved by an enormous number of metal cluster centers and organic ligands combinations, and large internal surface areas.\(^3\) In particular, MOFs are promising substitutes for current energy-intensive chemical mixture separation processes such as distillation.\(^4\)

Among all the possible applications of MOFs, their potential use for gas storage has received intense interests. Take the storage of hydrogen as an example, hydrogen has the potential advantages as a fuel, however the storage of hydrogen is a challenge currently as the necessity to store liquid hydrogen or pressurized hydrogen has the risk of explosion.\(^5\) Therefore, searching for MOFs with high H\(_2\) capacity or the strategies to increase H\(_2\) capacity in existing MOFs is of great interest. There are two main strategies to improve gas capacity in MOFs: one is to enlarge MOF surface area and pore volume, as gas storage capacity mainly depends on these quantities. The methods to increase surface area or pore volume include but are not limited to using elongated ligands,\(^6\)\(^-\)\(^7\) catenation,\(^8\) and mixing different ligands in the same MOF structure.\(^6\)\(^,\)\(^9\) The other strategy is to enhance the heat of
adsorption for target adsorbates in MOFs. This can be achieved by generating coordinately unsaturated “open” metal sites that appear in some MOFs after the removal of the coordinating solvent molecules by thermal activation,\textsuperscript{10} or post-synthetically modifying organic ligands by adding functional groups such as –NH\textsubscript{2} that can strongly interact with H\textsubscript{2}.\textsuperscript{11}

Gas separation, another application of MOFs that has attracted attention from academia in the past decade, can include adsorptive separations and membrane separations.\textsuperscript{12} Adsorptive separations are based on the differences in adsorption/desorption behavior of distinct components in a gas mixture, while membrane separations take advantage of the differences in the diffusion mechanisms of mixed adsorbates. The tunable structures and pore sizes and the structural flexibility of some MOFs make them ideal candidates for membranes. For example, a high selectivity for H\textsubscript{2} was observed in HKUST-1 membranes\textsuperscript{13} and ZIF-8 thin films.\textsuperscript{14} In addition to the potential applications on gas storage and separations, MOFs have also shown promising usage in other areas including supercapacitors,\textsuperscript{15-16} catalysts,\textsuperscript{17} and drug capsules.\textsuperscript{18}

1.2 Zeolitic-Imidazolate Frameworks: A Subclass of Metal-Organic Frameworks

Zeolitic-Imidazolate Frameworks (ZIFs), composed of tetrahedrally coordinated zinc or cobalt cations and bridging imidazolate (Im) ligands, forming in topologically similar crystal structures with zeolites due to the similarity of the Metal-Im-Metal bond angle to the Si-O-Si angle in conventional silicon-based zeolites, are an important subclass of MOFs. In 2006, Yaghi \textit{et al.} pioneered the synthesis of twelve ZIF crystals, ZIF-1 to -12.\textsuperscript{19} These ZIFs exhibited unusual thermal and chemical stability, for example, ZIF-8 and
-11 retained their powder-XRD (PXRD) patterns when heated and held at a temperature of 500 and 300 °C, respectively, and also retained their PXRD patterns after 7 days of exposure to boiling organic solvent, water, and basic solution. This stability has been matched by only a few MOFs with relatively dense structures. Extensive studies about ZIFs have emerged in the past decade, resulting in development in synthesis techniques and their applications. The synthesis of ZIFs was initially through solvothermal methods with organic solvents as the reaction medium, but soon after hydrothermal synthesis was used to replace the expensive and flammable organic solvents. Some ZIFs have also been successfully produced through a solvent-free method. The synthesized ZIF crystals also evolved from powder in the early research stage to films/membranes now with the development of synthesis strategies. Currently, ZIFs are widely investigated for their applications for gas separations and they exhibit promising performance in, for example, H2/N2, H2/CO2, H2/CH4, H2/Ar, H2/O2, and H2/C3H8 separations.

In my thesis, I focused on ZIF-8 and used this ZIF as a prototypical model for the investigation of MOF stability and diffusion properties of adsorbates. ZIF-8, which is one of the most widely studied ZIFs both experimentally and computationally, is composed of Zn2+ cations and hydrophobic 2-methylimidazolate ligands, forming in the sod topology, with a pore limiting diameter of 3.4 Å. Recently, the flexibility of ZIF-8 has been found to be important for molecular diffusion in this material as well as its performance of the diffusion-based gas separations.
1.3 Chemical Stability of Metal-Organic Frameworks

Stability is a crucial factor that limits the practical use of MOFs. Although exhibiting promising industrial applications, MOFs still have drawbacks, one of which is their relatively lower chemical stability compared to other porous materials such as zeolites. Burtch et al. cataloged the water stability of MOFs, and their report pointed out that many well-known MOFs exhibiting promising applications were unstable in water.\(^{35}\) Our and other’s work also found ZIF-8, a hydrophobic ZIF, can degrade upon exposure to acid gases.\(^{36-38}\) To make use of MOFs in practical applications, it is important for us to understand their degradation mechanisms, based on which we can improve their stability. This is one of the main motivations of this thesis. In this thesis, I utilized computational methods to investigate the degradation mechanisms of MOFs under acidic conditions.

As degradation is inevitable in MOFs and defects are ubiquitous in materials, at the same time of investigating how to minimize degradation, another direction of my study is to know how to make use of the defects. Defects have been found to play a positive role in several MOFs such as UiO-66, in which linker vacancies result in positive effects on gas adsorption.\(^{39}\) In this thesis, I investigated the self-diffusion of several types of adsorbates in defective MOF structures, which were constructed based on the defects generated by our proposed degradation reactions. The comparison of the hopping rates of adsorbates in pristine MOFs with that in defective ones may provide insights into the influence of these defects on molecular diffusivity, which is an important quantity for evaluating the performance of MOFs in gas separations.

The chemical stability and degradation of MOFs opens the following questions:
(1) What reactions cause the degradation in MOFs? What are the product of the reactions, \( i.e., \) defects?

(2) What factors influence the extent of degradation?

(3) How do these defects impact functions of MOF materials?

My thesis will be organized based on the above questions.

1.4 Thesis Summary

The objective of my work is to use computational methods to understand the degradation mechanisms of MOFs and investigate how the degraded structures, \( i.e., \) defects, affect the adsorbate diffusion in these materials. The computational methods I used are mainly based on density functional theory and molecular dynamics simulations, which will be briefly introduced in Chapter 2. Chapter 3 focuses on the hypothetical point defects in ZIFs based on analogies to zeolites. The point defects are the starting point for the investigation of the degradation process of MOFs. A comprehensive computational study, which examines the stability of bulk structures and external surfaces of prototypical ZIFs as well as their polymorphs in humid acidic environments, is introduced in Chapter 4. Chapter 5 reports a molecular dynamics study about diffusion of hydrocarbons, acid gases, and water in defective ZIF-8 to discuss the potential impact of our proposed point defects on adsorbate diffusion. Finally, I will summarize my thesis work and propose possible future directions and development of my work. My thesis work on MOFs contributes to the MOF research area by providing an atomistic level understanding of the degradation mechanism for these materials, which will be helpful in the future development and improvement for these materials.
1.5 References


CHAPTER 2

METHODOLOGY

2.1 Introduction

The computations of my thesis work are based on two computational methods, which are density functional theory (DFT) and molecular dynamics (MD) simulations. DFT is a computational quantum mechanical modelling method to study the electronic structure of many-body systems.\(^1\) In my calculations, DFT was adopted to investigate the structures and chemical properties of MOF materials. MD is a classical mechanical simulation method to investigate the interatomic interactions, where the movements and forces of atoms can be described by Newton’s equation of motion.\(^2\) MD simulations were employed in my study to calculate the diffusion properties of adsorbates in MOF materials. A brief introduction about the basic concepts of DFT and MD simulations is given in the following sections.

2.2 Density Functional Theory

2.2.1 Schrödinger Equation for Many-Body Problems

Density functional theory (DFT), first introduced in 1964 by Hohenberg and Kohn,\(^3\) is now one of the most widely used quantum mechanics methods to solve the electronic quantum mechanical many-body problems. DFT uses electron density, rather than the wavefunction, as a fundamental variable.
The Schrödinger equation for a system containing M nuclei and N electrons can be written as

\[
\begin{align*}
\Psi(R_{1}, ..., R_{M}; r_{1}, ..., r_{N}) = E_{\text{tot}} \Psi(R_{1}, ..., R_{M}; r_{1}, ..., r_{N}), & \quad (2.1) \\
\end{align*}
\]

where all the terms in the brackets on the left-hand side compose the Hamiltonian of the system, where \(-\frac{\hbar^2}{2} \sum_{l=1}^{M} \frac{1}{M_l} \nabla^2_l + \sum_{l=1}^{M} U(R_l, R_l) + \frac{\hbar^2}{2m_e} \sum_{i=1}^{N} \nabla^2_i + \sum_{l=1}^{M} \sum_{l=1}^{N} V(R_l, r_i) + \sum_{l=1}^{N} \sum_{j<l} W(r_{i}, r_{j})\) are the kinetic energies of nuclei and electrons, respectively, \(U(R_l, R_l), V(R_l, r_i),\) and \(W(r_{i}, r_{j})\) are electrostatic potentials between nucleus and nucleus, nucleus and electron, and electron and electron, respectively. \(\Psi(R_{1}, ..., R_{M}; r_{1}, ..., r_{N})\) is the eigenfunction of the Hamiltonian, or a wavefunction, which is a function of coordinates of all nuclei \((R_i)\) and electrons \((r_i)\). \(E_{\text{tot}}\), the eigenvalue, is the total energy of the system. Solving such an equation is very difficult as the wavefunction has as many as \(3(N+M)\) variables.

To simplify the problem, we can separate the wavefunction in Equation 2.1 \(\Psi(R_{1}, ..., R_{M}; r_{1}, ..., r_{N})\) into two components, one for nuclei and the other for electrons based on the Born-Oppenheimer approximation, which assumes electrons, which are much less heavy than nuclei, respond instantaneously to any change in the nuclear positions. At a fixed nuclear configuration, the electronic Schrödinger equation is
\[
\left( -\frac{\hbar^2}{2m_e} \sum_{i=1}^{N} \nabla_i^2 + \sum_{i=1}^{N} V_{\text{ext}}(r_i) + \sum_{i=1}^{N} \sum_{j<i} W(r_i, r_j) \right) \psi(r_1, \ldots, r_N)
= E \psi(r_1, \ldots, r_N),
\] (2.2)

where \( V_{\text{ext}} \) is the potential from the external field due to positively charged nuclei, \( \psi(r_1, \ldots, r_N) \) is the electronic wavefunction, and \( E \) is the total energy of electrons.

### 2.2.2 Solving the Schrödinger Equation

DFT is established on two Hohenberg-Kohn theorems.\(^3\) The first theorem states that the ground state energy from Schrödinger equation is a unique functional of the electron density. Thus, by knowing the electron density for the ground state we can derive the ground-state energy. This theorem simplifies the problem of finding the ground-state energy by solving an equation with 3N variables to the same problem with only 3 variables.

The electron density \( n(r) \) can be expressed as an integral of normalized electron wavefunction over space,\(^4\)

\[
n(r) = N \int d^3r_2 \ldots \int d^3r_N \psi^*(r_1, \ldots, r_N) \psi(r_1, \ldots, r_N).
\] (2.3)

Equation 2.3 can be solved, in principle, for the corresponding wavefunction, which is a functional of spatially dependent electron density,

\[
\psi = \psi[n(r)].
\] (2.4)

Similarly, the total electronic energy \( E \) is also a functional of electron density as

\[
E[n(r)] = \langle \psi[n(r)] | \mathcal{H} + V + U | \psi[n(r)] \rangle,
\] (2.5)
where $\hat{T} + \hat{V} + \hat{U}$ is the Hamiltonian with $\hat{T}$ the kinetic energy, $\hat{V}$ the external potential, and $\hat{U}$ the electron-electron interaction. $\hat{T}$, $\hat{V}$, and $\hat{U}$ correspond to the three terms in the bracket of Equation 2.2 in order and each of them is also a functional of electron density. Of the three energies, $\hat{T}$ and $\hat{U}$ are called universal functionals as they are valid for any number of particles and any external potential, while $\hat{V}$ is a non-universal functional as it depends on the system.

The second Hohenberg-Kohn theorem states that the electron density that minimizes the energy of the overall functional is the true electron density corresponding to the full solution of the Schrödinger equation. In other words, the ground-state energy can be found by minimizing $E[n(r)]$ based on the minimal property of the ground state provided that the form of $E[n(r)]$ is known. This theorem is a guidance for searching for appropriate approximation forms of the functional.

One of the widely used approach that applies Hohenberg-Kohn theorems to practical computations was introduced by Kohn and Sham in 1965.\textsuperscript{5} They established the so-called Kohn-Sham equation,

$$
\left[ -\frac{\hbar^2}{2m_e} \nabla^2 + V_{\text{ext}}(r) + V_{\text{H}}(r) + V_{\text{XC}}(r) \right] \phi_i(r) = \epsilon_i \phi_i(r), \quad (2.6)
$$

where $\phi_i(r)$ is the single-electron orbital, which is closely related to the electron density,

$$
n(r) = 2 \sum_{i=1} \phi_i^*(r) \phi_i(r). \quad (2.7)
$$

Here, the factor of 2 on the right-hand side is because of Pauli exclusion principles that electrons of opposite spins can occupy the same atomic orbital. $V_{\text{ext}}(r)$ is the external
potential, which also appears in Equation 2.2, $V_H(r)$ is Hartree potential describing the Coulomb repulsion between the electrons, which has the form of

$$V_H(r) = e^2 \int \frac{n(r')}{|r-r'|} d^3r', \quad (2.8)$$

and $V_{XC}(r)$ is the exchange-correlation potential, which includes all the quantum mechanical effects that are not included in the left three terms.

$$V_{XC}(r) = \frac{\delta E_{XC}[n(r)]}{\delta n(r)}. \quad (2.9)$$

Note that Hartree potential includes the interaction between an electron and itself, which is unphysical and requires a correction to Equation 2.8. This correction is lumped into equation 2.9. The Kohn-Sham equation converts the problem of solving a multiple-electron Schrödinger equation to a single-particle Schrödinger equation.

**2.2.3 Local Density Approximation and Generalized Gradient Approximation**

**Exchange-Correlation Functionals**

The main challenge in utilizing DFT is that the accurate form of the exchange-correlation (XC) functional (Equation 2.9) is unknown except for the uniform electron gas, which has the electron density as a constant that is independent of spatial variables. Kohn and Sham stated that if $n(r)$ is sufficiently slowly varying, the exchange-correlation energy can be expressed as

$$E_{XC}[n] = \int n(r)\epsilon_{XC}(n(r)) dr, \quad (2.10)$$
where $\varepsilon_{XC}(n)$ is the exchange and correlation energy per electron of a uniform electron gas of density $n$.\textsuperscript{5} This approximation uses the local electron density to define the exchange-correlation functional, so it is called the local density approximation (LDA).

It is not surprising that LDA fails for the systems that have strong electron-electron interactions.\textsuperscript{6} To improve the approximation for such systems, many exchange-correlation functionals have been proposed, of which the generalized gradient approximation (GGA) is the most widely used. GGA incorporates the effects of inhomogeneity in electron density by applying gradient corrections, so that

$$E_{XC}[n] = \int n(r)\varepsilon_{XC}(r)F[(n(r),\nabla n(r))]dr,$$

where $F[(n(r),\nabla n(r))]$ is an enhancement factor, depending on both local density and local gradient of density. The most widely used GGA functionals in practical DFT calculations are PW91 by Perdew and Wang\textsuperscript{7} and PBE by Perdew, Burke, and Ernzerhof.\textsuperscript{8}

### 2.2.4 Dispersion Corrections

Many commonly used exchange-correlation functionals such as PBE and B3LYP fail to describe the long-range dispersion interaction correctly.\textsuperscript{9} It is important to include the dispersion corrections for systems, of which the total energy is largely contributed by noncovalent interactions such as hydrogen bonds, van der Waals forces, and $\pi-\pi$ interactions.\textsuperscript{10} A commonly used semi-classical correction is called the DFT-D (DFT + dispersion), which is based on an atom pairwise additive treatment of dispersion energy. The general form of dispersion energy is
\[
E_{\text{disp}}^{DFT-D} = - \sum_{AB} \sum_{n=6,8,10...} s_n \frac{C_n^{AB}}{R_{AB}} f_{damp}(R_{AB}), \tag{2.12}
\]

where the sum is over all atom pairs in the systems with \(R_{AB}\) denoting the internuclear distance of atom pair AB, \(C_n^{AB}\) is the averaged \(n\)th-order dispersion coefficient (orders \(n = 6, 8, 10...\)), and \(s_n\) is a global scaling factor to adjust the repulsive behavior. \(f_{damp}\) is a damping function to avoid near-singularities for small \(R_{AB}\). In my thesis work, I used the DFT-D2 and -D3 methods to calculate the dispersion energy of MOF systems. The DFT-D2 method includes one multipole-term that depends to the sixth order on the distance \(R_{AB}\) between atoms A and B, while the DFT-D3 method depends on two multipole-terms, sixth order and eighth order with dispersion coefficients.\(^9\)

\[2.3\] Molecular Dynamics Simulations

\[2.3.1\] The Idea of Molecular Dynamics Simulations

Molecular Dynamics (MD) simulation is a technique for studying the physical movements of atoms and molecules.\(^2\) The motion of particles obeys the law of classical mechanics, so their trajectories can be determined by solving the Newton’s equation of motion for a system of interacting particles, where the interaction is described by force fields. The idea of MD simulation follows similar approach as experiments. To perform a real experiment, the first step is to prepare a sample of the material that we wish to study, which in a MD simulation is the initialization of a system. For instance, for a system containing N particles, to start a simulation, we assign initial positions and velocities to all particles in the system. After the preparation of a sample in a real experiment, we then use some instruments to measure the property of interest during a certain time interval, and
usually the longer time interval the more accurate the measurement becomes. Analogously, in a MD simulation, we solve Newton’s equations of motion for this system to calculate the force on each particle and accordingly update the information such as velocity, temperature, and energy until the average properties of the system no longer change with time.

The force calculation is the most time-consuming part for most MD simulations because we need to calculate the force acting on every particle, which involves $O(N^2)$ evaluations with only considering pairwise additive interactions for a N-particle system, where the contributions to the force on a particle is due to all its neighbors (Figure 2.1). The potential energy of the system can be estimated by using interatomic potentials, for example, the Lennard-Jones (LJ) potential, which is a simple model that approximates the dispersive interaction between a pair of neutral atoms or molecules,

$$U_{LJ}(r) = 4\epsilon \left[ \left( \frac{\sigma}{r} \right)^{12} - \left( \frac{\sigma}{r} \right)^{6} \right]. \quad (2.13)$$

The first derivative of the potential is the force in a specific direction. Taking the x-component as an example, the corresponding force for the LJ potential is

$$f_x(r) = -\frac{\partial u(r)}{\partial x} = \frac{48\epsilon x}{r^2} \left[ \left( \frac{\sigma}{r} \right)^{12} - 0.5 \left( \frac{\sigma}{r} \right)^{6} \right]. \quad (2.14)$$

With the forces known, we can then use them to integrate Newton’s equations of motion. There are many algorithms for this purpose, of which a simple but also usually the best one is called the Verlet algorithm, where the positions of a particle in successive time steps are related by the following equation,
\[ r(t + \Delta t) \approx 2r(t) - r(t - \Delta t) + \frac{f(t)}{m} \Delta t^2. \]  \hspace{1cm} (2.15)

Note that in Equation 2.15, the variables involved are merely force and positions in previous time steps without velocities, which can be derived using the position information and time steps.

This section has made a brief tour for a typical procedure in a time step of a MD simulation. The systems studied by MD simulations are in the regime that the specific trajectory depends sensitively to the initial conditions. It is important to use MD simulations to accumulate averaged predictions rather than highly specific details from individual trajectories.

![Figure 2.1](image.png)

**Figure 2.1** Illustration of a N-particle system and the physical variables position \((x_i)\), force \((f_i)\), and pairwise distance \((r_{ij})\) computed in a typical molecular dynamics simulation.

### 2.3.2 Molecular Dynamics Simulations for Diffusion

Self-diffusion coefficient is a property of great interest in the study of porous materials and MD simulation is an efficient method to calculate this property. Self-diffusivity describes the random motion of a molecule in the absence of any gradients that
case a mass flux, in other words, it is a motion under equilibrium condition. A commonly used technique to obtain self-diffusion coefficient by MD simulations is to monitor molecule positions in a time interval, then calculate the slope of the mean square displacement (MSD)\(^{12}\) at long times,

\[
D_\alpha^S = \frac{1}{2dN_\alpha} \lim_{t \to \infty} \frac{d}{dt} \left( \sum_{i=1}^{N_\alpha} (r_{i\alpha}^\alpha(t) - r_{i\alpha}^\alpha(0))^2 \right),
\]

where \(D_\alpha^S\) is the self-diffusion coefficient of component \(\alpha\), \(N_\alpha\) is the number of molecules of component \(\alpha\), and \(d\) is the spatial dimension of the system, which can be 1, 2 or 3. The position of each molecule, \(r_{i\alpha}^\alpha(t)\), is recorded every time step during MD simulations. Equation 2.16 is also called the Einstein’s relationship.\(^{13}\)

### 2.3.3 Transition State Theory Method: Umbrella Sampling

Conventional MSD method works efficiently for the situations where molecules diffuse relatively fast, typically with a self-diffusion coefficient greater than \(10^{-8} \text{ cm}^2/\text{s}\).\(^{14}\) For MOF materials, in which the adsorbates diffuse through pores, extensive computational studies have been reported using MSD method to investigate self-diffusion of adsorbates. Almost all of these studies have MOFs with greater pore size than the adsorbate’s size. However, if the adsorbate’s size is as large as or larger than the pore size, can we still use MSD methods to obtain self-diffusion coefficient? The answer is yes and no. We can still perform a regular MD simulation, but the MSD plot as a function of time will be almost flat as Figure 2.2b shows, rather than a straight line with a slope. Because the adsorbate could not overcome a high barrier to hop from one state to another, as a result, it is wandering inside a local area, as Figure 2.2a shows. Thus, the MSD for the molecule in
Figure 2.2a is within the range of a cage size. The diffusion coefficient derived by this MSD curve is far from accurate. Thus, we need to turn to other ways to obtain self-diffusion coefficient, such as transition state theory (TST). Instead of computing positions, TST method computes hopping rate between two states.

**Figure 2.2** Illustration of the challenge of MSD method in slowly-diffusing situations. (a) A molecule moving through cages in porous materials, where the red arbitrary curves represent its moving trajectory and the black arrow pointing from cages A to B denotes the one of the hopping directions of the molecule during diffusion. (b) the mean-square displacement as a function of time for the molecule shown in (a) during a typical MD simulation time.

TST computes a rate constant for hopping between states A and B by computing the equilibrium particle flux through the dividing surface. Figure 2.3a shows a cross section of a channel in a porous material, the net diffusion of adsorbates is along the horizontal axis. In this scheme, because the energy barrier is usually high, the diffusion can be described as hopping from cage to cage through a pore connecting the two cages. The position tagged in red is at the dividing surface q*, which is at the position of a pore connecting two cages. The both sides of this dividing surface are two well-defined states A and B, which are two distinct cages with q_A and q_B denoting the positions of local
minimum-energy states within each cage. The position of transition state (TS) is at \( q^* \), which together with the energy barrier are what we want to determine using TST methods.

The hopping rate \( k_{A \rightarrow B} \) for an adsorbate from states A to B can be expressed as

\[
k_{A \rightarrow B} = \kappa \frac{k_B T}{2\pi m} \int_{state\ A} e^{-\beta F(q')} \, dq',
\]

where \( k_B, T, m, \) and \( \kappa \) are Boltzmann constant, temperature, mass of adsorbate, and dynamical correction factor, respectively. \( \beta = \frac{1}{k_B T} \). The most straightforward TST methods assume that all the particle from state A reaching TS will all falls into state B, ignoring recrossings. This assumption may not affect the particles with relatively low energy barriers, but can change the rate constant of those with high energy barriers by several orders of magnitude. This problem can be solved by computing the dynamical correction factor, which is in the range of 0 and 1.\(^{14}\)

The TST method used in this thesis, umbrella sampling,\(^ {16}\) is a biased MD method that provide free energy profile along a reaction coordinate by using a bias potential to constrain sampling over a reaction coordinate. Take the case in Figure 2.3a as an example, since the free energy barrier is high, which reduces the probability of sampling close to the location of TS using direct MD simulation, as the probability is proportional to \( \exp[-\beta F(r)] \). To solve this problem, a bias potential is added to the adsorbate to increase the probability of sampling close to TS. The simplest form of the bias potential is harmonic oscillator with the equilibrium state at a specific position along the reaction coordinate. In the practical simulations using umbrella sampling, as Figure 2.3b shows, a series of “umbrellas” are arranged along the reaction coordinate, with each one constraining the sampling within the
space enclosed by the umbrella. The artificial bias potential can be subtracted from the resulted free energy by using methods such as Weighted Histogram Analysis Method.²

**Figure 2.3** (a) Illustration of energy states of an adsorbate along a one-dimensional reaction coordinate. The black part is the space where adsorbate can move, the two green points are the positions of local minimum-energy states (q_A and q_B) along x direction, and the red point corresponds to the position of the transition state (q*). The red curve is the free energy profile for the adsorbate along x direction. (b) Illustration of umbrella sampling applied to the system shown in (a) for calculating the free energy profile, where the thin cylinders perpendicular to x-axis represent the umbrellas, where the adsorbates are constrained because of the bias potential.
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CHAPTER 3

COMPUTATIONAL CHARACTERIZATION OF DEFECTS IN METAL-ORGANIC FRAMEWORKS: SPONTANEOUS AND WATER-INDUCED POINT DEFECTS IN ZIF-8

3.1 Introduction

Metal-organic frameworks (MOFs) are nanoporous crystalline materials composed of metal cations coordinated by bridging organic linkers.1 Within the large family of MOFs, zeolitic-imidazolate frameworks (ZIFs), composed of tetrahedrally coordinated zinc or cobalt cations and bridging imidazolate (Im) ligands, have received special attention due to their unusual stability, structural and chemical diversity and their promising applications including sensing,2 storage and separation of gases,3-11 drug delivery,12-13 and catalysis.14 The bulk structure of ZIFs and other MOFs are typically well understood on the basis of X-ray diffraction (XRD) experiments, and large collections of crystal structures are now available.15 In the specific case of ZIFs, the similarity of the Zn-Im-Zn bond angle to the

Si-O-Si angle in conventional silicon-based zeolites gives rise to topologically similar crystal structures. Yet in contrast with zeolites, \textsuperscript{16-20} whose defect structures are well known and well characterized, comparatively little is known with regard to the structure and stability of elementary point defect structures (e.g., metal/ligand vacancy, dangling linkers) within ZIFs and other MOF crystals, \textsuperscript{21} and direct experimental evidence of such defects (especially in stable, low-coordination-number MOFs such as ZIFs) is sparse. Nonetheless, such defects likely play an important role in influencing the physical properties, \textsuperscript{22} reactivity, \textsuperscript{23-29} and long-term stability\textsuperscript{21,30-31} of MOFs.

Motivated by similarities with traditional zeolites, we computationally examine the thermodynamic stability and kinetic accessibility of various point defects in ZIFs. We assess the thermodynamic stability of each defect by calculating the energy change of a putative defect formation reaction, under both synthetic (solution-phase) and postsynthetic (gas-phase) conditions. By analogy to defects known to exist in zeolites, we examine both metal/linker vacancies as well as potential “dangling” linker groups (Figure 3.1).\textsuperscript{21,32-34} We also study the kinetic feasibility of defect formation and discuss the implications of our results in terms of the reactivity and long-term stability of MOFs under working conditions that may involve exposure to water vapor or acid gases.\textsuperscript{35}
Figure 3.1 Schematic illustration of various potential ZIF point defects and associated formation reactions: (a) Linker vacancy, (b) Zinc vacancy and (c) Dangling linker. X = OH\(^-\), NO\(_3^-\), or COOH\(^-\). Zn-X-H\(_2\)O-Zn, V\(_{Zn}\), Zn-X-HL-Zn denotes a linker vacancy, zinc vacancy, and dangling linker, respectively.

We utilize ZIF-8 as prototypical model ZIF. ZIF-8 is composed of zinc(II) cations coordinated by 2-methylimidazolate ligands and forms a porous crystalline solid with sodalite topology.\(^{36}\) Although our calculations focus on ZIF-8, we expect our qualitative conclusions to be transferable to other ZIFs, which differ only in the functionalization of the organic linker. For each putative defect formation reaction, we use density functional theory (DFT) calculations to estimate the associated energy change relative to the bulk, defect-free structure, under either synthetic or post-synthetic conditions. These scenarios are distinguished by the presence or absence of solvent, typically (in the case of ZIFs)
DMF,\textsuperscript{36} methanol,\textsuperscript{37} or water.\textsuperscript{38} We include such solvation effects using a combination of experimentally measured or computationally estimated aqueous solvation enthalpies. Within these defect formation reactions, we include the possibility of reactions involving water (either ambient or residual solvent), NO\textsubscript{3}\textsuperscript{−} (a typical counterion during synthesis), or formate (a modulator often used in ZIF synthesis).\textsuperscript{39-40} Because our goal is to examine the plausibility of various defects rather than to estimate absolute defect concentrations, we neglect entropic effects, the inclusion of which is both challenging due to the anharmonicity of low frequency phonons as well as the uncertainty in solution-phase translation/rotational entropy and unlikely to qualitatively alter our conclusions (Table A.5).

Based on the point defects proposed in bulk ZIF-8, we perform computational investigation on the degradation mechanisms for ZIF-8 external surfaces and MIL-125, which exhibit degradation after exposure to acid gases. Degradation of MOFs presumably begins with the formation of point defects. Our simulations show that the observed degraded structures are likely similar to the point defects proposed in bulk ZIF-8. The experimental observations utilizing techniques including scanning electron microscopy, X-ray photoelectron spectra, and FTIR spectra support our hypothesis. This chapter details the computational methods and atomistic models for the investigation of point defects in ZIF-8. The models are then applied to characterize similar defects in other MOF systems, which have been observed in experiments.
3.2 Formation of Point Defects in ZIFs

Based on the similarity of geometry between ZIFs and zeolites, we proposed three types of point defects for ZIF-8, whose models are based on the observed point defects in silicon-based zeolites.\textsuperscript{16-20} As Figure 3.1 shows, they are linker vacancy, metal vacancy, and dangling linker. Similar to an oxygen vacancy in zeolites, a linker vacancy can be formed by removing a neutral, protonated imidazole linker (to the gas-phase or bulk solution) via reaction with a water and an additional proton donating group (Figure 3.1a). Within the context of this simple description, the resulting two unsaturated metal sites are then filled by an associating water and the conjugate base of the proton donating group. We also consider the possibility of forming a metal cation vacancy, analogous with well-known tetrahedral vacancies in zeolites (Figure 3.1b).\textsuperscript{21,33} Within our model, two of the resulting unsaturated linkers are protonated by two proton-donating groups, with the zinc reacting with the resulting conjugate base. The increased conformational flexibility and linker group size of ZIFs relative to zeolites offers the possibility for an additional defect type: a “dangling” linker group, where the “bridging” imidazolate linker is bound to one, rather than two, adjacent zinc cations. This defect can also be considered an intermediate in the pathway to a linker vacancy. Within our model, the dangling linker is generated via reaction of the ZIF with a single proton donating group (Figure 3.1c).

The thermodynamic stability of a defect is evaluated by its formation energy, which is defined as the difference between the total energy of products and that of reactants,

$$\Delta E = E_{\text{defect}} - E_{\text{perfect}} - \sum E_{\text{molecule}},$$ (3.1)
where $E_{\text{defect}}$, $E_{\text{perfect}}$, and $E_{\text{molecule}}$ are energies of a defective ZIF-8 unit cell, a defect-free ZIF-8 unit cell, and a reacting molecule (H$_2$O or HX), respectively. A positive formation energy denotes that the formation of a defect is an endothermic reaction.

The kinetic stability of a defect is evaluated by its activation energy for the formation reaction, $\Delta E^a$. $\Delta E^a$ is defined as the difference between the energies of the transition state and the initial state of a system.

### 3.3 Computational Methods

A periodic model of ZIF-8 was constructed from the XRD crystal structure obtained from the Cambridge Structural Database (CSD). The cubic unit cell includes 276 atoms with a lattice constant of 16.991 Å. Periodic calculations utilized the Vienna Ab initio Simulation Package (VASP) in conjunction with a 600 eV energy cutoff and a projector-augmented wave (PAW) treatment of core electrons. All structural optimizations utilized the PBE functional with the lattice constant fixed to that of the defect-free ZIF, and atoms were relaxed to a tolerance of $10^{-2}$ eV/Å. The use of the fixed, defect-free, lattice constant is motivated by the desire to study defect formation thermodynamics at the expected (low) concentration, where the ZIF lattice constant will be unaltered by dilute defects; due to periodic boundary conditions, relaxation of the lattice for defective structures would be representative of unphysically high defect concentrations. All energy differences were subsequently evaluated using both dispersion-corrected PBE-D3 (Table 3.1) and also the hybrid B3LYP-D3 functional (Table A.1); the energetics are qualitatively unchanged at the B3LYP-D3 level. The PBE geometries are used in all cases for
consistency and efficiency, resulting in energy differences of <1 kcal/mol with respect to full optimizations (Tables A.2 and A.3). Energy differences involving isolated molecules were evaluated by placing the molecule within a box with the same dimensions as the unit cell to generate a consistent periodic system (Figure A.2). Zero-point corrections were calculated and applied based on a normal-mode analysis at the PBE level.

Reaction pathway investigations were performed via the nudged elastic band (NEB) method on the full, periodic, ZIF-8 unit cell using eight images for each of the two reaction steps and then refined via climbing-image NEB.\textsuperscript{47-48} The resulting images are approximately evenly distributed along the minimum energy pathway connecting reactants and products according to the NEB scheme.

Solution-phase energy differences were calculated by adding a solvation corrections to all reactants and products in each defect formation reaction (Figure A.4). Aqueous solvation energies for simple species (H\textsubscript{2}O, HNO\textsubscript{3}, HCOOH, Zn(NO\textsubscript{3})\textsubscript{2}, Zn(OH)\textsubscript{2}) were estimated using experimentally measured enthalpies of dissolution/condensation (Table A.4). For gaseous reagents, ideal gas behavior was assumed for conversions for enthalpies to energies. Aqueous solvation energies for the remaining species were estimated computationally using finite “cluster” models in conjunction with the SMD\textsuperscript{49} polarizable continuum solvation model. These solvation energies were added to the (periodic) gas-phase reaction energetics to yield estimates for the corresponding solution-phase reactions. See Appendix A for complete details.
3.4 Results and Discussion

3.4.1 Thermodynamic Stability of Possible Defects in ZIF-8

Calculated zero-point corrected gas-phase ($\Delta E_{\text{gas}}$) and solution-phase ($\Delta E_{\text{soln}}$) defect formation energies are shown in Table 3.1. The local optimized structures of resulting defects are shown in Figure 3.2. Gas-phase defect formation energies of a linker vacancy (Figure 3.1a, reactions (i)-(iii) of Table 3.1) range between -0.5 and 14.5 kcal/mol, depending on the nature of the proton donating group. Note that these energies are calculated with respect to non-interacting reactants and products; as such, a significant energetic contribution comes from desorption of the resulting gas-phase imidazole from the ZIF. Since it is likely that the imidazole would remain adsorbed within the ZIF, we also calculate energies relative to the interacting products (e.g. adsorbed imidazole), yielding smaller formation energies between -8.0 and -3.6 kcal/mol (numbers in parentheses in Table 3.1 and Figure A.3). Including solvation effects for the reactants and products, we estimate the corresponding aqueous solution-phase linker vacancy formation energies to be slightly more favorable, between -3.8 and 10.6 kcal/mol (-11.3 to -7.5 for adsorbed imidazole). Crucially, irrespective of the details of the proposed formation, many of the resulting formation energies are approximately thermoneutral or even exothermic, suggesting the thermodynamic plausibility of linker vacancy point defects under ambient conditions. Of course, formation of such a linker vacancy requires cleavage of two strong metal-ligand dative bonds and thus likely presents significant kinetic barriers (vide infra).
Table 3.1 Formation energies of the possible point defects in ZIF-8. All energetics are calculated at the PBE-D3 level with values given in kcal/mol. $\Delta E^{\text{gas}}$, $\Delta \Delta E^{\text{solv}}$, and $\Delta E^{\text{soln}}$ denote the gas-phase defect formation reaction energy (Figure 3.1), solvation correction, and resulting solution-phase formation energy. Numbers in square brackets correspond to gas-phase ion-paired Zn(OH)$_2$/Zn(NO$_3$)$_2$ products, which are shown alongside results assuming crystalline salt products. In the case of linker vacancies, energies in parentheses are taken with respect to interacting product complex; all other energies are with respect to non-interacting reactants and products.

<table>
<thead>
<tr>
<th>(kcal/mol)</th>
<th>Defect</th>
<th>$\Delta E^{\text{gas}}$</th>
<th>$\Delta \Delta E^{\text{solv}}$</th>
<th>$\Delta E^{\text{soln}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Linker vacancy</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(i)</td>
<td>Zn-OH…H$_2$O-Zn</td>
<td>14.5 (-3.6)</td>
<td>-3.9</td>
<td>10.6 (-7.5)</td>
</tr>
<tr>
<td>(ii)</td>
<td>Zn-NO$_3$…H$_2$O-Zn</td>
<td>3.8 (-6.2)</td>
<td>-2.8</td>
<td>1.0 (-9.0)</td>
</tr>
<tr>
<td>(iii)</td>
<td>Zn-COOH…H$_2$O-Zn</td>
<td>-0.5 (-8.0)</td>
<td>-3.3</td>
<td>-3.8 (-11.3)</td>
</tr>
<tr>
<td><strong>Zn vacancy</strong></td>
<td>(iv)</td>
<td>$V_{\text{Zn}}$[Zn(OH)$_2$]</td>
<td>-5.9 [46.0]</td>
<td>26.9</td>
</tr>
<tr>
<td>(v)</td>
<td>$V_{\text{Zn}}$[Zn(NO$_3$)$_2$]</td>
<td>-38.2 [21.8]</td>
<td>13.2</td>
<td>-25.0</td>
</tr>
<tr>
<td><strong>Dangling linker</strong></td>
<td>(vi)</td>
<td>Zn-OH…HmIM-Zn</td>
<td>11.9</td>
<td>8.8</td>
</tr>
<tr>
<td>(vii)</td>
<td>Zn-NO$_3$…HmIM-Zn</td>
<td>6.2</td>
<td>6.8</td>
<td>13.0</td>
</tr>
<tr>
<td>(viii)</td>
<td>Zn-COOH…HmIM-Zn</td>
<td>2.9</td>
<td>0.5</td>
<td>3.4</td>
</tr>
</tbody>
</table>

In the gas-phase, the most mechanistically feasible zinc-containing product in the reactions forming a metal cation vacancy (Figure 3.1b, reactions (iv)-(v) of Table 3.1 and Figure A.2) is an ion-paired salt complex. The resulting defect formation energies range between about 20 and 50 kcal/mol due to the relative instability of the ion-pair (numbers given in brackets in Table 3.1). Alternatively, the defect energy can be calculated relative to solid (crystalline) salt products, yielding much lower energies between -5.9 and -38.2 kcal/mol, although the formation of such a crystalline salt product within a gas-phase reaction seems mechanistically unlikely. The solution-phase metal vacancy formation energies were calculated assuming a (potentially partially) dissolved salt product, with energies of -25.0 kcal/mol (for X = NO$_3^-$) and 21.0 kcal/mol (X = OH$^-$), with the former driven both by stronger proton donating power and by solvation of the resulting (soluble)
Zn(NO$_3$)$_2$ salt. Once again, based purely on the thermodynamics of the defect formation reactions (neglecting entropic factors), metal vacancy formation within ZIF-8 is thermodynamically plausible.

Whether in the gas- or solution-phase, the resulting defect formation energies for a dangling linker (Figure 3.1c, reactions (vi)-(viii) of Table 3.1 and Figure A.2) are typically higher, between 2.9 and 11.9 (gas-phase) and 3.4—20.7 (solution-phase) kcal/mol. Analysis of our DFT energies suggests that the increase in dangling linker formation energy relative to linker vacancies is driven by the strain/deformation of the ZIF lattice, which must accommodate the bulky dangling imidazolate linker within the confined ZIF pore. This deformation energy might be reduced for ZIFs containing a larger pore diameter. The higher formation energy of dangling linkers versus linker vacancies suggests a decreased concentration of the former relative to the latter, and considering the dangling linker as an intermediate towards linker vacancy formation, also provides one possible explanation for the observed thermal and chemical kinetic stability of ZIFs.$^{4,6,36,50}$
Figure 3.2 Local structures of the defects in ZIF-8. (Numbering corresponds to the defect formation reactions in Table 3.1) Linker vacancies (i – iii), zinc vacancies (iv – v), and dangling linkers (vi – viii). The local structure of defect-free ZIF-8 is shown for comparison. H, C, N, O, and Zn are shown in white, brown, blue, red, and gray, respectively. Reactions iv/v yield identical point defect structure.

Our results also suggest a possible explanation for well-known post-synthetic linker\textsuperscript{37,51-53} and metal\textsuperscript{37} exchange processes in ZIFs. In such post-synthetic exchange processes, a ZIF is submerged into a concentrated solution of an alternative linker group or metal, where slow in situ replacement of the linker/metal via a single-crystal to single-crystal transformation is observed. In the case of ZIF-8 linker exchange, one example of such a process requires elevated temperatures (100°C) and extended reaction times (~6 days), resulting in ~85% replacement of the methyl-imidazolate by an unfunctionalized imidazolate and yielding a structure that cannot be accessed via direct synthesis.\textsuperscript{52} We hypothesize that such single-crystal transformations could be driven by the transient
formation of point defects, including metal/linker vacancies, that are then quenched by replacement with an alternative linker/metal.\textsuperscript{52} Recent experimental evidence suggests that these defects need not be merely transient. Cheng \textit{et al.}\textsuperscript{54} measured the XRD pattern of ZIF-8 exposed to liquid water and found evidence for several new XRD peaks that increased in intensity with exposure while the original diffraction peaks decreased. They also find IR evidence for water that cannot be desorbed even at 100°C. They interpret this data in terms of water-terminated defect sites and find that these defects permanently increase the H\textsubscript{2} uptake of the material.

\subsection*{3.4.2 Kinetic Stability of Water-Induced Point Defects in ZIF-8}

Insight regarding the kinetics of defect formation can be gained by examining the activation energy and minimum energy pathway associated with defect formation. This reaction pathway is shown for linker vacancy formation (reaction (i) of Table 3.1) in Figure 3.3. Starting with a defect-free ZIF, linker vacancy formation proceeds via reaction with water over a barrier of \(~22\) kcal/mol to form a metastable dangling linker intermediate. Reaction with a second water proceeds with a higher effective barrier of \(~29\) kcal/mol, leading to a relatively low-energy linker vacancy defect. Both barriers are estimated under gas-phase conditions and may be modified slightly by inclusion of solvent effects. The overall energetics presented here differ slightly from the data in Table 3.1, since the latter energetics are taken with respect to non-interacting reactants/products. The calculated reaction barriers are sizable, reflecting the observed thermal and kinetic stability of ZIFs in aqueous solution. Nonetheless, crude transition state theory calculations (\(k(T) = \frac{k_B T}{h} e^{-\Delta V E / RT}\), neglecting all entropic effects) would predict the barrier to dangling linker formation to be surmountable at room temperature on a timescale of \(~1\) hour, consistent
with recent observations of water-terminated defect sites (presumably dangling linkers) in ZIF-8 under ambient conditions.\textsuperscript{54} The higher effective barrier to linker vacancy formation would be accessible only at higher temperatures, with transition-state theory predicting timescales of \approx 5 h at 100\degree C. In both cases, inclusion of solvation effects may slightly reduce the calculated barrier, while use of hybrid functionals may somewhat increase the barrier. Nonetheless, an effective barrier of this magnitude is qualitatively consistent with the experimental conditions required for linker exchange.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure3.3}
\caption{Minimum energy reaction pathways for the linker vacancy formation via reaction with water (reaction (i) of Table 3.1). The reaction proceeds via two steps, first forming a dangling linker (1), and subsequently a linker vacancy (2). The energetic discontinuity between the two steps arises from the heat of adsorption of the 2\textsuperscript{nd} water molecule.}
\end{figure}
3.5 Point Defects at ZIF-8 External Surfaces

The external surface of a porous crystal is the first point of interaction between the crystal and an external fluid, and this interaction becomes more important as the particles are taken from the micro- to nano-scale. This initial interaction can be particularly problematic when the crystals are exposed to environments that potentially degrade the material. Despite its chemical stability, ZIF-8 is known to degrade under acidic conditions, and therefore acidic solutions are typically used to dissolve ZIFs to examine their composition. In fact, this degradation under acidic conditions has been used to etch particular ZIF-8 shapes that were previously synthetically unavailable.\(^{55}\) In some separation and adsorption applications, ZIF-8 has the potential to come into contact with acid gases such as SO\(_2\) in the feed streams of interest.\(^{56-57}\) Since the external surface is the first to interact with the material, the external surfaces are likely to degrade first.\(^{21}\) Thus, understanding the overall stability of the crystal begins with understanding the stability and degradation behavior of the external surface. Here we use the point defect models to study the degradation of ZIF-8 external surfaces, which have different structures from bulk ZIF-8, upon exposure to aqueous SO\(_2\).

3.5.1 ZIF-8 Surface Models

ZIF-8 \{100\} and \{110\} surfaces are generated by cleaving Zn-N bonds crossing the same planes in [100] and [110] directions, respectively. As a result, the surfaces can be Zn-terminated or N-terminated. Four candidate \{100\} surfaces and six candidate \{110\} surfaces were generated (Figure A.5). The \{100\} surface uses a tetragonal cell with a base defined by \(a_0[001]\) and \(a_0[010]\) and an inter-layer spacing (distance in crystal direction
between two adjacent Zn atoms) of \(a_0/4\). The \{110\} surface uses a tetragonal cell with a base defined by \(a_0[100]\) and \(a_0[01\bar{1}]\) and an inter-layer spacing of \(a_0/4\sqrt{2}\) or \(a_0/2\sqrt{2}\). In both cases, \(a_0\) is the equilibrium lattice constant of ZIF-8.

An asymmetric model is adopted because of the large size of ZIF-8 slabs, of which one example for a \{100\} surface slab model is shown in Figure 3.4. The surface energy is examined to simulate the most stable surface facets. The surface energy, \(E_s\), of the slab is defined as

\[
E_s = \frac{1}{A} (E_{\text{slab}}(n) - n \cdot E_{\text{bulk}}),
\]

where \(A\) is the area of surface, \(E_{\text{slab}}(n)\) is the energy of a slab containing \(n\) Zn(mIM)\(_2\) units, and \(E_{\text{bulk}}\) is the energy of one Zn(mIM)\(_2\) unit in the bulk material. A lower surface energy denotes a more thermodynamically favorable surface termination. To check for energy convergence as a function of slab size, the surface energy of a set of asymmetric slabs with size ranging from 2 to 4 Zn-layers have been calculated and the energy appears to converge for a slab with 3 layers, one of which is fixed. Thus, a 4-layer slab in which the 2 bottom layers of atoms are fixed at their bulk positions and the 2 top layers of atoms are allowed to relax is chosen to mimic the surface (Figure 3.4). Dipole moment corrections are applied to all slab calculations to eliminate the dipole interaction between periodic images. Slabs are separated from their periodic images by a vacuum region of at least 20 Å. All \{100\} and \{110\} surface slab models in this work contain the same number of atoms and species distribution as in a single ZIF-8 unit cell.
**Figure 3.4** Example of (a) a simulation box for the slab calculations and (b) the embedding within the periodic boundary conditions. The bottom 2 layers were fixed in the bulk-optimized positions and the top 2 layers were allowed to relax to simulate the surface.

Here we use the Zn-terminated surfaces with the lowest surface energy as our pure surface models. To stabilize the unsaturated Zn sites on the external layer of the surfaces, we coordinate water molecules to these Zn atoms to ensure all Zn atoms in a slab are 4-coordinated (Figures A.6 and A.7) because unsaturated Zn atoms have stronger attraction to molecules such as H$_2$O and H$_2$SO$_3$ than methylimidazole. Based on the total energy of the hydrated slabs, we find that the coordinated water molecules do not change the relative stability of all the surface terminations.

DFT calculations were performed by VASP$^{42-45}$ with the PAW method,$^{41}$ the PBE exchange-correlation functional,$^{58}$ and semi-empirical dispersion corrections via the DFT-D2 method.$^{59}$ The computational ZIF-8 bulk unit cell was a cubic cell from experimental crystallographic data.$^{36}$ All calculations were performed using a plane-wave energy cutoff.
of 600 eV, sampling k-space at the Γ-point with total energy and ionic force convergence criteria for energy minimization of $10^{-5}$ eV and 0.03 eV/Å, respectively. These calculations gave a DFT-optimized lattice constant of 16.973 Å, in good agreement with experiment (16.991 Å).36

### 3.5.2 Reactions with Water/Sulfurous Acid on ZIF-8 External Surfaces

Zn atoms of ZIF-8 surfaces are undercoordinated by imidazolate ligands, thus, they are potentially form bonds with water or sulfurous acid, a possible product of reactions between water and SO₂. The coordinated water or sulfurous acid may further react with ZIF-8 surface structures, creating dangling linkers. As Figure 3.5 shows, a H₂O (H₂SO₃) molecule is initially chemisorbed on an unsaturated Zn atom; after the reaction, a proton of the reacting molecule transfers to an imidazolate linker that is bound to the same Zn atom. As a result, the linkage between the metal and ligand is broken. Though Zn is likely removed from the surface as well, the XPS results (Appendix A) suggest that imidazole is preferentially removed and so only the imidazole removal reactions are investigated here. These proposed reactions are in agreement with those calculated for point defects in the bulk structure of ZIF-8.
Figure 3.5 Proposed molecular insertion reactions involving (a) H₂O or (b) H₂SO₃ on a hydrated ZIF-8 surface. The insertion reaction involves the same species on both the {110} and {100} surfaces and so the rest of the surface has been omitted for clarity. Colors: gray = Zn, blue = N, red = O, white = H, brown = C, yellow = S.

3.5.3 Comparison of Computational and Experimental Results

It has been demonstrated that ZIF-8 synthesis conditions can be varied to expose different facets.⁴⁰⁶⁰ Our collaborators’ experiments⁶¹ showed that when synthesized solvothermally in methanol using sodium formate as a modulating ligand, ZIF-8 had the particle shape of rhombic dodecahedra, which were composed of 12 {110} facets with sharp corners and edges. ZIF-8 cubes, which were composed of 6 {100} facets, however, could be synthesized hydrothermally using CTAB as a surface-specific capping ligand.

By comparing the surface energy of all possible surface terminations (Table A.6), we have found that all the four possible {100} surface terminations are approximately equally stable, and two of the six possible {110} surface terminations are much more stable than the other terminations. The lowest energy {110} surface was found to have a surface energy of 0.43 J/m², which was lower than the typical {100} surface energy of 0.72 J/m²,
in agreement with experimental observations that the \{110\} surface is thermodynamically preferred compared to \{100\}.

Acid stability was examined experimentally by exposing ZIF-8 particles to aqueous solutions of SO$_2$ at varying concentrations. Concentrations were chosen to simulate various vapor phase concentrations of SO$_2$ in equilibrium with the aqueous solution, according to Henry’s law ($k^\circ_H = 1.25$ mol/(L·bar)). By terminating growth before reaching thermodynamic equilibrium, truncated rhombic dodecahedra that expose both \{110\} and \{100\} facets can be grown, as shown in Figure 3.6. After exposure to aqueous SO$_2$, the \{110\} facets appeared to degrade and reveal striations that could be identified as small terraces of \{100\} facet, whereas the \{100\} facet appeared to be relatively unaffected by the degradation conditions. Aqueous SO$_2$ exposure experiments were also conducted on ZIF-8 rhombic dodecahedra and cubes, which exposed only \{110\} and \{100\} facets, respectively, for comparison of the chemical stability of these two surfaces (Figure A.8). For both sets of particles shown in Figure A.8, degradation was evident at the low-coordination corners and edges. For the rhombic dodecahedra, degradation was similar to that observed for the large particles, with significant etching on the small \{211\} and \{111\} facets present at the corners and edges. The terraces also appeared roughened compared to the as-synthesized particles, particularly at long exposure times. In contrast, the cubes appeared to undergo an initial roughening on the edges, but then did not exhibit further degradation with increased time. This initial degradation is likely due to the fact that the cubes are more accurately described as “truncated cubes,” which expose a small amount of \{110\} facet at low-coordination sites on the edges.
Figure 3.6 SEM images of ZIF-8 truncated rhombic dodecahedra (a) before and after exposure to 1.8 mmol/L SO$_2$ at 25 °C for (b) 2 days and (c) 4 days show degradation on the {110} facets, revealing terraces of {100} facet. Scale bars: (a) 5 µm, (b, c) 2 µm.

Reaction energies were calculated for the insertion of water or H$_2$SO$_3$ into a Zn-N bond on the hydrated {110} or {100} surfaces (Figure 3.5). The reaction energy was calculated as the difference between the total energy of the molecule-inserted structure and that of the molecule-surface complex structure. Insertion of water alone is thermodynamically unfavorable on both surfaces, with reaction energies of 3.8 and 10 kcal/mol on the {110} and {100} surfaces, respectively. This is in agreement with the experimental observations that deionized water does not degrade the surface to an appreciable extent.$^{61}$ When a H$_2$SO$_3$ molecule is inserted into the Zn-N bond, reactions on both surfaces become thermodynamically favorable with reaction energies of -10.5 and -5.7 kcal/mol on the {110} and {100} surfaces, respectively. These reaction energies suggest that both surfaces can be degraded by H$_2$SO$_3$, qualitatively in agreement with XPS and FTIR studies, which showed that after exposure to aqueous SO$_2$, the O 1s spectra in XPS showed an increase in the oxygen content in the surface region, suggesting that the oxygen content in the surface is more similar to a Zn(OH)$_2$-like species (Figure A.9); FTIR
spectra showed a significant increase in intensity around 3400-3500 cm\(^{-1}\), associated with O-H stretching, and an increase in the band at 900 cm\(^{-1}\) associated with S-O stretching (Figure A.10). More details about the XPS and FTIR results are in Appendix A. Additionally, reactions with both water and H\(_2\)SO\(_3\) are more favorable on the \{110\} surface, in agreement with experimental observations that \{110\} is more easily degraded than \{100\}. Without calculation of the activation barriers for each of these processes, it is difficult to conclusively state the relative extent of degradation that would be expected on each surface at room temperature. However, based on the reaction energy trend, it is expected that the barrier would be lower for the \{110\} surface. More investigations on ZIF-8 external surfaces reacting with acid gases will be discussed in Chapter 4.

### 3.6 Point Defects Formed During Degradation of MIL-125 in Acidic Conditions

MIL-125 is a highly porous titanium-based MOF,\(^{62}\) which is composed of cyclic octamers Ti\(_8\)O\(_8\)(OH)\(_4\) connected to 12 other cyclic octamers through 1,4-benzene dicarboxylates (BDC), as Figure 3.7a shows. The structure of amine-functionalized MIL-125, MIL-125-NH\(_2\), is shown in Figure 3.7b. MIL-125 and MIL-125-NH\(_2\) have displayed promising H\(_2\)S adsorption and stability in H\(_2\)S environments.\(^{63}\) MIL-125 has been found to degrade upon exposure to humid acid gases.\(^{64}\) However, the addition of the amine functionality has shown to greatly improve the stability of MIL-125 in the presence of water vapor\(^{65-67}\) and will allow for the investigation into the effect of ligand functionalization on acid gas stability and degradation mechanism. In this section, MIL-
125 and MIL-125-NH$_2$ are studied in dry, humid, and aqueous SO$_2$ environments to gain insight into degradation mechanisms during acid gas exposure.

![Figure 3.7 Unit cells of (a) MIL-125 and (b) MIL-125-NH$_2$. Ti, O, C, H, and N are represented by grey, red, brown, white, and blue balls, respectively.](image)

**Figure 3.7** Unit cells of (a) MIL-125 and (b) MIL-125-NH$_2$. Ti, O, C, H, and N are represented by grey, red, brown, white, and blue balls, respectively.

### 3.6.1 Experimental Observations

Pure component SO$_2$ and water adsorption isotherms were collected for both MIL-125 and MIL-125-NH$_2$, with pre- and post-adsorption characterization to assess the stability of the materials in the presence of these individual adsorbates. N$_2$ physisorption after SO$_2$ adsorption revealed minimal change in surface area for MIL-125 and a 10% decrease for MIL-125-NH$_2$, suggesting both MOFs are stable in the presence of SO$_2$ and minimal degradation occurs due to the presence of the dry acid gas. Furthermore, similar to the observation after SO$_2$ adsorption, no change in the PXRD pattern was observed for either material after water exposure.
The textural properties of the materials were studied after exposure to SO$_2$ in aqueous or humid environments. Figure 3.8a shows the BET surface area for MIL-125 and MIL-125-NH$_2$ after exposure to SO$_2$ in either aqueous (AQ) or humid (H) environments. MIL-125 displayed little change in surface area in an aqueous environment until after 20 ppm-h of exposure, where a complete loss of surface area (>95%) was observed. For all subsequent times after this point, a complete loss of surface area was also observed. The surface area loss is correlated directly with a disappearance of the PXRD pattern after 20 ppm-h of exposure, with the pattern retained before this time, as shown in Figure 3.8b. However, MIL-125-NH$_2$ displays complete stability throughout aqueous exposure, with little change in surface area or PXRD pattern after exposure. The SEM images (Figures A.11 and A.12) showed that after humid SO$_2$ exposure, cavities were observed in MIL-125 particles after 1.25 ppm-h of exposure, while no visual change in MIL-125-NH$_2$ particles.

**Figure 3.8** (a) BET surface areas for MIL-125 and MIL-125-NH$_2$ samples plotted against concentration $\times$ time exposed in ppm-h for aqueous (AQ) or humid (H) SO$_2$ exposure. (b) PXRD patterns for selected MIL-125 and MIL-125-NH$_2$ samples after timed exposure to aqueous (AQ) or humid (H) SO$_2$ environment. All patterns are normalized to the most intense peak.
3.6.2 Hypothetical Reaction Mechanisms

Similar to the degradation process in ZIF-8, which presumably starts with the break of Zn-N bonds to form dangling linkers, here we propose three reactions to form dangling BDC linkers in MIL-125(-NH₂) by breaking Ti-O bonds by water and/or acid gases. Since MIL-125 was stable in dry SO₂, but significantly degraded in humid or aqueous SO₂, it is reasonable to propose that MIL-125 was degraded by the products of water and SO₂, of which H₂SO₃ is a species that potentially exists in aqueous phase.⁶⁸ To break the linkage between a BDC linker and a titanium octamer, two Ti-O bonds on the same carboxylate of a BDC linker are broken by water and/or H₂SO₃. As Figure 3.9 shows, three reactions are proposed based on different reactant molecules. In all the reactions, the two Ti-O bonds are broken with one of the oxygen atoms protonated, forming a carboxyl group; the conjugate base of the proton-donating molecule bonds to a Ti atom and a charge-neutral molecule (water here) bonds to another Ti atom. When a H₂SO₃ molecule attack a BDC linker, it may form a bridged bisulfite with each of its two oxygen anions forming a bond with a Ti atom. The same reactions were also applied to MIL-125-NH₂ as the local structures between BDC-NH₂ linkers and titanium octamers are identical to that in MIL-125. The relative acidic stability of the two MOFs can be interpreted by comparing the formation energy of the same defects.
Figure 3.9 Three proposed degradation reactions involving the dissociation of water, sulfurous acid, and sulfurous acid and water with their products shown by the top, middle, and bottom structures on the right-hand side, respectively.

3.6.3 Comparison of Computational and Experimental Results

A periodic model of MIL-125 was constructed from the X-ray diffraction (XRD) crystal structure\(^{62}\) as the initial crystal geometry and optimized by DFT calculations. The DFT calculations were performed using VASP\(^{42-45}\) with PAW method\(^{41}\) and a plane-wave energy cutoff of 600 eV. All calculations were performed using the PBE exchange-correlation functional\(^{69}\) and semi-empirical dispersion correlations by the DFT-D2 method,\(^{59}\) sampling k-space at the \(\Gamma\)-point with total energy and ionic force convergence criteria for energy minimization of \(10^{-4}\) eV and 0.03 eV/Å, respectively.

The DFT-optimized MIL-125 lattice constants \(a=b=18.984\) Å and \(c=18.092\) Å were in good agreement with experimental values \(a=b=18.654\) Å and \(c=18.144\) Å.\(^{62}\) The lattice constants were then fixed during the structural optimizations for MIL-125 with one
or two water or $\text{H}_2\text{SO}_3$ molecules per unit cell. The geometry of MIL-125-NH$_2$ was obtained by adding a NH$_2$ group to each BDC ligand and optimizing by the same method as that applied to MIL-125.

The two mechanisms involving water (Figure 3.10a), and sulfurous acid and water (Figure 3.10c) are the most favorable, with formation energies of -27.9 and -29.5 kcal/mol, respectively. For the same reaction mechanism, MIL-125-NH$_2$ displays higher formation energies of -12.5 and -11.5 kcal/mol, respectively, supporting the experimental observation that the addition of the amine functional group has resulted in a higher degree of stability. The reaction involving solely SO$_2$ was found to be unfavorable in both MOF structures, an observation that supports the stability of the frameworks in a dry SO$_2$ environment.

**Figure 3.10** DFT optimized geometries of dangling BDC ligands, which are formed by breaking 2 Ti-O bonds with (a) 2 water molecules, (b) a $\text{H}_2\text{SO}_3$ molecule, or (c) a water and a $\text{H}_2\text{SO}_3$ molecule, in MIL-125 (top) and MIL-125-NH$_2$ (bottom). Ti, O, C, H, and N are represented by grey, red, brown, white, and blue spheres, respectively.
The calculated formation energies of defects in MIL-125-NH$_2$ provide only partial insight into the complex nature of degradation. Therefore, reaction energy barriers were calculated to give a more complete understanding of the favorability of potential reactions and stability of the frameworks in acid gas conditions. Reaction energy barriers for the reaction involving solely water in MIL-125 and MIL-125-NH$_2$ are 1.05 eV and 1.26 eV, respectively, as depicted in Figure 3.11. Note that the energy difference between initial and final images on the pathway (-0.26 eV and 0.03 eV for MIL-125 and MIL-125-NH$_2$, respectively) is higher than the formation energy (-1.21 eV and -0.54 eV for MIL-125 and MIL-125-NH$_2$, respectively) because the reactant molecules are initially adsorbed by the framework in the calculations of pathways, while the formation energies are calculated using non-interacting molecules and frameworks. The adsorption energy of a water molecule in the MIL-125 framework is in the range of 0.4 to 0.8 eV varying between the adsorption sites, thus two adsorbed water molecules in the framework result in a lower initial energy (lowered by ~ 1 eV). It is reasonable to expect that the activation energy barrier is related to the formation energy, and a higher formation energy is directly correlated to a higher energy barrier. Therefore, we predict that the barrier for the mechanism involving solely water is higher than the other favorable mechanisms without calculating the energy barriers as the reactions involving solely water have higher formation energies. This hypothesis is supported by the experimental observation that the combination of SO$_2$ and water is needed to effect a change in the structure. Furthermore, the energy barrier for MIL-125-NH$_2$ is higher than the barrier for the identical reaction occurring in MIL-125, giving insight into one potential source of the stability of the functionalized framework. Another possible reason for the higher stability for MIL-125-
NH₂ over MIL-125 is that the adsorption of SO₂ by amine reduces the number of acidic species available for degradation, which has been evidenced by the S 2p spectra of MIL-125-NH₂ after exposure to humid SO₂ that is indicative of bound sulfur. However, this type of sulfur spectra was not detected in XPS for MIL-125.⁶⁴

Figure 3.11 (a) Reaction pathway (in the directions of arrows) of two water molecules simultaneously breaking two Ti-O bonds in MIL-125 frameworks, in which one water molecule dissociates into a proton, which is bound to the oxygen atom of a BDC ligand, and a hydroxyl group, which is bound to a Ti atom, and the other water molecule moves towards another Ti atom and finally coordinates with it; (b) Energy barrier (1.05 eV) for (a) in MIL-125; (c) Energy barrier (1.26 eV) for (a) in MIL-125-NH₂. The transition state structures are shown in the insets in (b) and (c).

It is important to note that reactions involving the formation of sulfuric acid and sulfuric-sulfurous acid complexes occur readily in the humid experiments and that the formation of sulfurous acid in the gas phase is thermodynamically unfavorable under the exposure conditions.⁷⁰⁻⁷¹ A hypothesized route for the formation of sulfurous acid in the humid experiments is the dissolution in and reaction of SO₂ with a water film formed in the pores of MIL-125. The formation of this water film is supported by the high
hydrophilicity of the framework\textsuperscript{66-67} and complete saturation at the conditions of these experiments. Other routes have been explored for a hydrophobic material, ZIF-8, in a separate study.\textsuperscript{68} The reaction of sulfuric acid with the framework likely represents a more favorable degradation pathway than that with sulfurous acid. Therefore, the above results for sulfurous acid support the favorability of framework degradation by sulfuric acid in the humid experiments, as well as give insight into potential degradation occurring through the formation of sulfurous acid in a water film within the material.

To further study the degraded structures we proposed, we simulated their IR spectra using cluster models. The cluster models for the calculations of vibrational frequencies were constructed by cutting the appropriate fragments from the periodic structures. To examine our proposed degraded structures with sulfur species, we used charge neutral clusters Ti$_8$O$_8$(OH)$_4$(COOH)$_{12}$ to represent perfect MIL-125, Ti$_8$O$_8$(OH)$_4$(COOH)$_{11}$(HSO$_3$) defective MIL-125 with a bridged bisulfite ion, and Ti$_8$O$_8$(OH)$_4$(COOH)$_{11}$(H$_2$O)(HSO$_3$) defective MIL-125 with a coordinated water molecule and a bisulfite ion, respectively (Figure 3.12). In cluster models, we did not include BDC ligands, which exist in perfect and all the proposed defective MIL-125 structures, because they would not result in the difference in the calculated vibrational modes over all kinds of MIL-125 structures. The geometries of the clusters were optimized with the protons of the terminated COOH groups fixed, and then the optimized structures were used to calculate the vibrational frequencies. To examine the new IR peaks brought by the sulfur species, for the defective MIL-125 clusters shown in Figure 3.12, we relax the atoms of local fragments, which have two neighbor Ti atoms, the O atoms bound to the two Ti atoms, the bridging OH group between the two Ti atoms, the HSO$_3$ group, and the water molecule for the analysis of vibrational
modes. For comparison, we relax the similar atoms in the perfect MIL-125 cluster structure, in which a COOH group between the two Ti atoms was also allowed to relax. All the calculations were performed by Gaussian09 package with B3LYP functional and 6-31G(d,p) basis set.\textsuperscript{72} The calculated vibrational modes were scaled by a factor of 0.9611 to be better compared with experimental IR spectra.\textsuperscript{73}

\textbf{Figure 3.12} Cluster models of perfect (left) and defective MIL-125 with sulfite ions (middle and right) for vibrational frequency calculations.

In situ IR experiments with 260 ppm SO\textsubscript{2} and trace amounts of water were performed to further investigate these reaction mechanisms and correlate with simulated IR spectra of proposed adsorbed species shown in Figure 3.10. The IR spectra during SO\textsubscript{2} adsorption at room temperature as a function of time for MIL-125 and MIL-125-NH\textsubscript{2} and simulated spectra for H\textsubscript{2}SO\textsubscript{3} and H\textsubscript{2}SO\textsubscript{3}+H\textsubscript{2}O adsorbed species are shown in Figure 3.13. The formation of bridged bisulfites over MIL-125 (Figure 3.10b), indicated by the characteristic peaks of asymmetric S-O stretching at 988 cm\textsuperscript{-1},\textsuperscript{74} likely occurs at the metal oxide cluster between two titanium atoms. In addition, the formation of monodentate bisulfite over MIL-125 at the metal oxide cluster with a compensating water molecule, the species hypothesized stretching at 904, 953, and 1037 cm\textsuperscript{-1} and symmetric S=O in Figure 3.10c, is indicated by the characteristic peaks at 1071 and 1143 cm\textsuperscript{-1} of S=O stretching and
(S-)O-H bending, respectively. These observed species are quite similar to those observed in the simulated spectra for the species associated with the reactions from Figure 3.10b,c, as shown in Figure 3.13c and tabulated in Table A.7.

The simulated spectra show characteristic peaks for asymmetric S-O stretching at 894, 956, and 1010 cm\(^{-1}\), symmetric S-O stretching at 975 cm\(^{-1}\), S=O stretching at 1054 cm\(^{-1}\), (S-)O-H bending at 1102 and 1139 cm\(^{-1}\), and O-H stretching of the bisulfite species at 3472 cm\(^{-1}\). The presence of these species over MIL-125 supports the favorability of these reactions, as indicated by the simulation results discussed in the previous section. Furthermore, as in our collaborator’s previous study, a peak at 1708 cm\(^{-1}\), indicative of the carbonyl group on the carboxylic acid ligand, increased simultaneously with an increase in the hydroxyl stretching region (3700-3200 cm\(^{-1}\)) over the time of exposure, as ligands were displaced by reaction of the bisulfite ion and free water was adsorbed within the framework. An increase in adsorbed surface water generated from the reaction of SO\(_2\) with surface hydroxyls or adsorption of free water in the system is observed by an increase in the peak at 1628 cm\(^{-1}\), assigned to H-O-H bending. The several peaks in the hydroxyl stretching region that increased during adsorption may also be attributed to adsorbed surface water, O-H stretching of the bisulfite ion, hydroxyl groups formed from the dissociation of water, or compensating water adsorbed after reaction of the bisulfite ion with the opposing titanium atom.

The amine-functionalized material displays similar sulfur-based species during SO\(_2\) adsorption, with peaks characteristic of asymmetric S-O stretching at 902, 953, and 1030 cm\(^{-1}\). However, the peak characteristic of symmetric S-O stretching was absent from the spectra, likely hidden by the level of noise of the measurement. Monodentate bisulfite
species similar to those formed over MIL-125 were also observed with characteristic peaks at 1138 and 1087 cm\(^{-1}\) of (S-)O-H bending and S=O stretching, respectively. The presence of these species aligns with two of the proposed reaction schemes, and a slight peak in the carbonyl stretch region was observed at 1700 cm\(^{-1}\). No other signs of degradation were observed for MIL-125-NH\(_2\) in the aqueous and humid SO\(_2\) environments through other characterization techniques, and it is likely that any degradation occurring was associated with the displacement of surface ligands, with little to no degradation occurring within the bulk structure.

Two peaks are observed at 3288 and 3445 cm\(^{-1}\) in the MIL-125-NH\(_2\) spectra that are absent from the unfunctionalized MIL-125 spectra. These peaks result from a perturbation of the symmetric and asymmetric N-H stretch due to interaction with adsorbed sulfur species similar to the effect observed for MIL-125-NH\(_2\) after H\(_2\)S exposure.\(^{63}\) The perturbation of these peaks suggests the amine functional group offers an additional binding site preventing access and reaction of sulfur species with the framework and likely aids in stabilizing the material in humid SO\(_2\) conditions.
Figure 3.13 IR spectra during 30 min of 260 ppm SO$_2$ adsorption on (a) MIL-125 and (b) MIL-125-NH$_2$ at 25 °C. (c) Simulated IR spectra for H$_2$SO$_3$ + H$_2$O and H$_2$SO$_3$ species adsorbed within MIL-125.
3.7 Summary

In this chapter, we have proposed potential point defects in ZIF-8 based on the known defects existing in zeolites and examined their thermodynamic and kinetic favorability. Although ZIF-8 is chosen as a prototypical model to study point defects, as ZIFs have similar local geometries such as tetrahedrally coordinated metal cations, we expect that our results apply to other ZIFs as well. These results challenge the simplistic interpretation of ZIFs as perfect defect-free crystals. While we did not attempt to estimate absolute equilibrium defect concentrations (due to neglect of entropic effects, which are difficult to quantify, particularly in solution), it is clear that elementary linker and metal vacancy defects are relatively low in energy and that their presence should not be thermodynamically unexpected. However, our results also indicate that kinetic factors are likely to inhibit the introduction of large defect concentrations, at least at room temperature. Yet even very small spontaneous equilibrium defect concentrations may have a potentially outsized impact on the catalytic properties or long-term stability of ZIFs and other MOFs, particularly under “reactive” working conditions where the defect site may be exposed to reactants/solvents, trace contaminants, or acid gases. As such, these results also highlight the importance of considering the presence and impact of such defects when assessing the viability of ZIFs and other “stable” MOFs for targeted applications and should spur experimental studies to characterize MOF defects and their impacts.

Extending from ZIF point defect models, we have also investigated the stability of other MOF systems such as ZIF-8 external surfaces and MIL-125 by evaluating the energetic properties of relevant point defects formed during the degradation of these materials. Our computational results were coupled with experimental observations to gain
insight into the variances in MOF stability and their degradation mechanisms in difference exposure environments.
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CHAPTER 4

INSIGHTS INTO THE STABILITY OF ZEOLITIC-IMIDAZOLATE FRAMEWORKS IN HUMID ACIDIC ENVIRONMENTS FROM FIRST-PRINCIPLES CALCULATIONS*

4.1 Introduction

Metal-Organic Frameworks (MOFs), crystalline porous materials composed of metal centers/clusters connected by organic ionic ligands, have attracted great attention from both academia and industry. Their tunable chemical and physical properties\(^1\text{-}^4\) and high internal surface areas make MOFs promising candidates for applications\(^5\text{-}^6\) such as the storage and separation of gases,\(^7\text{-}^{11}\) catalysis,\(^12\) and drug delivery.\(^13\text{-}^{14}\) Stability is a prerequisite for any industrial applications, and as such understanding the factors that govern MOF stability, as well as practical strategies for increasing stability, will play an important role in the development of these applications. The stability of MOFs has been investigated by many studies,\(^15\) particularly with respect to exposure to water.\(^16\text{-}^{20}\) For instance, the resistance of MOFs towards hydrolysis can be improved by using cations with higher valence, with, for example, MILs based on Fe\(^{3+}\) cations displaying higher stability as compared to those based on divalent cations.\(^21\) The coordination number of metal cations

* Portions of this chapter have been published previously in article “Insights into the Stability of Zeolitic Imidazolate Frameworks in Humid Acidic Environments from First-Principles Calculations” by Chu Han, Chenyang Zhang, Nina Tyminska J.R. Schmidt, and David Sholl in the Journal of Physical Chemistry C, 2018, volume 122, issue 8, pages 4339—4348.
is another key to high chemical and mechanical stability, with a higher coordination number usually correlated with higher stability; the UiO series of MOFs are stable in large part as a consequence of their 12-coordinated ZrO cluster centers. Introducing hydrophobic or basic functional groups into the structures can also improve the stability of MOFs.

As a subclass of MOFs, Zeolitic Imidazolate Frameworks (ZIFs), with tetrahedrally coordinated Zn or Co metal centers and organic imidazolate linkers, show excellent thermal stability and chemical stability under neutral and basic conditions. In conjunction with their structural versatility and high surface areas, these factors make ZIFs excellent candidates for applications such as the adsorption- and diffusion-based separation of gases, supercapacitors, and sensors. Experimental work has shed light on the stability of ZIFs. ZIF-8 and ZIF-11 retain their powder-XRD (PXRD) patterns when heated and held at temperature of 500 and 300 °C, respectively, and also retain their PXRD patterns after 7 days of exposure to boiling organic solvents, water, and basic solution. This stability is matched by only a few MOFs with relatively dense structures. Upon exposure to humid air, dry SO₂, and aqueous SO₂ at ambient temperature, ZIF-8’s bulk properties (XRD spectra, BET surface areas) are preserved, although ZIF-8 surfaces in various crystalline facets display degradation to different extents. However, exposure of ZIF-8 to a low concentration of SO₂ in the presence of high relative humidity led to irreversible bulk structural degradation, which indicated the synergistic effects of SO₂ and humidity in this degradation.

In addition to these experimental studies on the stability of ZIFs, computational simulation can provide atomistic insight into properties that are currently difficult to detect.
experimentally. Density functional theory (DFT) calculations are widely used for this purpose and have recently been used to investigate the stability of ZIFs. Zhang et al. investigated water-induced point defects in ZIF-8 via DFT and found that the formation of defects in this ZIF is exothermic and kinetically feasible at sufficiently high temperature. Han et al. reported that low-energy extended stacking fault defects are plausible in ZIFs. Aside from bulk properties, Chizallet et al. examined the stability of ZIF-8 external surfaces as a function of the coordinating conditions of surface Zn cations via cluster DFT calculations. As ZIFs adopt versatile structures based on zeolite net topologies, the influence of topology on the relative mechanical and chemical stability of hypothetical ZIF polymorphs have been studied. Recent work by Akimbekov et al. showed that thermodynamic (as opposed to chemical) stability of ZIF polymorphs is correlated with their density, with the ligand substitution playing a crucial role. Ethyl substituted ZIFs were typically found to be more stable than their methyl-substituted equivalent polymorphs, as the former ligand leads to formation of denser phases.

Despite ongoing experimental and computational efforts, many open questions remain regarding ZIF stability and reactivity, particularly under the acid-gas environments to which ZIFs may be exposed in practical applications. In this work, we use DFT to study the chemical stability of ZIFs by investigating the interaction and reaction of acid-gases with bulk ZIFs and ZIF surfaces, including pristine (defect-free) and defective structures in bulk pores and on external surfaces. We also use calculations to examine the influence of ligand functionalization and framework topology, probing not only various factors which govern ZIF stability, but also their interplay.
4.2 Computational Methods

4.2.1 Overview

We utilize ZIF-2 and ZIF-8 as prototypical materials for our calculations. These two ZIFs differ in their pore sizes, topologies, and ligand functionalization. To evaluate the stability of ZIFs under acid-gas environments, we compared the gas-phase reaction energy for the formation of a dangling linker (Figure 4.1), a type of point defect proposed in our previous work,\textsuperscript{35} induced by water, H\textsubscript{2}S, SO\textsubscript{2}, SO\textsubscript{3}, H\textsubscript{2}SO\textsubscript{3}, or H\textsubscript{2}SO\textsubscript{4}. The latter acids are potential products of SO\textsubscript{x} reacting with water, while SO\textsubscript{3} may form by oxidation of SO\textsubscript{2} in the working environment of ZIFs.\textsuperscript{23,25-26} We then extended our study from defect-free bulk structures to the external surfaces of these two ZIFs and their bulk polymorphs to better understand the influence from local crystalline structures. To investigate the influence of various factors (e.g. ligand functionalization, ZIF topologies) on stability, we compared the defect formation energies of two sets of hypothetical ZIFs adopting various zeolite net topologies, with each set having either imidazolate (IM) or 2-methylimidazolate (mIM) ligands.

![Figure 4.1 Illustration of acid-induced dangling linkers in bulk ZIFs. L denotes organic imidazolate linkers, HX and X are Brønsted and Lewis acid molecules, respectively.](image)

The ZIF defects generated by the proposed degradation reactions may interact with acid gases differently from their defect-free parent structures, with potential implications...
for defect propagation. For example, MOFs exhibiting open-metal sites (OMS) display strong adsorption sites for acid gases. As such, we have also calculated the adsorption energies of several acid gases in defective ZIF bulk and surface models with OMS to compare their binding strength to the defects.

4.2.2 Periodic Density Functional Theory (DFT) Calculations

Periodic DFT calculations were performed using the Vienna Ab-initio Simulation Package (VASP) with a plane-wave basis set and the projector-augmented-wave method. The PBE exchange-correlation functional with generalized gradient approximation and a basis set cutoff energy of 600 eV were used in all calculations. Dispersion corrections were included via the DFT-D3 method. The Brillouin zone was sampled at the Γ-point and all the ZIF structures were optimized until interionic forces were less than 0.05 eV/Å. The Nudged Elastic Band (NEB) method was used to locate reaction pathways and their associated transition states (TS), with subsequent refinement via the climbing image NEB method. More details are given in Appendix B.

4.2.3 Models of ZIF Bulk and Surface Structures

Unit cell structures of ZIF-2 and ZIF-8 were constructed from the XRD crystal structures in the Cambridge Structural Database (CSD). ZIF-2 has IM ligands, forms in the crb topology, with apertures of 4.8 Å, and 272 atoms per unit cell, while ZIF-8 has mIM ligands, forms in the sod topology, with apertures of 3.4 Å, and 276 atoms per unit cell. Geometry optimizations on these structures were performed with their lattice parameters and ionic positions fully relaxed. The optimized unit cell structures were then used to construct defective ZIF bulk models, keeping the lattice parameters fixed at the
defect-free ones for all the following energy-minimization calculations under the assumption that defects at low concentration do not alter the crystal’s lattice parameters. Surface models were built in a similar way to that introduced in Chapter 3. Briefly, surface slab models of ZIF-2 and ZIF-8 were constructed by cleaving Zn-N bonds crossing a (001) crystal plane and inserting a vacuum space between the upper and lower surfaces that are created to avoid interactions between image slabs in [001] direction. Here (001) surfaces were adopted to represent typical external surfaces of ZIF-2 and ZIF-8, because this crystal facet is known for ZIF-8 to be relatively more stable towards attack from acid gases. To the best of our knowledge, there is no report on the stability of ZIF-2 external surfaces, so for consistency with ZIF-8, we also used the ZIF-2 (001) surface. More computational details about ZIF surfaces are given in Appendix B. For both ZIF (001) surfaces, four possible terminations exist for each ZIF, but the one with the lowest surface energy was used for the following calculations. The 3-coordinated Zn atoms in the top layer of the slabs were capped with water molecules to further stabilize the surface structures. Water molecules were chosen because they have relatively higher concentration in humid condition than other species that potentially bind to Zn atoms and these capping water molecules do not change the relative stability of various terminations. Similarly to our treatment of bulk structures calculations, energy-minimization calculations were then performed on the defective surface slabs constructed from the optimized hydrated surface models.

4.2.4 Methods for Studying Reactions Between ZIFs and Acid-Gas Molecules

In this work, the relative stability of ZIFs was investigated by studying their reactions with water and/or acid-gas molecules in the pores of bulk ZIFs and on ZIF
surfaces. In bulk ZIFs and on their surfaces, an acid-gas molecule can break a Zn-N bond, possibly protonating the imidazolate ligand, resulting in a dangling linker (DL). The relative stability of ZIF systems was determined by comparing their reaction energy for DL formation reactions,

$$\Delta E_{rxn,DL} = E_{ZIF,DL} - E_{ZIF} - E_{mol},$$

(4.1)

where $\Delta E_{rxn,DL}$ is the reaction energy for the formation of a DL, $E_{ZIF,DL}$, $E_{ZIF}$, and $E_{mol}$ are energies of a defective ZIF unit cell containing a DL, a pristine ZIF unit cell, and an isolated reactant molecule, respectively. A positive reaction energy denotes an endothermic reaction. The activation energies were also calculated for all the reactions in bulk and part of that on surfaces by using the NEB method. The activation energy is defined as the difference between the energies of transition state and initial state of the system.

Another type of interaction between ZIFs and acid gases, the adsorption of these species in bulk ZIFs as well as on their external surfaces, was also examined. The adsorption energy was defined by

$$\Delta E_{ads} = E_{mol+ZIF} - E_{mol} - E_{ZIF},$$

(4.2)

where $\Delta E_{ads}$ is the adsorption energy, $E_{mol+ZIF}$, $E_{mol}$, and $E_{ZIF}$ are energies of ZIF-molecule complex, an isolated gas molecule, and a ZIF bulk or surface unit cell, respectively. A negative adsorption energy denotes exothermic adsorption.

4.2.5 Steric Effects: Topology and Ligand Functionalization

In addition to ZIF-2 and ZIF-8, two sets of ZIF polymorphs were constructed to study the influence of ligand functionalization and topology. Eight framework
topologies, \textit{dia}, \textit{crb}, \textit{sod}, \textit{unc}, \textit{cfc}, \textit{gis}, \textit{sra}, and \textit{pcl}, that have distinct apertures and cavity sizes (Table B.1), were used. ZIFs in most of these eight topologies have been synthesized, although for functionalization that differ from those of ZIF-2 [(Zn(IM)$_2$) and ZIF-8 [Zn(mIM)$_2$]].$^{24,56}$ The unit cell structures of these hypothetical ZIFs were constructed by taking the structures reported by Baburin \textit{et al.}$^{55}$ as initial configurations and optimizing these structures with DFT calculations in the same way as described above for ZIF-2 and ZIF-8. The resulting Zn(IM)$_2$ materials in the \textit{crb} topology has the same net connectivity as ZIF-2, but distortions in the material’s cages result in different lattice constants from that of ZIF-2. This variation is not entirely surprising, as ZIF-1 and ZIF-2 have both been synthesized experimentally in the \textit{crb} topology with the same stoichiometry but different porosity.$^{24}$ We investigated the water stability of these sets of polymorphs by calculating the reaction energy for the formation of a point defect as in Section 4.2.4.

4.3 Results and Discussion

4.3.1 Chemical Stability of Bulk ZIFs Under Humid Acid-Gas Conditions

Degradation in ZIFs presumably begins with Zn-N bond cleavage, which may result in point defects such as dangling linkers (DL), linker vacancies (LV), and metal cation vacancies.$^{35}$ Among the potential point defects, DLs are thought to emerge first, with the formation of other defects following the formation of DLs.$^{25-26}$ We studied the formation of a DL in bulk ZIF-2 and ZIF-8 to investigate ZIF initial degradation under humid acid-gas conditions. Potential degradation mechanisms for ZIFs with a Brønsted acid-gas molecule (HX) and a Lewis acid (X) are presented in Figure 4.2. During the
reaction with a Brønsted acid (HX), a proton transfers from HX to an imidazolate linker with the conjugate base (X-) binding to the Zn atom that originally binds to this linker. A Lewis acid such as SO₂ is able to insert into a Zn-N bond by forming a Zn-O bond and a N-S bond.

Figure 4.2 Dangling linker formation reactions in bulk ZIF with Brønsted and Lewis acid gas molecules (HX and X, respectively). L denotes an organic imidazolate ligand.

The DFT-calculated reaction energies for DL formation between bulk ZIFs and H₂O, H₂S, H₂SO₃, H₂SO₄, SO₂, or SO₃, are shown in Table 4.1. These calculations do not consider the presence of any additional solvent or other molecules in the ZIF’s pores. Most of the reactions with acid-gas molecules were exothermic except those between ZIF-2 and SO₂, ZIF-8 and SO₂, H₂O, and H₂S. The reaction energy for both ZIFs with H₂O and the Brønsted acids H₂S, H₂SO₃, and H₂SO₄ decreases as the acidity increases. The Brønsted acids can be compared by their gas-phase acidity, defined as the Gibbs free energy change (ΔacidG) for the reaction AH → A⁻ + H⁺ at 298 K. A lower ΔacidG indicates a stronger acid. ΔacidG for H₂O, H₂S, and H₂SO₄ are 382.8, 344.7, and 302.6 kcal/mol, respectively, which are in the same order as their pKₐ in aqueous solution. SO₃, which is a stronger Lewis
acid than SO₂, leads to much more exothermic defect formation than SO₂. It is interesting to note that ZIF-8 exhibits a systematically higher reaction energy than ZIF-2 (by about 7-12 kcal/mol) for all species examined.

To further understand the kinetic stability of the bulk ZIFs, we performed reaction pathway calculations to obtain the activation energies (ΔEᵃ) for the aforementioned reactions. The resulting activation energies are provided in Table 4.1. Similarly to the trends of reaction energy, the values of ΔEᵃ are systematically higher in ZIF-8 than in ZIF-2. The difference in activation energies between the two ZIFs is similar to the difference in the reaction energies. The activation energies for the Brønsted acids (H₂S, H₂SO₃, and H₂SO₄) and Lewis acids (SO₂ and SO₃) separately show the same trends as their reaction energies. Considering both thermal and kinetic stability, H₂SO₄ degrades ZIF structures more easily compared with water. SO₃ is the most potent reactant for bulk ZIF-2. In general, ZIF-2 and ZIF-8 are more prone to degradation by strong acid gases such as H₂SO₄ and SO₃ than hydrolysis.²⁵⁻²⁶,⁵⁹ However, ZIF-8 is more stable than ZIF-2 to an acid-gas-induced first step of the degradation process. Our calculations are consistent with the experimental observations that ZIF-8 resists dry SO₂ but degrades in the presence of water (due to possible formation of H₂SO₃) or via SO₂ oxidation (leading to formation of SO₃/H₂SO₄).²⁵⁻²⁶ The detailed mechanisms of reactions with sulfuric and sulfuric acids are discussed further in section 4.3.3.
Table 4.1 Reaction energy (Δ\text{E}_{\text{rxn}} in Eq. 4.1) and activation energy (\Delta E^a) in kcal/mol for the formation of a dangling linker induced by H\textsubscript{2}O, H\textsubscript{2}S, H\textsubscript{2}SO\textsubscript{3}, H\textsubscript{2}SO\textsubscript{4}, SO\textsubscript{2}, and SO\textsubscript{3} in bulk ZIFs. The acid gases are categorized as Brønsted and Lewis acids in ascending order of acidity (descending order of pK\textsubscript{a} values). pK\textsubscript{a} values of Lewis acids are taken from their products with water.

<table>
<thead>
<tr>
<th>Reactant</th>
<th>pK\textsubscript{a}\textsuperscript{58}</th>
<th>Δ\text{E}_{\text{rxn},DL}</th>
<th>ΔE\textsuperscript{a}</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>ZIF-2</td>
<td>ZIF-8</td>
</tr>
<tr>
<td>Brønsted acid</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H\textsubscript{2}O</td>
<td>14</td>
<td>-1.6</td>
<td>8.2</td>
</tr>
<tr>
<td>H\textsubscript{2}S</td>
<td>7.1</td>
<td>-6.8</td>
<td>5.7</td>
</tr>
<tr>
<td>H\textsubscript{2}SO\textsubscript{3}</td>
<td>1.9</td>
<td>-17.7</td>
<td>-7.0</td>
</tr>
<tr>
<td>H\textsubscript{2}SO\textsubscript{4}</td>
<td>-9.0\textsuperscript{60}</td>
<td>-27.0</td>
<td>-17.7</td>
</tr>
<tr>
<td>Lewis acid</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SO\textsubscript{2}</td>
<td>1.9</td>
<td>0.1</td>
<td>7.5</td>
</tr>
<tr>
<td>SO\textsubscript{3}</td>
<td>-9.0</td>
<td>-26.4</td>
<td>-19.6</td>
</tr>
</tbody>
</table>

4.3.2 Stability as a Function of ZIF Topology and Ligand Species

All ZIFs, including ZIF-2 and ZIF-8, exhibit identical local structure, with tetrahedrally coordinated Zn metal centers; these ZIFs differ only in their topology and ligand functionalization. Interestingly, the data above shows that ZIF-8 is less reactive than ZIF-2 upon exposure to water and all the acid gas species we considered. Here we aim to understand whether pore topology or ligand functionalization dominates in controlling the relative stability of the two ZIFs. To isolate the effects of topology and functionalization, we used two sets of ZIF polymorphs, namely, Zn(mIM)\textsubscript{2}, of which ZIF-8 is a member, and Zn(IM)\textsubscript{2}, of which ZIF-2 is a member. Eight topologies, \textit{dia}, \textit{crb}, \textit{sod}, \textit{unc}, \textit{cfc}, \textit{gis}, \textit{sra}, and \textit{pcl}, were adopted for each set of ZIF polymorphs. With these hypothetical ZIF polymorphs, we were able to make comparison between ZIFs with the same topology but different ligands, or with the same ligands but different topologies. The stability of these
polymorphs was determined by examining the reaction energies for the formation of a linker vacancy (LV) formed by two water molecules replacing a ligand and resulting in Zn atoms bonded to a hydroxyl group and a water molecule, as shown in Figure 4.3. The LV was used to investigate the relative stability of polymorphs because this type of defect has the same number of atoms (H$_2$O$_2$ as shown in Figure 4.3) between two Zn atoms for both Zn(mIM)$_2$ and Zn(IM)$_2$, which makes the comparison simpler. In contrast, in the case of a DL defect, the nature of the “dangling” linker varies between Zn(IM)$_2$ and Zn(mIM)$_2$. The reaction energy for forming a linker vacancy is calculated by

$$\Delta E_{rxn,LV} = E_{ZIF+LV} + E_{HL} - E_{ZIF} - 2E_{H_2O}, \tag{4.3}$$

where $\Delta E_{rxn,LV}$ is the reaction energy for the formation of a LV, $E_{ZIF+LV}$, $E_{HL}$, $E_{ZIF}$, and $E_{H_2O}$ are energies of a defective ZIF unit cell, an isolated 2-methylimidazole (for Zn(mIM)$_2$) or imidazole (for Zn(IM)$_2$) molecule, a pristine ZIF unit cell, and an isolated water molecule, respectively. A positive reaction energy denotes an endothermic reaction.

![Figure 4.3](image) Formation of a linker vacancy by two water molecules. L denotes an organic imidazolate ligand, whereas HL denotes its protonated equivalent.

The comparison of thermodynamic stability between various topologies for Zn(mIM)$_2$ and Zn(IM)$_2$ polymorphs is shown in Figure 4.4a. Despite substantial differences in pore diameters, aperture sizes, etc. amongst the various topologies, we find that reaction energies of forming a LV for Zn(IM)$_2$ polymorphs vary between 5 and 9
kcal/mol. Similarly, in the case of Zn(mIM)₂ polymorphs the reaction energies were found to be in the range of 9 to 14 kcal/mol. As noted above, our calculations included two different ZIF-2 structures in the crb topology; these structures give reaction energies that differ by ~2 kcal/mol. We did not observe an obvious correlation in the overall set of results between the calculated reaction energies and structural factors such as the cavity or aperture sizes (Figure B.1).

The most obvious trend from our calculations is that the Zn(mIM)₂ materials have a systemically higher reaction energy than Zn(IM)₂ materials, consistent with observed trends for the specific case of ZIF-8 vs. ZIF-2. This is likely because the larger steric bulk of the mIM ligands somewhat protects the Zn metal centers from attack by water. As mentioned, above bulkier ligands have been shown to increase thermodynamic stability of ZIF polymorphs,⁴¹ however the influence of ligand on the chemical stability may not be as pronounced. Based on result from our calculations that the overall variability due to changes in topology (left side of Fig. 4.4b) and changes in the ligand (right side of Fig. 4.4b) is similar. That is, we cannot conclude that one of these factors dominates in these examples. The variation in reaction energies among topologies with the same ligand could be due to the difference in the intrinsic stability of the pristine structures, where this quantity is judged using the relative energy of the pristine structures. Among the eight Zn(mIM)₂ polymorphs, dia and pcl are the most and least stable structures based on the calculated energy of a Zn(mIM)₂ formula unit, while the formation of a LV in these two structures is the least and one of the most energetically favorable. Seven out of eight topologies for the Zn(mIM)₂ polymorphs show the trend that formation of a LV in more stable structures is less energetically favorable (Figure B.1).
Figure 4.4 (a) Linker vacancy formation energies ($\Delta E_{\text{rxn,LV}}$) in the pores of bulk ZIF polymorphs with various topologies. Because the crb Zn(IM)$_2$ polymorph has distorted cages and different lattice parameters from ZIF-2, $\Delta E_{\text{rxn,LV}}$ for ZIF-2 (indicated by a yellow bullet) and the crb Zn(IM)$_2$ polymorph are different. (b) $\Delta E_{\text{rxn,LV}}$ for Zn(mIM)$_2$ (blue squares) and Zn(IM)$_2$ (orange bullets) polymorphs relative to that of their crb structure, which has the lowest $\Delta E_{\text{rxn,LV}}$ for both sets of polymorphs. Results for each pore topology are plotted in ascending order equally spaced along the horizontal axis with dotted lines to guide the eye. $\Delta \Delta E = \Delta E_{\text{rxn,LV}}[\text{Zn(mIM)}_2] - \Delta E_{\text{rxn,LV}}[\text{Zn(IM)}_2]$ is also plotted with corresponding topology codes (black diamonds) in ascending order (values on right vertical axis).
4.3.3 Reactions Between ZIF-8 and H$_2$O/H$_2$SO$_x$

As mentioned in the Introduction, recent experimental work$^{25}$ has shown that prolonged exposure to humid SO$_2$ leads to degradation of ZIF-8. These experiments showed the presence of S-containing products (bi-sulfite and bi-sulfate) associated with SO$_2$ reactions with water after reactivation of the material after exposure. Note that H$_2$SO$_4$ could potentially form via oxidation of SO$_2$ in humid air. These observations motivated us to investigate the degradation process for a pristine ZIF-8 crystal in a humid H$_2$SO$_x$ environment. The results in section 4.3.1 suggest that formation of a DL in bulk ZIF-8 by reactions with H$_2$SO$_x$ species may provide information about to what extent a relatively more stable ZIF may degrade when exposed to severe acidic environments, since this represents a key step in the degradation of the most stable material we examined with the most reactive species we considered.

Pristine ZIF structures experience a two-step reaction to form a LV. An H$_2$SO$_x$ molecule is adsorbed into the pore and then breaks a Zn-N bond with the donation of a proton to the N of a mIM ligand. This step results in a DL that can be thought of as an intermediate for the formation of a LV. This reaction (noted as I in Figure 4.5a) is energetically demanding ($\Delta E_1^a = 21.5$ kcal/mol and $16.8$ kcal/mol for H$_2$SO$_3$ and H$_2$SO$_4$ in ZIF-8, respectively). The second reaction (noted as II in Figure 5a) involves adsorption of a water molecule into the pore followed by the attack of this molecule on a second Zn-N bond, generating a protonated organic ligand (HL). The subsequent process of cleaving this bond is less energetically demanding ($\Delta E_2^a = 16.3$ kcal/mol and $12.5$ kcal/mol for H$_2$SO$_3$ and H$_2$SO$_4$ in ZIF-8, respectively). Overall the LV formation reaction is exothermic ($\Delta_\text{rxn,LV} = -23.4$ kcal/mol), and it leaves a chemisorbed HSO$_3^-$ in the framework, consistent
with XPS showing residual S in degraded ZIF-8. Our results imply that even a small amount of SO$_3$/H$_2$SO$_4$ provides a relatively low barrier pathway for a stoichiometric reaction between ZIF-8 and adsorbed molecules.

Although reactions involving SO$_2$/H$_2$SO$_3$ display larger barriers as compared to H$_2$SO$_4$, the presence of even trace amounts of the latter in conjunction with the former opens a low-barrier catalytic pathway to degradation. Figure 4.5b shows the reactions between ZIF-8 and H$_2$SO$_3$/H$_2$O in the presence of H$_2$SO$_4$. The recovery of a sulfuric acid from a defect formed by H$_2$SO$_4$/H$_2$O involves adsorption of an H$_2$SO$_3$, followed by the exchange of its HSO$_3^-$ with the HSO$_4^-$ ion of the defect and regenerating a H$_2$SO$_4$ molecule that remains physisorbed in pores and ready for the next reaction cycle. Details regarding the recovery process can be found in Appendix B together with associated energy profiles. The energy barrier associated with HSO$_3^-$/HSO$_4^-$ exchange is small (~5 kcal/mol) and the reaction is strongly exothermic. This could be because H$_2$SO$_3$ introduces less steric hindrance than H$_2$SO$_4$. The desorption of sulfuric acid out of the framework is energetically demanding (Figure B.2), but is likely to be bypassed in practice, since this strong acid simply remains physisorbed in the pore and breaks a subsequent Zn-N bond. To the best of our knowledge, this work is the first elucidation of the full mechanism of the LV formation in ZIFs with H$_2$SO$_3$/H$_2$O and the same reaction catalyzed by a trace amount of H$_2$SO$_4$. 


Figure 4.5 (a) Energy profiles associated with a linker vacancy (LV) formation reaction between bulk ZIF-8 and H₂SO₃/H₂O with (green solid line) and without (orange dashed line) the presence of H₂SO₄. An energy of zero corresponds to isolated bulk ZIF-8 (unit cell), acid species, and water molecules. Reaction step I involves the adsorption of an H₂SO₄ molecule into the pore, followed by the formation of a dangling linker (DL). Step II involves adsorption of an H₂O molecule, followed by the formation of a LV. The energy barriers for steps I and II are provided in red (denoted as $\Delta E_1^a$ and $\Delta E_2^a$, respectively), while the reaction energies are given in black. TS₁ and TS₂ denote positions of the transition states for steps I and II relative to the energy (dotted lines) of frameworks and physisorbed reacting molecules in pores. The dashed purple line shows the total energy change for the processes of H₂SO₃ adsorption, H₂SO₃ and H₂SO₄ exchange, and H₂SO₄ desorption after the formation of a LV by H₂SO₄/H₂O. More detailed energy profiles for these steps can be found in Figure B.2. (b) A schematic thermodynamic cycle for a LV formation in ZIF-8 reacting with H₂SO₃, H₂SO₄ and H₂O (corresponding to the energy profile labeled by green solid and purple dashed lines in (a)). Local structures of intermediate products are shown. Labels ZIF, ZIF₁V(HSO₄--HL), ZIF₁V(HSO₃--H₂O), and ZIF₂V(HSO₃•H₂SO₄--H₂O) correspond to pristine bulk ZIF-8, defective ZIF-8 containing a DL having an HSO₄⁻ ion, defective ZIF-8 containing a LV composed of an HSO₄⁻ ion and a water molecule, and defective ZIF-8 containing a physisorbed H₂SO₄ and a LV composed of an HSO₃⁻ ion and a water molecule. H, C, N, O, S and Zn atoms are colored in white, black, blue, red, yellow and cyan, respectively.
4.3.4 Chemical Stability of ZIF (001) Surfaces Under Humid Acid-Gas Conditions

In addition to the internal pores of ZIFs and similar materials, the external surfaces of ZIFs can also potentially present sites that lead to degradation. External surfaces are particularly important for nano-sized particles, since in that instance the surface area associated with external surfaces can approach the internal surface area of even high surface area porous materials\(^1,61\). The external surfaces of ZIFs have intrinsically lower coordination environments and/or different chemical terminations than the interior pores of these materials. It is therefore of considerable interest to compare the reactivity of the external surfaces of ZIFs with their interior pores. Here we use (001) crystal facets of ZIF-2 and ZIF-8 as a prototypical example of a ZIF external surface; we have shown previously that the (001) surface is one of ZIF-8’s most stable surfaces under humid acid-gas conditions.\(^{26}\) In our surface slab models, the external Zn atoms coordinated with three organic linkers and terminated by water molecules. We considered the formation of dangling linkers (DL) for these sites as illustrated in Figure 4.6.

**Figure 4.6** Dangling linker formation reactions on hydrated ZIF surfaces with Brønsted and Lewis acid gas molecules (HX and X, respectively). The Zn atoms shown belong to the external layer of surfaces, which are initially terminated by water molecules.
The reaction energies for DL formation between ZIF surfaces and H₂O, H₂S, H₂SO₃, H₂SO₄, SO₂, or SO₃ are shown in Table 4.2. The general trends on the surfaces are similar to those for the bulk materials (Table 4.1), with most of the reactions being exothermic, except those with SO₂. In most cases the formation energies for the surface defects are more favorable than in the bulk, in some instances by more the 20 kcal/mol. The most exothermic reactions for ZIF surfaces were those with H₂SO₃ or H₂SO₄. The DFT-optimized defective surface structures show an HSOₓ⁻ ion interacting with terminating water molecules by forming a weak hydrogen bond between one of its dangling oxygen atom and one of the hydrogen atoms of a water molecule (Figure B.11); this type of interaction was not observed for other species. To further understand the role of the surface water molecules, we examined the same reactions on “clean” surfaces that had unsaturated surface Zn atoms (without terminating water molecules). The calculated reaction energies for DL formation of clean surfaces with H₂SO₃ and H₂SO₄ are -15.1 and -24.0 kcal/mol for ZIF-2, -16.1 and -23.9 kcal/mol for ZIF-8, respectively. These results highlight the importance of surface water molecules in stabilizing the reaction products, particularly for the ZIF-2 surface.
Table 4.2 Reaction energy ($\Delta E_{\text{rxn,DL}}$ in Eq. 4.1) in kcal/mol for the formation of a dangling linker induced by $\text{H}_2\text{O}$, $\text{H}_2\text{S}$, $\text{H}_2\text{SO}_3$, $\text{H}_2\text{SO}_4$, $\text{SO}_2$, and $\text{SO}_3$ on hydrated ZIF (001) surfaces. The acid gases are categorized as Brønsted and Lewis acids in ascending order of acidity (descending order of $pK_a$ values). $pK_a$ values of Lewis acids are taken from their products with water.

<table>
<thead>
<tr>
<th>Reactant</th>
<th>$pK_a$</th>
<th>ZIF-2</th>
<th>ZIF-8</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Brønsted Acid</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\text{H}_2\text{O}$</td>
<td>14</td>
<td>-7.7</td>
<td>-5.7</td>
</tr>
<tr>
<td>$\text{H}_2\text{S}$</td>
<td>7.1</td>
<td>-19.1</td>
<td>-16.0</td>
</tr>
<tr>
<td>$\text{H}_2\text{SO}_3$</td>
<td>1.9</td>
<td>-40.3</td>
<td>-23.0</td>
</tr>
<tr>
<td>$\text{H}_2\text{SO}_4$</td>
<td>-9.0 $^{60}$</td>
<td>-42.7</td>
<td>-28.5</td>
</tr>
<tr>
<td><strong>Lewis Acid</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\text{SO}_2$</td>
<td>1.9</td>
<td>0.1</td>
<td>0.2</td>
</tr>
<tr>
<td>$\text{SO}_3$</td>
<td>-9.0</td>
<td>-27.2</td>
<td>-23.5</td>
</tr>
</tbody>
</table>

A comparison of the DL formation reaction energies in the pore of bulk ZIFs versus their surfaces is illustrated in Figure 4.7. Surfaces are systematically more reactive than bulk structures for both ZIF-2 and ZIF-8 based on the comparison of the reaction energies for the same reactions in bulk and on surfaces. One possible explanation is that surfaces are more flexible than bulk and therefore more prone to make steric accommodation for the deformation caused by defects such as a DL. Furthermore, consistent with the trend in bulk ZIFs, the ZIF-8 surface also shows higher thermodynamic stability vs. the ZIF-2 surface, which likely results from the difference in topology and bulkier ligands (mIM).

To further understand the kinetic stability of ZIF surfaces relative to the bulk, we examined the activation energy for DL formation on ZIF-8 surface induced by water. The calculated activation energy for DL formation by a water molecule at a hydrated ZIF-8 external surface is ~7.5 kcal/mol lower than the same reaction in bulk ZIF-8 and ~2
kcal/mol lower than the DL formation by an H₂SO₄ molecule in bulk ZIF-8, which is the most energetically favorable reaction in bulk ZIF-8 that we have examined. As the terminating water molecules stabilize the reaction products, the DL formation by a water molecule at a clean surface has a higher activation energy (ΔEᵃ = 17.3 kcal/mol) than that on hydrated surface, yet it is still ~5 kcal/mol lower than the same reaction in bulk. Assuming the activation energy for surface reactions follows the same trend as in bulk, then the reaction with H₂SO₄ on ZIF-8 surface would have a lower activation energy than that with water, with DL formation with H₂SO₄ on surface substantially more kinetically favorable as compared to the bulk. Consequently, since reaction energies are both systematically more thermodynamically (i.e. exothermic) and kinetically favorable on surfaces, the degradation process is likely to be dominated by the attack of acid gases on the outer surfaces of ZIFs.

**Figure 4.7** Reaction energy of dangling linker formation in bulk ZIFs and on ZIF surfaces for acid gases SO₂, H₂O, H₂S, H₂SO₃, H₂SO₄, and SO₃. The values of ΔEᵣₓn,DL are from Tables 4.1 and 4.2.
4.3.5 Adsorption of Acid-Gas Molecules by Defective ZIFs

From our investigation on the defect formation in ZIFs, one can imagine that one or more Zn-N bonds break upon reactions in humid acidic environment. Although we have not yet investigated defect propagation, as an step toward this goal, we also examined the interactions between defective ZIFs and acid gases; these interactions may also be relevant to possible regeneration methodologies as well as in ZIF applications such as gas separation/capture and catalysis (owing to functionalization by chemisorbed acid groups). Unsaturated Zn atoms, known as open-metal sites (OMS), a type of strong adsorption sites for acid gases, are an inevitable product of ZIF point defects. Here we built defective bulk and surface models of ZIFs containing OMS to study the adsorption strength of H₂O, H₂S, H₂SO₃, H₂SO₄, SO₂, and SO₃ to these OMS.

To construct the model for defective bulk ZIFs, we removed a linker from a ZIF unit cell, resulting in two OMS and a void between them in a bulk unit cell. This model is different from the structure of a LV described earlier (where the two Zn atoms are fully coordinated, since an ion [OH⁻] and a neutral molecule [H₂O] become terminating groups). This structure is relevant for at least two reasons. First, this structure has “pure” OMS, eliminating the influence from other adsorbates on the adsorption of acid gases; second, this structure may exist after “activation” of defective ZIFs with linker vacancies, where application of temperature/vacuum may induce loss of terminating groups. This defective bulk ZIF model could be also relevant for freshly cleaved surface. To make a defective ZIF surface model comparable to the bulk model, we built a clean surface model, with the same coordination numbers of the Zn atoms at defect sites in bulk, all the external surface Zn atoms are 3-coordinated with imidazolate ligands (i.e., without terminating molecules bond
to them). In the clean surface models of ZIF-2 and ZIF-8, there are 8 and 4 unsaturated Zn atoms in a unit cell on the external layer, respectively. To minimize the interactions between adsorbates, in our simulation we kept only one adsorbate molecule per unit cell. The defective bulk and surface models are shown in Figure B.5.

Table 4.3 lists the adsorption energy of water and several acid gases on OMS in defective ZIF-2 and ZIF-8. The relative adsorption strengths for the six adsorbates to OMS are consistent for bulk and surfaces, with water and H₂S relatively weakly adsorbed, H₂SOₓ molecules adsorbed with a moderate strength, and SOₓ molecules the most strongly adsorbed. The order of adsorption strength for H₂S, H₂O and SO₂ on ZIF surfaces agrees with that reported for Zn-BDC sheets calculated at the same level of theory. Crucially, these results suggest that under humid acid-gas conditions, adsorption of acid gases on OMS is favored over water in defective ZIFs, with potential implications for subsequent defect propagation. In addition, we note that for both ZIFs, adsorption is stronger in the bulk than on external surfaces since binding in the bulk is bidentate while binding on external surfaces is monodentate. Interestingly, we found that dissociative adsorption of H₂S, H₂SO₃, and H₂SO₄ molecules in bulk is favorable compared with their molecular (non-dissociative) adsorption. More details about adsorption calculations and optimized structures are included in Appendix B.
Table 4.3 Adsorption energies (in kcal/mol) of water and acid-gas molecules at OMS in defective bulk ZIFs and ZIF (001) surfaces. Numbers in parentheses are adsorption energies for dissociative H₂S, H₂SO₃, and H₂SO₄ molecules.

<table>
<thead>
<tr>
<th>Reactant</th>
<th>( \Delta E_{\text{ads, bulk}} )</th>
<th>( \Delta E_{\text{ads, (001)}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>H₂O</td>
<td>-27.0 (-25.0)</td>
<td>-14.5 (-15.0)</td>
</tr>
<tr>
<td>H₂S</td>
<td>-18.7 (-34.1) (-17.2 (-33.5))</td>
<td>-12.9 (-13.5)</td>
</tr>
<tr>
<td>H₂SO₃</td>
<td>(-55.2) (-53.7)</td>
<td>-20.6 (-15.5)</td>
</tr>
<tr>
<td>H₂SO₄</td>
<td>-53.1 (-61.7) (-45.8 (-52.9))</td>
<td>-20.5 (-29.1)</td>
</tr>
<tr>
<td>SO₂</td>
<td>-73.6 (-71.7)</td>
<td>-44.6 (-54.4)</td>
</tr>
<tr>
<td>SO₃</td>
<td>-87.7 (-83.7)</td>
<td>-80.1 (-85.2)</td>
</tr>
</tbody>
</table>

Examining the adsorption energies of molecules to OMS in defective ZIFs, we speculate that acid-gas species such as SOₓ and H₂SOₓ would remain adsorbed in the defective structures at mild operating conditions due to their strong adsorption strength. Consequently, if OMS is a key factor in the potential applications of ZIFs, once contaminated by these acid gases, these OMS in ZIFs can only be regenerated under very demanding requirements, for instance, through chemical routes combined with the most commonly used thermal activation.⁶⁶

4.4 Summary

We have performed a systematic computational investigation of the chemical stability of ZIFs under humid acid-gas condition via DFT, comparing the interactions of defect-free bulk structures, external surfaces, and point defects in ZIF pores with acid gases and water. Examining the degradation of two prototypical ZIFs, ZIF-2 and ZIF-8, by acid gases (including H₂O, H₂S, SO₂, SO₃, H₂SO₃, or H₂SO₄) demonstrates that both ZIFs show
higher stability in the interior of their pores than on their external surfaces, thus suggesting that the degradation of ZIFs starts from the external surfaces. We find that ZIF-8 is more thermodynamically and kinetically stable than ZIF-2 based on their reactions with all the studied acid gases, with ZIF stability governed, more generally, by both topology and ligand functionalization.

We also find that weak-acid-induced degradation of ZIFs can be catalyzed by a small amount of strong acid such as sulfuric acid. This finding implies that the kinetic barriers obtained by current models are the upper bounds of real activation energies associated with the degradation cause by a mixture of acid gases.

The adsorption of acid gases to defective ZIF structures also reveals potential challenges in the regeneration of these materials as well as possible influence on defect propagation. Our study paves the way for the future exploration of these two topics.
4.5 References


CHAPTER 5
ASSESSING THE IMPACT OF POINT DEFECTS ON MOLECULAR DIFFUSION IN ZIF-8 USING MOLECULAR SIMULATIONS

5.1 Introduction

Gas separation and purification is traditionally an energy-intensive process based on methods such as distillation.\(^1\) To develop less energy-intensive separation processes, techniques exploiting porous materials such as zeolites, activated carbon, and metal-organic frameworks (MOFs) have been widely studied.\(^2^-^4\) Gas separation in porous materials can be achieved by methods exploiting molecular sieving by size-exclusion, differences in equilibrium adsorption, or kinetic separation. Molecular sieving occurs when certain components in a gas mixture are prohibited from entering pores of an adsorbent due to size/shape exclusion. Absolute ethylene/ethane separation was achieved in silver-exchanged zeolite A, for which the pore size falls between the kinetic diameters of the two adsorbate molecules.\(^5\) Propylene/propane separation was realized in a pillar-structured MOF (KAUST-7) by replacing the (SiF\(_6^2^-\)) pillar with a bulkier (NbOF\(_5^2^-\)) one, which effectively reduced the aperture opening by tilting the pyrazine molecule on the linker.\(^6\) Thermodynamic equilibrium separations take advantage of the difference in adsorption affinity of different gas components in an adsorbent. When the adsorption strength does not strongly distinguish between adsorbates, kinetic separation, which relies

\* Portions of this chapter have been published previously in article “Assessing the Impact of Point Defects on Molecular Diffusion In ZIF-8 Using Molecular Simulations” by Chu Han, Ross Verploegh, and David Sholl in the *Journal of Physical Chemistry Letters*, 2018, volume 9, issue 14, pages 4037—4044.
on differences in the diffusion rates of adsorbing components, can be considered. To give just one example, propane and propene have almost identical adsorption capacities but different diffusion coefficients in ZIF-8.\textsuperscript{7} This has made it possible to develop ZIF-8 membranes that are selective to propane/propene permeation.\textsuperscript{8}

With versatile structures, tunable pore sizes, and large surface areas, MOFs are attractive adsorbents for chemical separations. ZIF-8 has been widely studied because of its relatively high thermal and chemical stability,\textsuperscript{9} facile synthesis,\textsuperscript{10} and scalable preparation.\textsuperscript{11} Kinetic separation has been extensively studied in ZIF-8 both experimentally and computationally. Bux \textit{et al.}\textsuperscript{12} synthesized a ZIF-8 membrane with a microwave-assisted solvothermal process and investigated the selectivity for H\textsubscript{2} with respect to CO\textsubscript{2}, O\textsubscript{2}, N\textsubscript{2}, and CH\textsubscript{4}. The high separation factor between CH\textsubscript{4} and H\textsubscript{2} found in Bux \textit{et al.}'s study was further investigated by computational simulations. Hertag \textit{et al.}\textsuperscript{13} performed molecular dynamics simulations to calculate the self-diffusivities of CH\textsubscript{4} and H\textsubscript{2} with flexible ZIF-8 models using several sets of force field parameters. They found that the flexibility was a crucial factor to describe the diffusion of methane in ZIF-8. The framework flexibility of ZIF-8 makes the effective aperture size larger than the XRD-derived pore size, so ZIF-8 can be used to separate C4 hydrocarbons such as n-C\textsubscript{4}H\textsubscript{10} and iso-C\textsubscript{4}H\textsubscript{10}, which have kinetic diameters large than the pore diameter determined directly from the XRD structure.\textsuperscript{14} Separations of other mixtures, including ethene/ethane\textsuperscript{15}, propene/propane,\textsuperscript{7} propylene/propane,\textsuperscript{16-19} ethanol/water,\textsuperscript{20} have also been studied in ZIF-8 experimentally. The characteristics of molecular diffusion in ZIF-8 have also been widely investigated by computational simulations. For example, Verploegh \textit{et al.}\textsuperscript{21} reported molecular simulations using transition-state theory methods
examining self-diffusivity of 15 adsorbate species as a function of temperature and loading. Their results showed excellent agreement with experimental results. This work has recently been extended to diffusion of molecules in hybrid ZIFs that are closely related to ZIF-8. Krokidas et al. developed a set of force field parameters that combined the AMBER force field and parameters derived from ab initio calculations that predicted propane/propylene separation with high accuracy and good agreement with experimental results.

All previous modeling studies of molecular diffusion in ZIF-8 were conducted under the assumption that ZIF-8 is a defect-free crystal. However, as with all materials, ZIF-8 crystals are likely to contain defects due either to their synthesis conditions or to form defects because of reactions with surrounding molecules such as water or acid gases. Computational studies have provided atomistic insights into the formation of such defects, particularly the defects that are expected to arise in ZIF-8 under humid acidic conditions. Defects in MOFs may enhance or hinder their separation potential in certain applications. The influence of defects on gas adsorption and separation has only been investigated in a limited range of MOFs. For example, missing-linker defects that were deliberately introduced into UiO-66 have been shown to enhance the separation performance for large molecules by increasing the aperture size while the crystal retained its chemical and thermal stability. Heinke et al. observed significant mass transfer resistances associated with uptake of adsorbates in HKUST-1. They interpreted these resistances as arising from “surface barriers” caused by blocked pores associated with degradation of the crystal surfaces by water. Lee et al. reported the time-dependent selectivity of propylene of ZIF-8 membranes prepared by CD and MW methods. They
found that the propylene permeance of the CD-ZIF-8 membrane dropped by \( \sim 75\% \) of its initial value after 60 days of off-stream measurement, an observation attributed to defects formed in the membrane.

The ubiquitous presence of defects in MOFs such as ZIF-8 implies that it is important to understand whether these defects will play a strong role in the material’s performance. In this study, we present the first examination of the impact of experimentally-relevant point defects on molecular diffusion in ZIF-8. The general classification of defects that can exist in MOFs is well known from extensive previous work on zeolites.\(^{31}\) In zeolites, both point defects and extended defects such as grain boundaries have been characterized. Although there is evidence that extended defects are likely to exist in some framework topologies that are accessible as ZIFs,\(^{35}\) there is no indication to date that these kinds of defects are common in the SOD topology in which ZIF-8 forms. We therefore focus entirely on point defects.

The point defects we consider are dangling linker and linker vacancies induced by water molecules, which are formed by a water molecule inserting into a Zn-N bond and a water molecule together with an OH group replacing a mIM ligand, respectively (Figure 5.1). These types of point defects have been examined by previous computational studies, which suggested the thermodynamic plausibility of their formation under ambient conditions.\(^{29}\) The relevant defect structures were also inferred to exist experimentally in ZIF-8 structures after exposure to humid acidic environments.\(^{26}\) Although here we focus on the point defects induced by water, we expect our methods would be transferable to the same types of point defects induced by other species.\(^{30}\)
**Figure 5.1** DFT-optimized structures of (a) pristine and (b—e) defective ZIF-8 6-member-ring windows. Each of the defective windows contains (b—c) a dangling linker or (d—e) a linker vacancy. C, H, N, O, and Zn atoms are represented by brown, white, blue, red, and grey balls. DFT optimization was performed with a periodic ZIF-8 structure, but only a single 6-member-ring is shown for clarity.

5.2 Computational Methods

5.2.1 Flexible Force Field for Defective ZIF-8 Structures

A set of flexible force field (FF) parameters developed by Zhang *et al.*$^{36}$ was used to describe ZIF-8 in our simulations. To the best of our knowledge, there is no reported FF appropriate for describing point defects in ZIF-8. The defective structures involve more atom types (e.g. oxygen), bonds (e.g. Zn-O), angles (e.g. H-O-H), and torsion types (e.g. H-C-N-H in dangling linker) than pristine ZIF-8. Instead of developing a special set of FF parameters for defective structures from scratch, we adopted existing parameters from a variety of resources to model components of a point defect. Specifically, a combination of general AMBER FF (GAFF)$^{37-38}$ parameters, FF parameters of other MOFs with similar local geometries,$^{39-40}$ and parameters from a FF for pristine ZIF-8$^{36}$
were used to describe bonded interactions, UFF parameters\textsuperscript{41} were used for non-bonded interactions, and DDEC charges\textsuperscript{42} were used for the atomic charges in defective structures. The Zn-O-H angles in both dangling linkers and linker vacancies were kept rigid at the values of their energy minimized structures optimized by density functional theory (DFT) calculations because we did not have appropriate FF parameters for these angles. Approximating these degrees of freedom as rigid reduces the flexibility of windows, so our method should be viewed as giving a lower bound for diffusive hopping rates that are influenced by framework flexibility. It will be seen below that this approximation does not affect the key conclusions of our calculations. More details about DFT calculations and the FF used in our calculations are included in Appendix C.

5.2.2 Force Fields for Adsorbates

The TraPPE united atom FF was adopted to describe adsorbate-adsorbate interactions for methane, ethane, propane, n-butane, and isobutane.\textsuperscript{43} With this approach, the bonds and angles of all the five species are flexible and united atoms have no charge. H\textsubscript{2}S was modeled as a three-site model where the S atom is a Lennard-Jones (LJ) site while partial charges are centered on each atom. The H-S bond length is fixed at 1.34 Å and the H-S-H angle is flexible with an equilibrium angle of 92.5\textdegree.\textsuperscript{44} SO\textsubscript{2} was modeled as a three-site LJ model with fixed S-O bond length of 1.432 Å and flexible O-S-O angle with an equilibrium angle of 119.3\textdegree.\textsuperscript{45} H\textsubscript{2}O was described by the rigid simple point-charge (SPC) model with a fixed O-H bond length of 1.00 Å and a fixed H-O-H angle of 109.47\textdegree.\textsuperscript{40} CO\textsubscript{2} was described by the rigid EPM2 FF with a fixed bond length of 1.16 Å.\textsuperscript{46} NO and NO\textsubscript{2} were described by two- and three-site LJ models, respectively, with partial charges assigned on each site.\textsuperscript{47} NO has a fixed N-O bond length of 1.15 Å, while NO\textsubscript{2}
has a fixed N-O bond length of 1.20 Å and a fixed O-N-O angle of 134.3°. All adsorbate FF parameters can be found in Appendix C. With the adsorbate-adsorbate and framework FFs defined as just described, adsorbate-framework interactions were modeled using LJ interactions defined via Lorentz-Berthelot mixing rules. This relatively common strategy for modeling molecular adsorption in MOFs has been shown to give good agreement with experimental data for CO₂ physisorption in MOFs for which detailed analysis of the literature identified enough experiments to assess experimental reproducibility. To date, a similar analysis is not available for other molecular adsorbates.

5.2.3 Transition State Theory Methods

Adsorbates with kinetic diameters similar to or greater than the ZIF-8 window diameter experience a relatively high activation energy to jump through a window. Therefore, intracrystalline adsorbate diffusion in ZIF-8 can be characterized by an uncorrelated sequence of molecular hops through the 6-member-ring (6MR) windows that connect two identical cages. Due to the symmetry of ZIF-8 about the [111] direction, which is perpendicular to the planes of 6MR windows, the movement for a molecule through a 6MR window can be described by a one-dimensional reaction coordinate (RC) connecting the center of one cage to that of its neighboring cage. As in our earlier work, we used dynamically corrected Transition State Theory (dcTST) to determine hopping rates along this reaction coordinate. Specifically, umbrella sampling is used to explore the energy landscape of an adsorbate moving along a specific RC. The hopping rate for an adsorbate from cage A to cage B, \( k_{A \rightarrow B} \), is calculated by

\[
k_{A \rightarrow B} = \kappa \frac{1}{\sqrt{2\beta \pi m}} \int_{state_A}^{state_B} e^{-\beta \mathcal{F}(r)} dr,
\]  

(5.1)
where \( \beta = 1/k_B T \), \( m \) is the mass of an adsorbate, \( F(r) \) is the Helmholtz free energy profile along the RC, and \( F^* \) is the activation energy, taken as the maximum value of \( F(r) \). \( \kappa \) is a dynamical correction factor, which accounts for short-time recrossings of the TS. \( \kappa \) is close to 1 for fast-diffusing adsorbates and can be as much as several orders of magnitude below 1 for the slow-diffusing species.\(^{21}\)

### 5.3 Results and Discussion

#### 5.3.1 Self-Diffusion Coefficients of Adsorbates in Pristine ZIF-8

We applied dcTST to calculate the hopping rates of eleven adsorbates through pristine and defective ZIF-8 windows at 35 °C. All the MD simulations in this study were performed by LAMMPS\(^{50}\) using a 2×2×2 ZIF-8 supercell (2208 atoms for the pristine material) with periodic boundary conditions. In all calculations Ewald summation was used to calculate Coulombic interactions with a relative accuracy of 10\(^{-6}\). The pristine ZIF-8 crystal structure was energy-minimized optimized starting from the experimental XRD structure.\(^{9}\) During geometry optimization, lattice parameters and atom positions are fully relaxed by a Polak-Ribiere conjugate gradient algorithm. This gave a lattice constant of 16.943 Å. To simulate low defect concentrations, only one point defect was included in a ZIF-8 supercell by replacing a single mIM ligand. Each defective supercell was energy-minimized allowing the atomic positions and lattice parameters to relax. The lattice constant of a 2×2×2 defective ZIF-8 supercell was 34.053 Å. Umbrella sampling simulations are performed using the collective variables package\(^{51}\) in LAMMPS with umbrella spacing of 0.25 Å along the RC. During an umbrella sampling simulation, an adsorbate was constrained in a 3-D region (umbrella) orthogonal to the reaction
coordinate by a spring centered at a specified value of the reaction coordinate. A spring of spring constant ranging from 10 to 25 kcal mol\(^{-1}\) Å\(^{-1}\) was applied on an adsorbate molecule, where a stiffer spring was applied to a molecule with higher molecular weight. Equilibrium MD (EMD) simulations were performed in the NVT ensemble using the velocity-Verlet integration algorithm with a time step of 1 fs. For each umbrella, a 100 ps equilibration was performed followed by a 500 ps production period. The weighted histogram analysis method was used to integrate the sampling of all the umbrellas into a free energy curve.\(^{52}\) Dynamical correction factors were calculated in the similar way to our previous work.\(^{21}\) After the position of the TS was determined, a set of configurations were generated by constraining the adsorbate in the plane of the TS orthogonal to the reaction coordinate with a tight spring of spring constant 1000 kcal mol\(^{-1}\) Å\(^{-1}\). A set of trajectories for the adsorbate were then simulated starting from these configurations, with no constraints on the adsorbate, with all atoms including adsorbate and framework initially assigned randomized velocities according to the Maxwell-Boltzmann distribution. 1000 trajectories for each adsorbate were recorded and each trajectory was run for 3 ps forward and 3 ps backward in time to allow calculation of dynamical correction factors.

The calculated self-diffusion coefficients of adsorbates in pristine ZIF-8 are shown in Table 1. All five of the hydrocarbons we examined and the acid gases H\(_2\)S, SO\(_2\), and NO\(_2\) have kinetic diameters larger than ZIF-8’s nominal pore size, which would prohibit them from diffusing in a rigid ZIF-8 framework. This is an example of the observation made in multiple previous studies that including framework flexibility is vital
in quantitatively describing hopping of tight fitting molecules in nanopores.\textsuperscript{53-56} The self-diffusion coefficients are given by\textsuperscript{21}

\[ D_{self} = \frac{1}{6} \left( \sum_{i=1}^{n} k_{A \rightarrow B,i} \right) \lambda^2, \tag{5.2} \]

where \( \lambda \) is the distance between low energy states, \( n \) is the number of windows of a cage (8 for ZIF-8), and \( k_{A \rightarrow B,i} \) is the hopping rate of the adsorbate hopping through window \( i \).

The calculated self-diffusion coefficients of CH\textsubscript{4}, C\textsubscript{2}H\textsubscript{6}, C\textsubscript{3}H\textsubscript{8}, n-C\textsubscript{4}H\textsubscript{10}, iso-C\textsubscript{4}H\textsubscript{10} and CO\textsubscript{2} show a good agreement with the values reported by Verploegh et al.,\textsuperscript{21} as listed in Table 5.1. The loading of adsorbates in simulations is approximately 0.045 mmol/g (1 molecule/8 unit cells). We therefore compared our calculated self-diffusion coefficients of CH\textsubscript{4}, C\textsubscript{2}H\textsubscript{6}, C\textsubscript{3}H\textsubscript{8}, n-C\textsubscript{4}H\textsubscript{10}, iso-C\textsubscript{4}H\textsubscript{10}, and CO\textsubscript{2} to experimental corrected diffusivities because the values of corrected diffusivities equal self-diffusion coefficients at infinite dilution.\textsuperscript{57} The calculated self-diffusion coefficients are in good agreement with experimental results except for iso-C\textsubscript{4}H\textsubscript{10}. For iso-C\textsubscript{4}H\textsubscript{10}, the two available experimental results differ by \( \sim 3 \) orders of magnitude, and the calculated value lies between the two experiments.
Table 5.1 Kinetic diameters, free energy barrier ($E_b$), calculated and measured self-diffusion coefficients of investigated adsorbates in pristine ZIF-8.

<table>
<thead>
<tr>
<th>Adsorbate</th>
<th>Kinetic diameter (Å)</th>
<th>$E_b$ (kJ/mol)</th>
<th>$D_{self}$ (cm$^2$/s)</th>
<th>$D_{self, compt.}$ (cm$^2$/s)$^{[21]}$</th>
<th>$D_{self, exppt.}$ (cm$^2$/s)$^{[14]}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH$_4$</td>
<td>3.8$^{[21]}$</td>
<td>24.9</td>
<td>$2.76\times10^{-7}$</td>
<td>$2.79\times10^{-7}$</td>
<td>$(4.0\pm0.4)\times10^{-7}$$^{[14]}$</td>
</tr>
<tr>
<td>C$_2$H$_6$</td>
<td>4.4$^{[21]}$</td>
<td>31.7</td>
<td>$1.94\times10^{-8}$</td>
<td>$2.36\times10^{-8}$</td>
<td>$(8.8\pm2.7)\times10^{-8}$$^{[14]}$</td>
</tr>
<tr>
<td>C$_3$H$_8$</td>
<td>4.3$^{[21]}$</td>
<td>42.4</td>
<td>$1.27\times10^{-10}$</td>
<td>$1.38\times10^{-10}$</td>
<td>$(1.7\pm0.8)\times10^{-10}$$^{[14]}$</td>
</tr>
<tr>
<td>n-C$<em>4$H$</em>{10}$</td>
<td>4.3$^{[21]}$</td>
<td>43.3</td>
<td>$1.00\times10^{-10}$</td>
<td>$9.53\times10^{-11}$</td>
<td>$5.7\times10^{-12}$$^{[14]}$,</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$(1.5\pm0.3)\times10^{-10}$$^{[58]}$</td>
</tr>
<tr>
<td>iso-C$<em>4$H$</em>{10}$</td>
<td>4.8$^{[21]}$</td>
<td>70.0</td>
<td>$2.70\times10^{-16}$</td>
<td>$1.36\times10^{-16}$</td>
<td>$(3\pm1)\times10^{-15}$$^{[58]}$,</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$2.3\times10^{-18}$$^{[14]}$,</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\sim10^{-6}$$^{[60]}$</td>
</tr>
<tr>
<td>H$_2$O</td>
<td>2.65$^{[59]}$</td>
<td>14.2</td>
<td>$2.50\times10^{-5}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO$_2$</td>
<td>3.3$^{[59]}$</td>
<td>19.9</td>
<td>$1.86\times10^{-6}$</td>
<td>$2.63\times10^{-6}$</td>
<td>$(2.1\pm0.5)\times10^{-6}$$^{[14]}$</td>
</tr>
<tr>
<td>H$_2$S</td>
<td>3.9$^{[61]}$</td>
<td>25.9</td>
<td>$1.70\times10^{-7}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SO$_2$</td>
<td>3.6$^{[62]}$</td>
<td>25.4</td>
<td>$1.23\times10^{-7}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NO$_2$</td>
<td>5.12$^{[63]}$</td>
<td>18.9</td>
<td>$1.99\times10^{-6}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NO</td>
<td>3.17$^{[61]}$</td>
<td>17.0</td>
<td>$6.03\times10^{-6}$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

5.3.2 Hopping Rates of Adsorbates Through Defective ZIF-8 Windows

The hopping rates of the adsorbates were then calculated for defective windows. Because there are two orientations of mIM ligands with respect to the reaction coordinate, two distinct defective window structures exist depending on the orientation for the replaced ligand (see Figure 5.1b—e). The hopping rates of each molecule through defective and pristine windows is compared in Figure 5.2. In every case, hopping through the defective windows is faster than for the pristine window, often by several orders of magnitude. The fastest hopping rates were observed for the windows shown in Figures 5.1d and 5.1b, whose structures are severely deformed from the pristine window structure. The calculated free energy barriers, transmission coefficients, and hopping rates for the studied adsorbates in pristine and defective ZIF-8 are listed in Tables C.4, C.5, and C.6, respectively.
Figure 5.2 Hopping rates (vertical axis) of H$_2$O, NO, CO$_2$, NO$_2$, CH$_4$, H$_2$S, SO$_2$, C$_2$H$_6$, C$_3$H$_8$, n-C$_4$H$_{10}$, iso-C$_4$H$_{10}$ through the defective ZIF-8 6-member-ring windows shown in Figure 5.1 plotted as a function of their hopping rates through a pristine ZIF-8 window (horizontal axis) at room temperature at infinite dilution.

To understand how the geometry and flexibility of the windows relate to the variation in hopping rates, we calculated the distribution of window diameters of the pristine and defective windows shown in Figure 5.1 using the grid based percolation method of Haldoupis et al.$^{64}$ In each case, window diameter histograms were calculated using snapshots of ZIF-8 frameworks (with no adsorbates) taken every 0.2 ps over a 200 ps EMD simulation. The calculated average window diameter for a pristine ZIF-8 window is $3.44 \pm 0.17$ Å. The calculated average window diameters for the defective
windows are $3.95 \pm 0.22$, $3.32 \pm 0.32$, $3.91 \pm 0.24$, and $3.89 \pm 0.23$ Å for the windows shown in Figures 5.1b, 5.1c, 5.1d, and 5.1e respectively (Figure C.2). It is notable that the structure shown in Figure 5.1c has a smaller average window diameter than pristine window, even though the hopping rates of molecules through the defective structure are higher than through the pristine window. This outcome seems less surprising considering that the standard deviation in the window size of the defective window (0.32 Å) is considerably larger than for the pristine window (0.17 Å). The kinetic diameters of most of the molecules we considered are larger than the average window diameters of any of the windows we modeled, so the ability of the flexible windows to reach configurations that allow these molecules to pass is vital to allowing molecular diffusion. Although information from the window diameter distribution for the window in the absence of adsorbates can give only incomplete information, the observations above hint that the extra flexibility available to defective windows is crucial in enabling the faster molecular hopping rates that we observe relative to defect-free ZIF-8.

The results above suggest a simple way to look at the effect of defects in ZIF-8 on molecular diffusion, namely that the defects we examined always increase the local hopping rates of molecules. This outcome appears to contradict previous descriptions of defects in nanoporous materials where defects were inferred to offer additional resistance to diffusion.\textsuperscript{33-34} In these previous studies, the observed resistance was attributed to the blockage of pores as well as the interaction between adsorbates and defects or the byproducts of defects. This led us to reconsider the linker vacancy defects described above, in particular, to assess the fate of the linker that is released from the ZIF when these defects are formed. The formation of a linker vacancy in ZIF-8 involves removal of
a mIM ligand, which then forms a neutral molecule, HmIM, by bonding to a proton. Preliminary force field-based free energy calculations analogous to those described above gave an activation energy for HmIM in ZIF-8 of ~50 kJ/mol, suggesting that the rate at which this molecule can diffuse away from the linker vacancy at which it originates may be slow.

5.3.3 The Role of Trapped 2-Methylimidazole by a Linker Vacancy on Molecular Hopping Rates

To further probe the role of HmIM in the vicinity of a linker vacancy, we performed DFT calculations to examine the binding energy of a single HmIM molecule to several sites in the cage including those close to the linker vacancy in a ZIF-8 unit cell. The most thermodynamically favorable site is close to the linker vacancy and window center (Figure 5.3a). This finding is reminiscent of the window blocking effect caused by K$^+$ ions in zeolite A, where a large K$^+$ ion sits in the center of the 8MR window, effectively prohibiting CO$_2$ and N$_2$ from passing a 8MR window. To understand the impact of this molecule on the hopping of other molecules, we need to include HmIM in our force field-based calculations. Our DFT calculations indicate that HmIM is exothermically adsorbed to the linker vacancy site with an adsorption energy of ~77 kJ/mol (relative to the gas phase). We found that applying the force fields described above did not adequately approximate the strong localization of the molecule seen in our DFT calculations. To include this effect, the HmIM molecule was coupled with the defect by a harmonic oscillator spring. The displacement of the harmonic oscillator was defined as the distance between the centers of mass of the HmIM molecule and the linker vacancy (H$_3$O$_2$), with the equilibrium position corresponding to the configuration
optimized by DFT calculations. One way to approximate the vibrational frequency of the harmonic oscillator is by using the translational modes of HmIM molecule at its lowest energy state structure in Figure 5.3a. The three DFT-calculated translational modes are 83.6, 73.1, and 39.2 cm⁻¹, which correspond to spring constants, K, of 48.7, 37.2, and 10.7 kcal·mol⁻¹·Å⁻², respectively.

To examine the impact of a trapped HmIM molecule on diffusion of other molecules, we calculated the hopping rate of H₂S and isobutane through windows similar to the one shown in Figure 5.3a. Figure 5.3b shows the free energy barrier and associated hopping rates of H₂S and isobutane as a function of the spring constant constraining HmIM to be near the linker vacancy. Higher values of K value allow less freedom for HmIM to move away from its equilibrium position close to window center, so it is not surprising that these values are associated with lower hopping rates for H₂S and isobutane. The HmIM molecule reduces the local hopping rates of these two species by multiple orders of magnitude relative to the linker vacancy when no HmIM is present. Critically, however, the hopping rates in the presence of HmIM, even when using the stiffest reasonable spring constants to constrain this “blocking” molecule, are only ~1 order of magnitude less than the hopping rates in pristine ZIF-8. The calculated free energy profiles of H₂S and isobutane in the presence of HmIM are shown in Figure C.4, with their free energy barriers and hooping rates listed in Table C.7.
**Figure 5.3** (a) DFT-optimized structure of a ZIF-8 6-member ring window with a linker vacancy (Figure 5.2d) adsorbing a 2-methylimidazole (HmIM) molecule in front view (top) and side view (bottom). Zn, C, H, and O atoms are represented by grey, brown, white, and red balls, respectively. The N atoms of ZIF-8 and those of HmIM are shown by blue and dark blue balls, respectively. (b) Free energy barrier (left vertical axis) and corresponding hopping rates (right vertical axis) of H$_2$S and isobutane hopping though the window shown in (a). The window and the HmIM are coupled by a spring with spring constant K (horizontal axis) in MD simulations. The diffusion energy barriers and hopping rates for the adsorbates hopping through a pristine window are labeled by the black dashed lines and red dot dashed lines, respectively.

### 5.3.4 The Impact of Defects on Long-Range Diffusion

The discussion above has focused on the local hopping rates of molecules through defective windows in ZIF-8. To consider the influence of these windows on long-range diffusion, it is useful to draw an analogy with molecular diffusion in mixed-linker ZIFs, a topic we have examined previously using lattice models and atomistic simulations.\(^{22-23}\) Consistent with what might be expected qualitatively from percolation theory, the
influence of a low density of defective windows on diffusion in the 3D pore structure of ZIF-8 will be small. A possible exception to this outcome could arise if the defective sites strongly pin adsorbates, a scenario that would lead to strongly reduced diffusion at very low adsorbate concentrations and a rapid increase in diffusion rates as the adsorbate loading is increased. To determine if this scenario was relevant, we computed the free energy profiles for SO$_2$ and H$_2$O diffusion along extended paths connecting multiple cages in the vicinity of a defective window. The results for SO$_2$ (H$_2$O) are shown in Figure 5.4 (Figure C.5). In both cases, it is clear that no pinning of the diffusing molecules in the cages adjacent to the defective windows occurs. These observations suggest that the overall impact of low densities of point defects in ZIF-8 on molecular diffusion in this material will be minimal, an outcome that is useful for efforts to use the diffusion selectivity offered by ZIF-8’s pores in applications such as membrane-based separations.

**Figure 5.4** Free energy profiles of SO$_2$ along the [111]-oriented reaction coordinate passing through a defect-free 6MR window and a defective 6MR window. The configurations of the defective windows in top and bottom panels are shown in Figures 5.1d and 5.1b, respectively. Vertical dashed lines label the positions of window centers projected on the reaction coordinate.
5.4 Summary

In summary, we have examined the hopping rates of eleven adsorbates including water, hydrocarbons, and acid gases in pristine and defective ZIF-8 crystals. The local hopping rates are drastically increased through a defective 6MR window for all the adsorbates we investigated. However, the byproducts of forming a point defect such as a linker vacancy can reduce local hopping rates by blocking part of the defective window on the diffusion pathway. Although the impact of these local hopping rates on net diffusion through the 3D pores inside ZIF-8 is small, the effects on diffusion due to defects may be critical in materials with 1D pores or in cases where defects strongly pin adsorbates. The examples shown here are a useful initial exploration of these phenomena and will be useful for future studies assessing the influence of defects on molecular diffusion in MOFs.
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CHAPTER 6
OUTLOOK

6.1 Thesis Summary

In my thesis work, I utilized computational methods to investigate potential point defects in metal-organic frameworks (MOFs) as well as the degradation reactions that result in these defects.\textsuperscript{1-4} Based on the proposed defects, I also explored the impact of these defects on molecular diffusion in zeolitic-imidazolate frameworks (ZIFs) by using molecular dynamics simulations.\textsuperscript{5}

Drawing on analogies with conventional silicon-based zeolites, in Chapter 3, we utilized density functional theory (DFT) calculations to examine the structure and stability of putative point-defect structures including vacancies and “dangling” linkers within the prototypical ZIF-8 bulk structure.\textsuperscript{1} Considering both post-synthetic (gas-phase) and synthetic (solution-phase) conditions, we found that several of the defect structures lie low in energy relative to the defect-free parent crystal, with barriers to defect formation that are large but surmountable under relevant temperatures. These results were consistent with experimental observations of ZIF stability and reactivity\textsuperscript{6,7} and suggested that defects may play an important role in influencing the long-term stability of MOFs under conditions that include exposure to water vapor and trace contaminants such as acid gases. Of the point defects in bulk ZIF-8, the dangling-linker models were applied to ZIF-8 external surfaces and MIL-125 bulk structures to predict the degradation reactions in these materials. Coupled with experimental observations, our predictions were shown to be plausible.\textsuperscript{2-3}
To further understand the degradation mechanisms of ZIFs, in Chapter 4, we conducted a comprehensive study utilizing DFT calculations to investigate the chemical stability of bulk ZIFs and their external surfaces under conditions of acid-gas exposure. We also examined the influence of steric factors such as topology and ligand functionalization on the relative chemical stability of prototypical ZIFs, ZIF-2 and ZIF-8, including their hypothetical polymorphs. We found that defect formation is more thermodynamically and kinetically favorable at ZIF external surfaces versus the bulk, and that both topology and ligand functionalization impact defect formation. In addition, we provided a detailed mechanism for the reaction of ZIF crystal with sulfurous and sulfuric acids, of which the latter serves as a catalyst in potential degradation reactions of ZIFs. Finally, in this chapter, we provided information about the adsorption strength of a range of acid gases to defective ZIF structures, which can inform potential strategies to regenerate ZIFs and/or achieve defect engineering in these materials.

Because defects are ubiquitous in materials, they may play an important role in affecting the performance of materials in practical applications. In Chapter 5, we investigated the influence of point defects on the diffusion of molecules including water, hydrocarbons, and acid gases in ZIF-8 using molecular simulations. To make these simulations possible, we introduced a force field that extends previous descriptions of pristine ZIF-8 to include experimentally relevant point defects. In general, the point defects we examined increase the local hopping rate for molecular diffusion, suggesting that low concentrations of these defects will not dominate long range molecular diffusion in ZIF-8.

My thesis work aims to facilitate the understanding of MOF materials in an atomistic level and suggest potential impacts of the degradation on MOF applications.
Extending from this thesis, several topics deserve future consideration. In the following section, I will focus on two topics that closely related to this thesis work.

### 6.2 Potential Directions for Future Work

#### 6.2.1 The Role of ZIF Topology and Flexibility on Molecular Diffusion

In Chapter 5 we have investigated the impact of defective structures on the molecular diffusion in ZIF-8. There are many other factors of interest influencing the molecular diffusion in ZIFs, for example, topology and flexibility. As we know from Chapter 5, defective structures in ZIF-8 mainly alter pore sizes and the flexibility of local structures, or more specifically, the 6-member-ring (6MR) windows. As a result, the local hopping rates for all the adsorbate molecules investigated are significantly changed by the presence of defects.

ZIF polymorphs are ideal models to study topology’s influence as the only difference between a set of ZIF polymorphs is their topologies. ZIFs adopt structures of zeolites, so it is possible to construct a series of hypothetical ZIF polymorphs by using different zeolite net topologies. Table 6.1 lists the codes of all the 6MR zeolite structures in the database of zeolite structures,\(^8\) which can serve as a guidance for the construction of 6MR ZIF polymorphs. ZIF-8 polymorphs with 2-methylimidazolate (mIM) linkers are good candidates for studying 6MR ZIFs because there are established flexible force field parameters for ZIF-8 that can be applied to other Zn(mIM)\(_2\) crystals that have identical local structures of ZIF-8. We can use TST methods coupled with MD simulations to derive local hopping rates of various adsorbate molecules in these hypothetical structures.
Calculations of this kind can give insight into the factors that control molecular diffusivities in MOFs.

**Table 6.1** 6MR zeolite structures from the database of zeolite structures.  

<table>
<thead>
<tr>
<th>AFG</th>
<th>AST</th>
<th>DOH</th>
<th>FAR</th>
<th>FRA</th>
<th>GIU</th>
<th>LIO</th>
</tr>
</thead>
<tbody>
<tr>
<td>LOS</td>
<td>MAR</td>
<td>MEP</td>
<td>MSO</td>
<td>MTN</td>
<td>NON</td>
<td>RUT</td>
</tr>
<tr>
<td>SGT</td>
<td>SOD</td>
<td>SVV</td>
<td>TOL</td>
<td>UOZ</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Preliminary results for several ZIF-8 polymorphs are shown in Table 6.2, which lists the window size distributions of 6MR windows (for empty pores) as well as energy barriers, transmission coefficients, and hopping rates of methane through corresponding windows at room temperature by using the flexible force fields of ZIF-8 we used in Chapter 5.  

The reaction pathways of methane and the position of 6MR windows are shown in Figure 6.1. We can see that the window sizes and their deviations alone are not well correlated to the hopping rates of methane (Figure 6.2), so that additional features of the polymorph structures need to be explored to quantify the topology. A feasible direction towards this goal is to make analogies to zeolites, for example, measuring the window’s harmonicity of vibrations or number of distinct window directions.
Table 6.2 Calculated window diameters with standard deviations, energy barriers, transmission coefficients, and hopping rates of methane at 35°C in Zn(mIM)_2 polymorphs DOH, SGT, and LOS.

<table>
<thead>
<tr>
<th>ZIF window</th>
<th>Diameter (Å)</th>
<th>Standard Deviation (Å)</th>
<th>Energy (kJ/mol)</th>
<th>Transmission Coefficient</th>
<th>Hopping rate (s⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DOH window 1</td>
<td>3.28 ± 0.01</td>
<td>0.24</td>
<td>13.61</td>
<td>0.2517</td>
<td>1.26 × 10⁸</td>
</tr>
<tr>
<td>DOH window 2</td>
<td>3.17 ± 0.01</td>
<td>0.23</td>
<td>16.44</td>
<td>0.2936</td>
<td>6.14 × 10⁷</td>
</tr>
<tr>
<td>SGT window 1</td>
<td>3.05 ± 0.01</td>
<td>0.30</td>
<td>16.41</td>
<td>0.4462</td>
<td>1.28 × 10⁸</td>
</tr>
<tr>
<td>SGT window 2</td>
<td>3.41 ± 0.01</td>
<td>0.38</td>
<td>12.15</td>
<td>0.3011</td>
<td>4.07 × 10⁸</td>
</tr>
<tr>
<td>LOS window 1</td>
<td>3.21 ± 0.01</td>
<td>0.25</td>
<td>13.05</td>
<td>0.1541</td>
<td>1.22 × 10⁸</td>
</tr>
<tr>
<td>LOS window 2</td>
<td>3.11 ± 0.01</td>
<td>0.28</td>
<td>10.00</td>
<td>0.7007</td>
<td>1.91 × 10⁹</td>
</tr>
</tbody>
</table>

Figure 6.1 Local structures of ZIF polymorphs listed in Table 6.2, where only Zn atoms are shown for clarity. The red arrows label the reaction pathways of a methane hopping through a 6MR window, which is in the blue dotted rectangular, with the starting and ending points marked by yellow bullets.
The investigation of topology requires development of polymorph structures, while the study of structural flexibility is in another potentially useful direction. In MD simulations, we can artificially tune the flexibility of a ZIF structure by changing its force field parameters such as bonds, angles, and dihedrals. Therefore, a feasible approach to tackle this question using a range of force fields is straightforward, and this method is not limited to ZIFs and may be transferable to other MOF systems.

6.2.2 Propagation of Point Defects During Degradation of MOFs

In my thesis work, I focused on possible point defects induced in pristine MOF structures, which I assumed was the “first step” of degradation process. However, degradation does not stop at this step, for instance, the retained pore volume and percentage
of cleaved Zn-N bonds were found to decrease and increase, respectively, over several days exposure to humid acidic environments.\(^7\) To have a “big picture” of the entire degradation process and more comparable modeling to what has been observed by experiments, it is necessary to figure out the following steps of degradation processes, \(i.e.,\) the propagation of defects. The propagation of defects has been explored in various materials. The surface observations of HKUST-1 by the confocal fluorescence microscopy indicated that defective fractures propagate in the crystal interior either along \{111\} or \{100\} crystalline planes.\(^12\) An important factor that facilitate defect propagation is possibly the coupling of various of defects, for example, in two-dimensional material WS\(_2\) a strong coupling between Mo dopants and S vacancies as well as grain boundaries was found by scanning transmission electron microscopy (STEM). Most of the S vacancies identified by STEM colocalize with Mo dopants.\(^13\) Recently our research group has found that the formation of a second linker vacancy in ZIFs is relatively more energetic favorable when it is adjacent to the initial vacancy, which indicates that defects propagate in the way of clustering in ZIF materials. The results in this thesis work about degradation reactions provide a strong basis from which propagation and growth of defects in ZIFs can be studied in a quantitative way.
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A.1 Additional Information for Section 3.4

Finite cluster models of bulk ZIF-8 were constructed by carving out the appropriate fragment from the periodic system, with dangling imidazolate nitrogen lone pairs terminated with Li ions to mimic dative ligand bonding to the missing Zn(II) cation. The optimal Li-N bond distance was previously calculated to best reproduce the charge density of the periodic ZIF. We utilized a Zn$_2$Im$_7$Li$_6^{3+}$ cluster (see Figure A.1) as the basis for linker-vacancy and dangling linker defect models, introducing the linker defect between the two Zn atoms to minimize edge effects. In the case of metal defects, we utilized a smaller ZnIm$_4$Li$_4^{2+}$ cluster (see Figure A.1), removing the central Zn and protonating the dangling imidazolate linkers as described in the main text (see Figure 3.2 iv/v, Li ions omitted).

Figure A.1 Periodic (left) and cluster (middle and right) models of ZIF-8. Cluster models are utilized only to estimate solvation effects on the gas-phase reaction energies (calculated via plane-wave DFT). The larger cluster (middle) is used for modeling dangling linker and linker vacancy formation reactions, while the smaller cluster (right) one is used to model metal vacancies. The cluster models were constructed by carving out a proper fragment from the periodic system. The dangling nitrogen lone pairs were capped with Li ions to mimic dative ligand bonding.
During all cluster optimizations and energy calculations, only a subset of “active” atoms are allowed to relax. In the case of the larger cluster models (containing two Zn atoms), only the Zn ions, nearest six nitrogen atoms and linker between two Zn ions are allowed to relax. For the smaller models (containing one Zn atom), only the Zn ions and nearest four nitrogen atoms are allowed to relax. All of the other atoms outside of active subsystem are kept fixed to represent the surrounding rigid crystal framework. These constrained optimization were performed using LBFGS\textsuperscript{2} algorithm as implemented in ASE (Atomic Simulation Environment,\textsuperscript{3} invoking GAUSSIAN09\textsuperscript{4} to calculate forces with Def2-SVP\textsuperscript{5,6} basis set). Optimization and subsequent single point calculations employed PBE\textsuperscript{7} and B3LYP,\textsuperscript{8,9} respectively, for consistency with the periodic calculations. Single point energy calculations utilized the Def2-TZVPD\textsuperscript{5,6} basis set for Zn atoms and Def2-TZVP\textsuperscript{5,6} for all other atoms. The cluster models were validated via comparison of calculated defect formation reaction energetics against calculations utilizing the full periodic system (see Table A.1).

A strain/deformation energy correction has been included for the dangling linker formation reaction (i)-(iii). The strain energy is defined as the energy difference between the optimized, defective, ZIF (after removing any adsorbates, e.g. water and/or other proton donating agents) and the optimized, defect-free ZIF. This strain energy is calculated for both the periodic and cluster models, with the strain energy correction defined as the difference between the periodic and cluster strain energies. This correction accounts for the non-local strain on the surrounding crystal lattice induced by the defect, which is necessarily absent in the finite cluster model.
Table A.1 Comparison of calculated formation energies for the possible point defects in ZIF-8. \( \Delta E_{\text{gas}} \), \( \Delta ZPE \) (periodic PBE level), and \( \Delta\Delta E_{\text{solv}} \) correspond to the gas-phase energy difference, zero-point energy correction, and solvation correction, respectively. Here, ‘cr’ refers to solid crystal structure; ‘p’ or ‘c’ denotes periodic or cluster models, respectively.

<table>
<thead>
<tr>
<th>NO.</th>
<th>Linker vacancy</th>
<th>Zn vacancy</th>
<th>Dangling linker</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Zn-OH...HO-Zn</td>
<td>Zn-OH...NO\textsubscript{3}-Zn</td>
<td>V\textsubscript{Zn}(OH)\textsubscript{2}</td>
</tr>
<tr>
<td>( \Delta E_{\text{gas}} )</td>
<td>PBE(p)</td>
<td>2.1</td>
<td>-4.7</td>
</tr>
<tr>
<td></td>
<td>B3LYP(p)</td>
<td>0.0</td>
<td>-9.1</td>
</tr>
<tr>
<td></td>
<td>PBE(c)</td>
<td>1.5</td>
<td>-3.6</td>
</tr>
<tr>
<td></td>
<td>B3LYP(c)</td>
<td>1.2</td>
<td>-7.0</td>
</tr>
<tr>
<td></td>
<td>PBE-D3</td>
<td>13.6(-4.5)</td>
<td>1.6(-8.4)</td>
</tr>
<tr>
<td></td>
<td>B3LYP-D3</td>
<td>17.7(-0.9)</td>
<td>0.8(-9.4)</td>
</tr>
<tr>
<td>( \Delta ZPE )</td>
<td>PBE</td>
<td>0.9</td>
<td>2.2</td>
</tr>
<tr>
<td>( \Delta\Delta E_{\text{solv}} )</td>
<td>PBE</td>
<td>-3.9</td>
<td>-2.8</td>
</tr>
<tr>
<td></td>
<td>B3LYP</td>
<td>-3.8</td>
<td>-1.0</td>
</tr>
</tbody>
</table>
Table A.2 $\Delta E_{\text{gas}}$ of reactions (i) and (vi) in Table A.1 at the B3LYP level with geometries relaxed at the PBE (PBE/B3LYP) or B3LYP (B3LYP/B3LYP) levels. The differences due to the relaxation at the B3LYP level are < 1 kcal/mol.

<table>
<thead>
<tr>
<th>Opt/SP</th>
<th>$\Delta E$ (i)</th>
<th>$\Delta E$ (vi)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PBE/B3LYP</td>
<td>0.0</td>
<td>15.4</td>
</tr>
<tr>
<td>B3LYP/B3LYP</td>
<td>0.0</td>
<td>15.2</td>
</tr>
</tbody>
</table>

Table A.3 Lattice constants of ZIF-8, estimated by PBE and PBE-D3, as compared with the experimentally measured lattice constant.

<table>
<thead>
<tr>
<th>Method</th>
<th>a(ZIF-8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PBE</td>
<td>17.179</td>
</tr>
<tr>
<td>PBE-D3</td>
<td>16.996</td>
</tr>
<tr>
<td>Experiment</td>
<td>16.991</td>
</tr>
</tbody>
</table>
Figure A.2 Schematic diagram of various reactions of point-defect formation reactions: (i)-(iii) linker vacancy, (iv)-(v) zinc vacancy, (vi)-(viii) dangling linker. Here, the square box represents the unit cell, ‘g’ denotes product structure of Zn(OH)$_2$ or Zn(NO$_3$)$_2$ in gas phase; ‘cr’ means product structure of Zn(OH)$_2$ or Zn(NO$_3$)$_2$·2H$_2$O in crystal solid state.
Figure A.3 Illustration of interacting product complexes for linker vacancy formation reactions. Periodic unit cell structures in panels (A) – (C) correspond to the defects (i) – (iii) in Table 3.1, respectively. The removed imidazole molecule (highlighted in yellow) remains adsorbed within the ZIF pore. The corresponding local structure are shown in panels (a) – (c).

Solvation effects have been incorporated using a combination of experimental solvation enthalpies (where available) and computational Polarizable Continuum Model (PCM) estimates. As shown in Figure A.4, aqueous solvation energies are estimated using standard experimental data for simple molecules (H\textsubscript{2}O, HNO\textsubscript{3}, HCOOH, Zn(NO\textsubscript{3})\textsubscript{2}, Zn(OH)\textsubscript{2}), while the PCM approach has been used to calculate aqueous solvation energies of perfect and defective ZIF-8 (using the cluster models described above) and neutral imidazole. Note that while the absolute solvation energies of the cluster models are
physically irrelevant (since they are finite clusters), the relevant solvation corrections only appear as differences of the defective and defect-free cluster models. We utilize the SMD solvation model of Truhlar and coworkers,\textsuperscript{11} and cluster structures are further optimized in presence of the continuum solvent to account for deformation effects due to solvent.

\textbf{Figure A.4} Computational scheme for evaluating solvation effects on the gas-phase defect formation reactions. Aqueous solvation energies of perfect ($\Delta E_1$) and defective ($\Delta E_3$) ZIF-8 were estimated using a polarizable continuum (PCM) approach in conjunction with finite cluster models, $\Delta E_2$ is evaluated using experimental solvation enthalpies, corrected to energies (where appropriate) assuming ideal gas behavior. $\Delta E_{\text{gas}}, \Delta \Delta E_{\text{solv}}, \Delta E_{\text{soln}}$ refer to the gas phase reaction energy, solvation correction and solution-phase reaction energy, respectively.
Table A.4 Solvation energies of the various relevant species. For solvation energy calculations (i-viii), solvation energies of perfect and defective ZIF-8 are estimated using cluster models and a PCM approach at either a B3LYP or PBE level of theory, with PBE results given in parentheses. Cluster model structures for (i-viii) are shown in Figure A.1 (Li atoms are omitted). Other species (a-e) are estimated using experimental data ($\Delta H_{\text{solv}}^{\text{exp}}(298.15\text{K})$), where $\Delta E$ is estimated assuming ideal gas behavior ($\Delta H - \Delta n^*RT$). 'cr': crystal state, 'ai': aqueous ionic state, 'aq': aqueous phase, 'g': gas phase.

<table>
<thead>
<tr>
<th>Reactions</th>
<th>$\Delta E_{\text{solv}}^{\text{pcm}}$</th>
<th>$\Delta H_{\text{solv}}^{\text{pcm}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(i) Zn-OH$_2$…HO-Zn(cr) $\rightarrow$ Zn-OH$_2$…HO-Zn(aq)</td>
<td>-274.4(-273.3)</td>
<td>--</td>
</tr>
<tr>
<td>(ii) Zn-OH$_2$…NO$_3$-Zn(cr) $\rightarrow$ Zn-OH$_2$…NO$_3$-Zn(aq)</td>
<td>-279.1(-275.9)</td>
<td>--</td>
</tr>
<tr>
<td>(iii) Zn-OH$_2$…COOH-Zn(cr) $\rightarrow$ Zn-OH$_2$…COOH-Zn(aq)</td>
<td>-273.7(-273.2)</td>
<td>--</td>
</tr>
<tr>
<td>(iv)/(v) V$_{Zn(mIm)<em>4Li_4}$(cr) $\rightarrow$ V$</em>{Zn(mIm)_4Li_4}$(aq)</td>
<td>-145.3(-144.8)</td>
<td>--</td>
</tr>
<tr>
<td>(vi) Zn-OH…HmIm-Zn(cr) $\rightarrow$ Zn-OH…HmIm-Zn(aq)</td>
<td>-262.3(-261.1)</td>
<td>--</td>
</tr>
<tr>
<td>(vii) Zn-NO$_3$…HmIm-Zn(cr) $\rightarrow$ Zn-NO$_3$…HmIm-Zn(aq)</td>
<td>-273.4(-269.9)</td>
<td>--</td>
</tr>
<tr>
<td>(viii) Zn-COOH…HmIm-Zn(cr) $\rightarrow$ Zn-COOH…HmIm-Zn(aq)</td>
<td>-272.5(-269.9)</td>
<td>--</td>
</tr>
<tr>
<td>(v) Zn(mIm)$_4$Li$_4$(cr) $\rightarrow$ Zn(mIm)$_4$Li$_4$(aq)</td>
<td>-147.5(-144.9)</td>
<td>--</td>
</tr>
<tr>
<td>(vi) Zn$_2$(mIm)$_7$Li$_4$(cr) $\rightarrow$ Zn$_2$(mIm)$_7$Li$_4$(aq)</td>
<td>-261.3(-260)</td>
<td>--</td>
</tr>
<tr>
<td>HmIm(g) $\rightarrow$ HmIm(aq)</td>
<td>-10.5(-10.4)</td>
<td>--</td>
</tr>
<tr>
<td>(a) HNO$_3$ (g) $\rightarrow$ HNO$_3$ (ai)</td>
<td>-16.7</td>
<td>-17.3</td>
</tr>
<tr>
<td>(b) H$_2$O (g) $\rightarrow$ H$_2$O (l)</td>
<td>-9.9</td>
<td>-10.5</td>
</tr>
<tr>
<td>Exp$^{12}$ (c) HCOOH (g) $\rightarrow$ HCOOH (ai)</td>
<td>-10.6</td>
<td>-11.2</td>
</tr>
<tr>
<td>(d) Zn(OH)$_2$ (cr) $\rightarrow$ Zn(OH)$_2$ (ai)</td>
<td>7.0</td>
<td>7.0</td>
</tr>
<tr>
<td>(e) Zn(NO$_3$)$_2$ (cr) $\rightarrow$ Zn(NO$_3$)$_2$ (ai)</td>
<td>-20.3</td>
<td>-20.3</td>
</tr>
</tbody>
</table>
Table A.5 Computational estimates for entropic effects for gas-phase linker vacancy formation, reaction (i). Translational, rotational, and vibrational entropy for all gas-phase species (H₂O, HNO₃, formate, imidazole) were calculated at the PBE level, using “standard” conditions of 298 K and 1 atm. The “upper bound” estimate assumes that the reacting water and proton-donating agent lose all (translational, rotational, and vibrational) entropy upon reaction, while the “best guess” estimate assumes the water and proton-donating agent retain their rotational entropy after reaction. In solution, the entropic effects will be dramatically reduced due to decreased translational/rotational entropy of the gas-phase species.

<table>
<thead>
<tr>
<th></th>
<th>-TΔS (Upper bound)</th>
<th>-TΔS (Best guess)</th>
</tr>
</thead>
<tbody>
<tr>
<td>X=OH⁻</td>
<td>4.7</td>
<td>-1.4</td>
</tr>
<tr>
<td>X=NO₃⁻</td>
<td>10.2</td>
<td>-3.1</td>
</tr>
<tr>
<td>X=Formate</td>
<td>8.9</td>
<td>-2.7</td>
</tr>
</tbody>
</table>
A.2 Additional Information for Section 3.5

Figure A.5 Side view of proposed (i-iv) {100} surfaces and (v-x) {110} surfaces of ZIF-8. The atoms on the top of each slab are fully relaxed to represent the surface, while the atoms at the bottom are fixed at the bulk ZIF-8 positions. Hydrogen atoms are not shown.

Table A.6 Surface energies of proposed ZIF-8 surfaces in Figure A.5.

<table>
<thead>
<tr>
<th>Surface</th>
<th>Termination</th>
<th>Surface Energy (J/m²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>{100}</td>
<td>i</td>
<td>0.72</td>
</tr>
<tr>
<td></td>
<td>ii</td>
<td>0.67</td>
</tr>
<tr>
<td></td>
<td>iii</td>
<td>0.64</td>
</tr>
<tr>
<td></td>
<td>iv</td>
<td>0.72</td>
</tr>
<tr>
<td></td>
<td>v</td>
<td>0.43</td>
</tr>
<tr>
<td></td>
<td>vi</td>
<td>0.93</td>
</tr>
<tr>
<td>{110}</td>
<td>vii</td>
<td>0.90</td>
</tr>
<tr>
<td></td>
<td>viii</td>
<td>0.87</td>
</tr>
<tr>
<td></td>
<td>ix</td>
<td>0.90</td>
</tr>
<tr>
<td></td>
<td>x</td>
<td>0.47</td>
</tr>
</tbody>
</table>
Figure A.6 Top-down view of the \{100\} and \{110\} surfaces showing the differences in atomic packing. The \{100\} surface is more close-packed with the six-member rings at an angle with respect to the surface, whereas the \{110\} surface contains six-member rings in the plane of the surface. Zn atoms at the external surface would be undercoordinated and so have been terminated with water molecules.

Figure A.7 Side view of the \{100\} and \{110\} surfaces (multiple unit cells). Zn atoms at the external surface would be undercoordinated and so have been terminated with water molecules.
Figure A.8 SEM images of (a-c) ZIF-8 rhombic dodecahedra and (d-f) cubes show increased degradation on the rhombic dodecahedra {110} facets compared to the {100} facets of the cubes. (a, d) as synthesized particles, and particles exposed to 1.8 mmol/L SO$_2$ at 25 °C for (b, e) 1 day and (c, f) 7 days. Scale bars: (a-c) 1 µm, (d-f) 500 nm.
Figure A.9 High-resolution x-ray photoelectron spectra for the N 1s and O 1s binding energy regions for the as-prepared and SO$_2$-degraded rhombic dodecahedra (RD) and cubes. Zn(OH)$_2$ and ZnO are included as reference spectra, with peak positions indicated by the dashed lines on the O 1s spectra. Spectra have been vertically shifted for clarity.
Figure A.10 FTIR spectra for the as-prepared and SO$_2$-degraded rhombic dodecahedra (RD) and cubes show an increase in the intensity for bands associated with O-H stretching near 3400-3500 cm$^{-1}$ (top) and S-O stretching near 900 cm$^{-1}$ (bottom).
A.3 Additional Information for Section 3.6

**Figure A.11** SEM images of MIL-125 after aqueous SO$_2$ exposure for (a) 1.67 ppm-h, (b) 10 ppm-h, (c) 20 ppm-h, and after humid SO$_2$ exposure for (d) 1.25 ppm-h, (e) 15 ppm-h, (f) 2365 ppm-h.

**Figure A.12** SEM images of MIL-125-NH$_2$ after aqueous SO$_2$ exposure for (a) 20 ppm-h, (b) 240 ppm-h, (c) 1440 ppm-h, and after humid SO$_2$ exposure for (d) 1.25 ppm-h, (e) 15 ppm-h, (f) 2365 ppm-h.
<table>
<thead>
<tr>
<th>Wavenumber (cm$^{-1}$)</th>
<th>Vibrational mode</th>
<th>cluster</th>
</tr>
</thead>
<tbody>
<tr>
<td>446</td>
<td>Ti-OH stretching</td>
<td>Ti$_8$O$_8$(OH)$<em>4$(COOH)$</em>{12}$</td>
</tr>
<tr>
<td>656</td>
<td>Ti-O stretching</td>
<td>Ti$_8$O$_8$(OH)$<em>4$(COOH)$</em>{12}$</td>
</tr>
<tr>
<td>715</td>
<td>S-OH stretching</td>
<td>Ti$_8$O$_8$(OH)$<em>4$(COOH)$</em>{11}$(HSO$_3$)</td>
</tr>
<tr>
<td>723</td>
<td>Asy. O-S-OH stretching, Ti-O stretching</td>
<td>Ti$_8$O$_8$(OH)$<em>4$(COOH)$</em>{11}$(H$_2$O)(HSO$_3$)</td>
</tr>
<tr>
<td>742</td>
<td>S-OH stretching, Ti-O stretching</td>
<td>Ti$_8$O$_8$(OH)$<em>4$(COOH)$</em>{11}$(HSO$_3$)</td>
</tr>
<tr>
<td>750</td>
<td>Sym. O-S-OH stretching, Ti-O stretching</td>
<td>Ti$_8$O$_8$(OH)$<em>4$(COOH)$</em>{11}$(H$_2$O)(HSO$_3$)</td>
</tr>
<tr>
<td>824</td>
<td>S-O(-Ti) stretching</td>
<td>Ti$_8$O$_8$(OH)$<em>4$(COOH)$</em>{11}$(H$_2$O)(HSO$_3$)</td>
</tr>
<tr>
<td>894</td>
<td>Asy. S-O stretching (weak)</td>
<td>Ti$_8$O$_8$(OH)$<em>4$(COOH)$</em>{11}$(HSO$_3$)</td>
</tr>
<tr>
<td>956</td>
<td>Asy. S-O stretching (strong)</td>
<td>Ti$_8$O$_8$(OH)$<em>4$(COOH)$</em>{11}$(HSO$_3$)</td>
</tr>
<tr>
<td>975</td>
<td>Sym. S-O stretching</td>
<td>Ti$_8$O$_8$(OH)$<em>4$(COOH)$</em>{11}$(HSO$_3$)</td>
</tr>
<tr>
<td>1010</td>
<td>Asy. S-O stretching (very weak)</td>
<td>Ti$_8$O$_8$(OH)$<em>4$(COOH)$</em>{11}$(HSO$_3$)</td>
</tr>
<tr>
<td>1054</td>
<td>S=O stretching</td>
<td>Ti$_8$O$_8$(OH)$<em>4$(COOH)$</em>{11}$(H$_2$O)(HSO$_3$)</td>
</tr>
<tr>
<td>1102</td>
<td>S-O-H bending</td>
<td>Ti$_8$O$_8$(OH)$<em>4$(COOH)$</em>{11}$(HSO$_3$)</td>
</tr>
<tr>
<td>1139</td>
<td>S-O-H bending</td>
<td>Ti$_8$O$_8$(OH)$<em>4$(COOH)$</em>{11}$(H$_2$O)(HSO$_3$)</td>
</tr>
<tr>
<td>1369</td>
<td>Sym. C-O stretching</td>
<td>Ti$_8$O$_8$(OH)$<em>4$(COOH)$</em>{12}$</td>
</tr>
<tr>
<td>1565</td>
<td>Water (adsorbed by Ti) bending</td>
<td>Ti$_8$O$_8$(OH)$<em>4$(COOH)$</em>{11}$(H$_2$O)(HSO$_3$)</td>
</tr>
<tr>
<td>1580</td>
<td>Asy. C-O stretching</td>
<td>Ti$_8$O$_8$(OH)$<em>4$(COOH)$</em>{12}$</td>
</tr>
<tr>
<td>2839</td>
<td>O-H (of water) stretching</td>
<td>Ti$_8$O$_8$(OH)$<em>4$(COOH)$</em>{11}$(H$_2$O)(HSO$_3$)</td>
</tr>
<tr>
<td>3472</td>
<td>O-H (of HSO$_3$) stretching</td>
<td>Ti$_8$O$_8$(OH)$<em>4$(COOH)$</em>{11}$(H$_2$O)(HSO$_3$)</td>
</tr>
</tbody>
</table>
A.4 References


APPENDIX B: SUPPORTING INFORMATION FOR CHAPTER 4

B.1 Additional Computational Details

In order to correctly account for van der Waals interactions, DFT-D3 scheme (see Ref. 50 and 51 of Chapter 4) was applied. In particular for reactions occurring at the ZIFs (001) surfaces the Becke and Johnson (BJ-damping) was used (noted here as PBE-D3(BJ)). This dispersion correction was employed as implemented in VASP while for reactions in the bulk we used PBE-D3(BJ, ABC), which contains three body term (Ref. 51 of Chapter 4). To assure this change does not influence our conclusions on reactivity of outer surfaces and the bulk, calculations for dangling linker formation reaction ($\Delta E_{\text{rxn,DL}}$, defined in the Eq. 4.1) at “clean” ZIF-8(001) surface were performed. The calculated $\Delta E_{\text{rxn,DL}}$ is -8.10 kcal/mol at the PBE-D3(BJ) level of theory and -8.15 kcal/mol at PBE-D3(BJ, ABC) level of theory, respectively.

The defect formation reactions transition states were found by utilizing the climbing-image nudged elastic band (cNEB) method (Ref. 53, 54 of Chapter 4). Before employing cNEB, NEB calculations were performed for all considered ZIF model systems (except of those for which energy barriers are not provided) to explore the minimum energy reaction pathway for dangling linker (step 1) and ligand vacancy formation (step 2). This was done by creating eight (approximately evenly distributed) images between (interacting) reactants and product(s) of a given step. The convergence criteria are the same as for reaction energy calculations (forces $\leq 0.05$ eV/Å) with the same energy cutoff and the Brillouin zone is also sampled at the $\Gamma$ point.
The PBE functional is known for underestimating barrier heights.\textsuperscript{1-2} However, using more sophisticated DFT methods (e.g. M06 hybrid meta functional with a good accuracy “across-the board”\textsuperscript{3}) with the plane wave basis employed for large systems under periodic boundary conditions is prohibitively expensive.\textsuperscript{4} On the other hand, the relative activation energies obtained with standard DFT functionals such as PBE are reliable.\textsuperscript{5}

It is important to note that the generality of the defect formation in crystalline ZIFs also depends on other factors such as temperature, pressure, heating rate and size of the particle.\textsuperscript{6} Reaction energies and their associated barriers calculated here do not include vibrational free energy $F_{\text{vib}} = \text{ZPE} - \text{TS}_{\text{vib}}$, where ZPE is zero-point energy, $T$ is temperature and $S_{\text{vib}}$ is vibrational entropy, as well as configurational entropy $\text{TS}_{\text{conf}}$, which would be included in the free energy barriers $DG(T) = \Delta E^\ddagger + \Delta F^\ddagger_{\text{vib}} - T\Delta S^\ddagger_{\text{conf}} + pV$. The calculations are performed in vacuum ($p = 0$ atm). Nevertheless observed here trends obtained from the electronic structure calculations are expected to be similar to those for the free energy calculations, because the Zn-N bond breaking process is dominated by energetic term.\textsuperscript{7}

### B.2 Surface Slab Models

ZIF surface slabs were generated and optimized with the same method described in Chapter 3. ZIF (001) surface slabs were generated by cleaving Zn-N bonds crossing the same planes in [001] direction. The thickness of slabs are $c_0$ (17.0 Å) and $c_0/2$ (12.2 Å) for ZIF-8 and ZIF-2, respectively. ZIF-8 (001) surface used a tetragonal cell with a base
defined by $a_0[100]$ (17.0 Å) and $b_0[010]$ (17.0 Å) with inter-layer spacing (distance in crystal direction between two adjacent Zn atoms) of $c_0/4$ (4.25 Å). The ZIF-2 (001) surface used a tetragonal cell with a base defined by $2a_0[100]$ (19.3 Å) and $b_0[010]$ (24.1 Å) with inter-layer spacing of $\sim c_0/6$ (4.1 Å). Both ZIF-8 and ZIF-2 surface slab unit cells contain the same number of atoms as their bulk unit cells. Slabs were separated by a vacuum region of 20 Å in [001] direction from their periodic images to minimize their interactions. Dipole moment corrections were applied to all the slab calculations to eliminate the dipole interaction between periodic images. Due to their large unit cell size, we adopted asymmetric slab models for both ZIFs, with the atoms in the bottom two layers fixed at their equilibrium positions in bulk during geometry optimization.

All possible terminations of (001) surfaces were examined with their surface energy calculated for both ZIFs using equation 3.2, and the one with the lowest surface energy was used for the following study of surface reactions. Because the surfaces were generated by cleaving Zn-N bonds, both ZIF-2 and ZIF-8 have 3-coordinated Zn atoms on the external layer. Considering humid conditions, where H$_2$O has relatively high concentration, we coordinated the unsaturated Zn atoms with H$_2$O molecules by forming Zn-O bonds. By comparing the dangling linker formation reactions on hydrated surface and “clean” surface (3-coordinated Zn atoms at external layer) with the same reacting acid-gas molecule, we found that terminating water molecules played a role facilitating the reactions (decreasing the reaction energy $\Delta E_{\text{rxn,DL}}$ by 1~7 kcal/mol), but the relative stability of the surface to acid gases were not affected (Table B.4).
B.3 ZIF polymorphs

Table B.1 Aperture and cavity sizes of Zn(mIM)$_2$ polymorphs calculated by Zeo++$^8$-$^{10}$

<table>
<thead>
<tr>
<th>Topology</th>
<th>Aperture size (Å)</th>
<th>Cavity size (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>dia</td>
<td>1.3</td>
<td>2.2</td>
</tr>
<tr>
<td>crb</td>
<td>4.0</td>
<td>5.9</td>
</tr>
<tr>
<td>sod</td>
<td>3.3</td>
<td>11.5</td>
</tr>
<tr>
<td>unc</td>
<td>4.8</td>
<td>5.1</td>
</tr>
<tr>
<td>cfc</td>
<td>3.3</td>
<td>5.2</td>
</tr>
<tr>
<td>gis</td>
<td>5.2</td>
<td>9.1</td>
</tr>
<tr>
<td>sra</td>
<td>6.4</td>
<td>7.0</td>
</tr>
<tr>
<td>pcl</td>
<td>5.5</td>
<td>7.8</td>
</tr>
</tbody>
</table>
Figure B.1 (a) DFT calculated energies of a formula unit Zn(IM)$_2$/Zn(mIM)$_2$ related to that of dia topology, which is set to 0 for each set of polymorphs. ZIF-2 is labeled separately because it has cages of different shape from that of crb Zn(IM)$_2$. (b,c,d) Calculated reaction energy ($\Delta E_{\text{rxn}}$) for the formation of a linker vacancy in Zn(mIM)$_2$ polymorphs vs. (b) the formula unit energy, (c) aperture size, and (d) cavity size. The topology for each data point is labeled.
B.4 Detailed energy profile for ZIF-8 LV formation with H_2O/H_2SO_x

Figure 4.5 shows comparison between energy profiles associated with LV formation reactions in ZIF-8 with H_2SO_3/H_2O and H_2SO_4/H_2SO_3/H_2O. To highlight the main steps affected by H_2SO_4 catalysis processes associated with the recovery of this acid, Figures B.2 and B.3 illustrate the catalytic and non-catalytic reactions. In these figures P_I corresponds to ZIF_{DL}(HSO_x-HL), P_{II} corresponds to ZIF_{LV}(HSO_x-H_2O), where x=3,4 depending which acid is involved in given defect formation and P_{III} correspond to ZIF_{LV}(HSO_3•H_2SO_4--H_2O).

H_2SO_4 does not need to be desorbed out of the system (in this case defective ZIF-8 framework), as this process is very endothermic (as it requires ~29 kcal/mol). This acid can remain physisorbed in the pores of the framework and catalyze further breaking of Zn-N bond(s). Thus, as indicated by a gray arrow in Figure B.2, one can consider thermodynamic cycle as starting from the interacting species (i.e., adsorbed H_2SO_4 in ZIF-8).
Figure B.2 The energy profile associated with a linker vacancy formation reaction in bulk ZIF-8 with H₂SO₃ catalyzed by H₂SO₄ in presence of water. Reference zero energy corresponds to the state of isolated ZIF-8 unit cell, H₂SO₃, H₂SO₄, and water molecules. Step I involves adsorption of a H₂SO₄ molecule from vacuum (|ΔE_{ads}| indicated in dark blue) into the pore, followed by formation of a dangling linker. Step II involves adsorption of a H₂O molecule, followed by formation of a linker vacancy. Step III is the adsorption of a H₂SO₃ molecule followed by the replacement of a H₂SO₄ molecule. This step can be treated as the last one in a thermodynamic cycle, where initial state and final state involves adsorbed H₂SO₄ in pristine and defective ZIF-8, respectively. This adsorbed H₂SO₄ may then participate in the same reactions for the next cycle, as indicated by the grey arrow. The H₂SO₄ desorption process (indicated by the orange arrow) and associated energy is necessary to show the full thermodynamic cycle as well as its catalytic character, as shown in Figure 4.5b, where step III and desorption are omitted and noted by purple asterisk. The energy barriers for step I, II, III are provided in red (noted as ΔE₁^a, ΔE₂^a, and ΔE₃^a, respectively), while the reaction energies are given in black. The values next to dotted lines provide transition state (TS₁, TS₂ and TS₃) energy levels for steps I, II, and III relative to reference energy, which is the energy level of interacting species for a given step. The structures P₁, P₁I, and P₁II shown at the top illustrate the products associated with steps I, II, and III, respectively. For clarity only the “active site” of the reaction is shown. H, C, N, O, S and Zn atoms are colored in white, black, blue, red, yellow and cyan, respectively.
**Figure B.3** The energy profile associated with a linker vacancy formation reaction in bulk ZIF-8 with H$_2$SO$_3$ in presence of water. Reference zero energy corresponds to the state of isolated ZIF-8 unit cell, H$_2$SO$_3$, and water molecules. Step I involves adsorption of a H$_2$SO$_3$ molecule (|Δ$E_{ads}$| indicated in dark blue) into the pore, followed by formation of a dangling linker. Step II involves adsorption of a H$_2$O molecule, followed by formation of a linker vacancy. The energy barriers for steps I and II are provided in red (denoted as Δ$E_1^a$ and Δ$E_2^a$, respectively), while the reaction energies are given in black. The values next to dotted lines provide transition state (TS$_1$ and TS$_2$) energy levels for steps I and II relative to reference zero energy. The structures P$_I$ and P$_II$ shown at the bottom illustrate the products associated with steps I and II. For clarity only the “active site” of the reaction is shown. The color scheme for atoms is the same as in Figure B.2.
Figure B.4 Panel A) illustrates optimized structures of ZIF-8 bulk with physisorbed H$_2$SO$_3$ and H$_2$O in the pore of pristine and defective framework, respectively. Panel B) shows the same but for the H$_2$SO$_4$, water and H$_2$SO$_3$. In the case of the later ZIF-adsorbate system the sulfurous acid is physisorbed to framework with LV as point defect. For clarity the images were zoomed on the adsorption site. H, C, N, O, S and Zn atoms are colored in white, black, blue, red, yellow and cyan, respectively. ZIF(H$_2$SO$_3$) and ZIF(H$_2$SO$_4$--HL•H$_2$O) correspond to interacting reactants in DL and LV formation reaction, respectively, while ZIF(HSO$_4$--H$_2$O•H$_2$SO$_3$) in acid exchange.
B.5 Adsorption of water and acid gases to OMS in defective bulk ZIFs

Structural representations for unit cells of defective ZIF models (bulk and clean surfaces) with open metal sites (OMS) are illustrated in Figure B.5. The optimized geometrical configurations of adsorbed acid gases to the defective bulk ZIF-2 and ZIF-8 are shown in Figures B.6 and B.7, respectively. In addition, we studied the adsorption of these acid gases to defective SALEM-2 (which has the same topology of ZIF-8 but the organic ligands of ZIF-2). This was done to investigate steric effects on the strength of adsorption in a similar fashion as it was done for reactivity of ZIFs. Optimized SALEM-2-adsorbate structures are presented in Figure B.8.

In bulk ZIF-2 and ZIF-8 with a pair of OMS, molecules such as H$_2$O or H$_2$S may only bind to one of the OMS via either O or S, respectively. Acid gases with potential for multidentate binding (e.g., HNO$_3$, SO$_2$, and NO) can bridge between the two unsaturated Zn ions by forming Zn-O(N) bonds. Interestingly, when H$_2$SO$_4$ and HNO$_3$ formed this “bridging” motif (Figures B.6—B.8), their geometries resemble closely that before adsorption. We refer to this as molecular configuration and noted it by “m” at front of the chemical formula (e.g. mH$_2$SO$_4$) to distinguish it from a dissociative configuration, which H$_2$SO$_4$, HNO$_3$, H$_2$S, and H$_2$SO$_3$ could form, noted by “d”.

In fact, the only stable structure for H$_2$SO$_3$ in both ZIFs was dH$_2$SO$_3$. In this case its OH group bonded to one of the OMS and its remaining fragment to the other OMS via O. H$_2$SO$_4$ and HNO$_3$ behave very similarly in case of dissociative adsorption. Table B.2 lists the adsorption energies ($\Delta E_{ads}$) of all the studied acid-gas molecules on OMS in bulk ZIF-2 and ZIF-8. We can see that for the molecules that can dissociate upon adsorption, $|\Delta E_{ads}|$ for dissociative configuration is more thermodynamically favorable. This is
because a more stable defective ZIF-adsorbate species is formed due to stronger bonding between Zn and O of the aforementioned fragments.

The general trend is that defective bulk ZIF-2 binds stronger than ZIF-8. The only exception from this is mHNO3. The possible explanation for this outlier is that ZIF-8 forms additional (stabilizing) hydrogen bonds (HB) while ZIF-2 does not. Indeed we also find these in defective SALEM-2, albeit this ZIF forms one less HB than ZIF-8. Adsorption energy values for SALEM-2 are usually found between those for ZIF-2 and ZIF-8. This general observation suggests that the topology and the linker size have an effect on adsorption. However, these effects are of a smaller magnitude than those noted for reaction energies. We attribute this to the presence of OMS, which eliminates to some extent steric effect. This conclusion is somewhat supported by the results obtained for adsorption to clean surfaces of ZIF-2 and ZIF-8 (Table B.3). Note that in this case other processes such as surface relaxation play a role as well.
Figure B.5 Bulk (a and b) and surface slab (c and d) models of ZIF-8 (a and c) and ZIF-2 (b and d) with OMS. Solid lines indicate the simulation volume in each case. H/C/N/Zn atoms are shown in white/black/blue/grey, respectively.
Figure B.6 Optimized structures of defective bulk ZIF-2 with chemisorbed H₂O (1st row), H₂S (2nd row) dissociative on the left hand site (l.h.s.) and molecular on right hand site (r.h.s), dH₂SO₃ on the l.h.s, dH₂SO₄ in the middle and mH₂SO₄ on the r.h.s (3rd row), dHNO₃ on the most l.h.s, mHNO₃ and NO in the middle and NO₂ on the most r.h.s (4th row), SO₂ on the l.h.s and SO₃ on the r.h.s (5th row). H/C/N/O/S/Zn atoms are shown in white/black/blue/red/yellow/grey, respectively.
**Figure B.7** Optimized structures of defective bulk ZIF-8 with chemisorbed H$_2$O (1st row), H$_2$S (2nd row) dissociative on the left hand site (l.h.s.) and molecular on right hand site (r.h.s), dH$_2$SO$_3$ on the l.h.s, dH$_2$SO$_4$ in the middle and mH$_2$SO$_4$ on the r.h.s (3rd row), dHNO$_3$ on the most l.h.s, mHNO$_3$ and NO in the middle and NO$_2$ on the most r.h.s (4th row), SO$_2$ on the l.h.s and SO$_3$ on the r.h.s (5th row). Color scheme is the same as in Figure B.6.
**Figure B.8** Optimized structures of defective bulk SALEM-2 with chemisorbed H₂O (1st row), H₂S (2nd row) dissociative on the left hand site (l.h.s.) and molecular on right hand site (r.h.s), dH₂SO₃ on the l.h.s, dH₂SO₄ in the middle and mH₂SO₄ on the r.h.s (3rd row), dHNO₃ on the most l.h.s, mHNO₃ and NO in the middle and NO₂ on the most r.h.s (4th row), SO₂ on the l.h.s and SO₃ on the r.h.s (5th row). Color scheme is the same as in Figure B.6.
Table B.2 Adsorption energies (in kcal/mol) of molecules at OMS in bulk ZIFs (configurations in Figures B.6—B.8). Letters “m” denotes molecule and “d” denotes dissociative molecule.

<table>
<thead>
<tr>
<th>Adsorbate</th>
<th>ZIF-2</th>
<th>ZIF-8</th>
<th>SALEM-2</th>
</tr>
</thead>
<tbody>
<tr>
<td>H₂O</td>
<td>-27.0</td>
<td>-25.0</td>
<td>-26.0</td>
</tr>
<tr>
<td>mH₂S</td>
<td>-18.7</td>
<td>-17.2</td>
<td>-18.5</td>
</tr>
<tr>
<td>dH₂S</td>
<td>-34.1</td>
<td>-33.5</td>
<td>-33.0</td>
</tr>
<tr>
<td>SO₂</td>
<td>-73.6</td>
<td>-71.7</td>
<td>-73.0</td>
</tr>
<tr>
<td>SO₃</td>
<td>-87.7</td>
<td>-83.7</td>
<td>-85.8</td>
</tr>
<tr>
<td>NO</td>
<td>-53.6</td>
<td>-52.5</td>
<td>-53.6</td>
</tr>
<tr>
<td>NO₂</td>
<td>-100.1</td>
<td>-99.3</td>
<td>-100.3</td>
</tr>
<tr>
<td>dH₂SO₃</td>
<td>-55.2</td>
<td>-53.7</td>
<td>-54.8</td>
</tr>
<tr>
<td>mH₂SO₄</td>
<td>-53.1</td>
<td>-45.8</td>
<td>-51.6</td>
</tr>
<tr>
<td>dH₂SO₄</td>
<td>-61.7</td>
<td>-52.9</td>
<td>-57.6</td>
</tr>
<tr>
<td>mHNO₃</td>
<td>-57.1</td>
<td>-60.2</td>
<td>-59.1</td>
</tr>
<tr>
<td>dHNO₃</td>
<td>-71.0</td>
<td>-66.9</td>
<td>-68.8</td>
</tr>
</tbody>
</table>

Table B.3 Adsorption energies (in kcal/mol) of molecules at OMS of ZIF (001) surfaces

<table>
<thead>
<tr>
<th>Adsorbate</th>
<th>ZIF-2</th>
<th>ZIF-8</th>
</tr>
</thead>
<tbody>
<tr>
<td>H₂O</td>
<td>-14.5</td>
<td>-15.0</td>
</tr>
<tr>
<td>H₂S</td>
<td>-12.9</td>
<td>-13.5</td>
</tr>
<tr>
<td>H₂SO₃</td>
<td>-20.6</td>
<td>-15.5</td>
</tr>
<tr>
<td>H₂SO₄</td>
<td>-20.5</td>
<td>-29.1</td>
</tr>
<tr>
<td>SO₂</td>
<td>-44.6</td>
<td>-54.4</td>
</tr>
<tr>
<td>SO₃</td>
<td>-80.1</td>
<td>-85.2</td>
</tr>
</tbody>
</table>
**Figure B.9** Optimized structures of clean ZIF-8 surface with chemisorbed H$_2$O, SO$_2$, H$_2$SO$_3$, H$_2$S, SO$_3$, and H$_2$SO$_4$ at the OMS in top layer from left to right and from the 1$^{st}$ to 2$^{nd}$ row, respectively. Color scheme is the same as in Figure B.6.

**Figure B.10** Optimized structures of clean ZIF-2 surface with chemisorbed H$_2$O, SO$_2$, H$_2$SO$_3$, H$_2$S, SO$_3$, and H$_2$SO$_4$ at the OMS in top layer from left to right and from the 1$^{st}$ to 2$^{nd}$ row, respectively. Color scheme is the same as in Figure B.6.
B.6 Structures of ZIF surfaces reacting with $\text{H}_2\text{SO}_x$

Figure B.11 Optimized structures of dangling linkers formed on (001) ZIF-8 (top) and ZIF-2 (bottom) hydrated surfaces induced by $\text{H}_2\text{SO}_3$ (left) and $\text{H}_2\text{SO}_4$ (right). The interacting oxygen atom of the $\text{H}_2\text{SO}_x$ molecule and hydrogen atom(s) of terminating water molecule(s) are connected by the green dashed segments with their distances labeled. Color scheme is the same as in Figure B.6.
Table B.4 Reaction energy ($\Delta E_{\text{rxn,DL}}$ in Eq. 4.1) in kcal/mol for the formation of a dangling linker induced by $\text{H}_2\text{O}$, $\text{H}_2\text{S}$, $\text{H}_2\text{SO}_3$, $\text{H}_2\text{SO}_4$, $\text{SO}_2$, and $\text{SO}_3$ on clean ZIF (001) surfaces.

<table>
<thead>
<tr>
<th>Reactant</th>
<th>ZIF-2</th>
<th>ZIF-8</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{H}_2\text{O}$</td>
<td>-4.5</td>
<td>-4.2</td>
</tr>
<tr>
<td>$\text{H}_2\text{S}$</td>
<td>-17.7</td>
<td>-17.1</td>
</tr>
<tr>
<td>$\text{H}_2\text{SO}_3$</td>
<td>-15.1</td>
<td>-16.5</td>
</tr>
<tr>
<td>$\text{H}_2\text{SO}_4$</td>
<td>-24.0</td>
<td>-23.9</td>
</tr>
<tr>
<td>$\text{SO}_2$</td>
<td>4.4</td>
<td>4.6</td>
</tr>
<tr>
<td>$\text{SO}_3$</td>
<td>-22.2</td>
<td>-18.6</td>
</tr>
</tbody>
</table>
B.7 References


APPENDIX C: SUPPORTING INFORMATION FOR CHAPTER 5

C.1 Force Field Parameters for Defective ZIF-8 Crystals

The flexible force field (FF) parameters and atomic charges for pristine ZIF-8 used in this study are adopted from Zhang et al.\textsuperscript{1} Pristine ZIF-8 has seven types of atoms, which are Zn, N, C1, C2, C3, H1, and H2, as shown in Figure C.1a. For the defective structures dangling linker and linker vacancy, new atom types (O1, H3, H4, and N2 for dangling linker, O2, H5, H6 for linker vacancy) and associated bond, angle, and torsion types are added (Figure C.1).

The FF parameters for Zn-O bonds, O-H bonds, and N-Zn-O angles are from the MOF-FF developed by Bureekaew et al.,\textsuperscript{2} where the FF expressions for bond stretching and bending adopt MM3 approaches that have four- and six-order polynomial forms, respectively. Due to that the polynomial terms higher than quadratic terms have weak contributions, here we use the form of harmonic bond stretching and bending as well as the force constants from MOF-FF to keep consistence with the FF parameters used in pristine ZIF-8. H-O-H angles adopt FF parameters of SPC/Fw water model.\textsuperscript{3} N-H bonds, C-N-H angles, and X-C-N-Y (X, Y can be C, H, and N) torsions adopt general AMBER FF (GAFF).\textsuperscript{4,5} Zn-O-H angles are rigid and maintain their equilibrium angles. The equilibrium values for bond length and angles are from DFT optimized structures. Part of bonds, angles, and torsions on the defects have same components with that in pristine ZIF-8, so they are assigned the same FF parameters, as labeled in Table C.1.
UFF parameters are used for the van der Waals (VDW) parameters for all the new atom types in defective structures (Table C.2). The charges of these atoms are scaled from the DDEC charges calculated with DFT-D3 method. The charges are scaled to keep the defective ZIF-8 framework charge neutral while the seven atom types of pristine ZIF-8 retain their original charges.

**Figure C.1** Atom types of (a) defect-free ZIF-8 and defective ZIF-8 with (b) dangling linker and (c) linker vacancy.
Table C.1 Force field parameters* for defective structures in Figure C.1b and C.1c

<table>
<thead>
<tr>
<th>Bond Stretching</th>
<th>$U_{\text{stretching Harmonic}} = k_r(r - r_0)^2$</th>
<th>$U_{\text{stretching Morse}} = D \left[ 1 - e^{-\alpha(r - r_0)} \right]^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zn-O1</td>
<td>Morse</td>
<td>D = 50.0 kcal/mol, $\alpha = 1.46$ Å$^{-1}$, $r_0 = 1.970$ Å</td>
</tr>
<tr>
<td>Zn-O2</td>
<td>Morse</td>
<td>D = 50.0 kcal/mol, $\alpha = 1.46$ Å$^{-1}$, $r_0 = 2.000$ Å</td>
</tr>
<tr>
<td>O1-H3</td>
<td>Harmonic</td>
<td>$k_r = 394.5$ kcal/(mol·Å$^2$), $r_0 = 0.970$ Å                          Bureekaew et al.</td>
</tr>
<tr>
<td>O1-H4</td>
<td>Harmonic</td>
<td>$k_r = 394.5$ kcal/(mol·Å$^2$), $r_0 = 0.971$ Å</td>
</tr>
<tr>
<td>O2-H5</td>
<td>Harmonic</td>
<td>$k_r = 406.6$ kcal/(mol·Å$^2$), $r_0 = 1.13$ Å                          GAFF</td>
</tr>
<tr>
<td>O2-H6</td>
<td>Harmonic</td>
<td>$k_r = 488.0$ kcal/(mol·Å$^2$), $r_0 = 1.339$ Å                          Same as N-C1</td>
</tr>
<tr>
<td>N2-H4</td>
<td>Harmonic</td>
<td>$k_r = 410.0$ kcal/(mol·Å$^2$), $r_0 = 1.371$ Å                          Same as N-C2</td>
</tr>
<tr>
<td>Bond Bending</td>
<td>$U_{\text{bending}} = k_\theta(\theta - \theta_0)^2$</td>
<td></td>
</tr>
<tr>
<td>N-Zn-O1</td>
<td>Harmonic</td>
<td>$k_\theta = 6.3$ kcal/(mol·rad$^2$), $\theta_0 = 107.2$ \degree</td>
</tr>
<tr>
<td>H3-O1-H4</td>
<td>Harmonic</td>
<td>$k_\theta = 38.0$ kcal/(mol·rad$^2$), $\theta_0 = 115.7$ \degree</td>
</tr>
<tr>
<td>H5-O2-H6</td>
<td>Harmonic</td>
<td>$k_\theta = 47.2$ kcal/(mol·rad$^2$), $\theta_0 = 123.6$ \degree</td>
</tr>
<tr>
<td>C1-N2-H4</td>
<td>Harmonic</td>
<td>$k_\theta = 70.0$ kcal/(mol·rad$^2$), $\theta_0 = 105.2$ \degree</td>
</tr>
<tr>
<td>C2-N2-H4</td>
<td>Harmonic</td>
<td>$k_\theta = 70.0$ kcal/(mol·rad$^2$), $\theta_0 = 125.7$ \degree</td>
</tr>
<tr>
<td>C1-N2-C2</td>
<td>Harmonic</td>
<td>$k_\theta = 70.0$ kcal/(mol·rad$^2$), $\theta_0 = 108.7$ \degree</td>
</tr>
<tr>
<td>N2-C1-C3</td>
<td>Harmonic</td>
<td>$k_\theta = 70.0$ kcal/(mol·rad$^2$), $\theta_0 = 123.9$ \degree</td>
</tr>
<tr>
<td>N2-C1-N</td>
<td>Harmonic</td>
<td>$k_\theta = 70.0$ kcal/(mol·rad$^2$), $\theta_0 = 112.2$ \degree</td>
</tr>
<tr>
<td>Proper Torsions</td>
<td>$U_{\text{charmm}} = K[1 + \cos(n\phi - d)]$</td>
<td></td>
</tr>
<tr>
<td>C3-C1-N2-H4</td>
<td>charmm</td>
<td>K = 6.8 kcal/mol, n=2, d=180</td>
</tr>
<tr>
<td>H2-C2-N2-H4</td>
<td>charmm</td>
<td>K = 6.8 kcal/mol, n=2, d=180</td>
</tr>
<tr>
<td>C2-C2-N2-H4</td>
<td>charmm</td>
<td>K = 6.8 kcal/mol, n=2, d=180</td>
</tr>
<tr>
<td>N-C1-N2-H4</td>
<td>charmm</td>
<td>K = 6.8 kcal/mol, n=2, d=180</td>
</tr>
<tr>
<td>N2-C2-C2-H2</td>
<td>charmm</td>
<td>K = 4.0 kcal/mol, n=2, d=180</td>
</tr>
<tr>
<td>N2-C2-C2-N</td>
<td>charmm</td>
<td>K = 4.0 kcal/mol, n=2, d=180</td>
</tr>
<tr>
<td>N2-C1-N-Zn</td>
<td>charmm</td>
<td>K = 0.1 kcal/mol, n=2, d=180</td>
</tr>
<tr>
<td>N2-C1-N-C2</td>
<td>charmm</td>
<td>K = 4.8 kcal/mol, n=2, d=180</td>
</tr>
<tr>
<td>N-C1-N2-C2</td>
<td>charmm</td>
<td>K = 4.8 kcal/mol, n=2, d=180</td>
</tr>
<tr>
<td>Improper Torsions</td>
<td>charmm</td>
<td>K = 1.1 kcal/mol, n=2, d=180</td>
</tr>
<tr>
<td>C3-N2-C1-N</td>
<td>charmm</td>
<td>K = 1.1 kcal/mol, n=2, d=180</td>
</tr>
<tr>
<td>C2-H2-C2-N</td>
<td>charmm</td>
<td>K = 1.1 kcal/mol, n=2, d=180</td>
</tr>
</tbody>
</table>

*equilibrium bond lengths ($r_0$) and angles ($\theta_0$) are optimized by DFT calculations
Table C.2 Lennard-Jones potential parameters and atomic charges of atoms of defective structures in Figures C.1b and C.1c

<table>
<thead>
<tr>
<th>Atom</th>
<th>σ (Å)</th>
<th>ε (kcal/mol)</th>
<th>q (e)</th>
</tr>
</thead>
<tbody>
<tr>
<td>O1</td>
<td>3.118</td>
<td>0.0600</td>
<td>-0.540</td>
</tr>
<tr>
<td>O2</td>
<td>3.118</td>
<td>0.0600</td>
<td>-0.598</td>
</tr>
<tr>
<td>H3</td>
<td>2.571</td>
<td>0.0440</td>
<td>+0.243</td>
</tr>
<tr>
<td>H4</td>
<td>2.571</td>
<td>0.0440</td>
<td>+0.197</td>
</tr>
<tr>
<td>H5</td>
<td>2.571</td>
<td>0.0440</td>
<td>+0.275</td>
</tr>
<tr>
<td>H6</td>
<td>2.571</td>
<td>0.0440</td>
<td>+0.301</td>
</tr>
<tr>
<td>N2</td>
<td>3.261</td>
<td>0.0373</td>
<td>-0.180</td>
</tr>
</tbody>
</table>

C.2 Window Size Distributions for Defective ZIF-8

Figure C.2 Defective ZIF-8 window size distribution at 35 °C for configurations without adsorbates contained. The configurations of defective windows are shown in Figure 5.1 of Chapter 5.
### C.3 Force Field Parameters for Adsorbates

#### Table C.3 Lennard-Jones potential parameters, and atomic charges for acid-gas adsorbates

<table>
<thead>
<tr>
<th>Adsorbate</th>
<th>LJ Sites</th>
<th>(\sigma) (Å)</th>
<th>(\varepsilon) (kcal/mol)</th>
<th>(q) (e)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH(_4)(^6)</td>
<td>CH(_4)</td>
<td>3.730</td>
<td>0.2941</td>
<td>0.0</td>
</tr>
<tr>
<td>C(_2)H(_6)(^6)</td>
<td>2×CH(_3)</td>
<td>3.750</td>
<td>0.1947</td>
<td>0.0</td>
</tr>
<tr>
<td>C(_3)H(_8)(^6)</td>
<td>2×CH(_3)</td>
<td>3.750</td>
<td>0.1947</td>
<td>0.0</td>
</tr>
<tr>
<td>CH(_2)</td>
<td>3.950</td>
<td>0.0914</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>(n)-C(<em>4)H(</em>{10})(^6)</td>
<td>2×CH(_3)</td>
<td>3.750</td>
<td>0.1947</td>
<td>0.0</td>
</tr>
<tr>
<td>2×CH(_2)</td>
<td>3.950</td>
<td>0.0914</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>iso-C(<em>4)H(</em>{10})(^6)</td>
<td>2×CH(_3)</td>
<td>3.750</td>
<td>0.1947</td>
<td>0.0</td>
</tr>
<tr>
<td>CH(_3)</td>
<td>3.750</td>
<td>0.1947</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>(n)-C(<em>4)H(</em>{10})(^6)</td>
<td>CH</td>
<td>4.680</td>
<td>0.0199</td>
<td>0.0</td>
</tr>
<tr>
<td>iso-C(<em>4)H(</em>{10})(^6)</td>
<td>2×CH(_3)</td>
<td>3.750</td>
<td>0.1947</td>
<td>0.0</td>
</tr>
<tr>
<td>CH(_3)</td>
<td>3.750</td>
<td>0.1947</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>CH(_2)</td>
<td>3.950</td>
<td>0.0914</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>CO(_2)(^7)</td>
<td>C</td>
<td>2.757</td>
<td>0.0559</td>
<td>+0.6512</td>
</tr>
<tr>
<td>2×O</td>
<td>3.033</td>
<td>0.1600</td>
<td>-0.3256</td>
<td></td>
</tr>
<tr>
<td>H(_2)O(^3)</td>
<td>O</td>
<td>3.165</td>
<td>0.1554</td>
<td>-0.8476</td>
</tr>
<tr>
<td>2×H</td>
<td>-</td>
<td>0.0</td>
<td>+0.4238</td>
<td></td>
</tr>
<tr>
<td>H(_2)S(^8)</td>
<td>S</td>
<td>3.720</td>
<td>0.4610</td>
<td>-0.3800</td>
</tr>
<tr>
<td>2×H</td>
<td>-</td>
<td>0.0</td>
<td>+0.1900</td>
<td></td>
</tr>
<tr>
<td>SO(_2)(^9)</td>
<td>S</td>
<td>3.390</td>
<td>0.1467</td>
<td>+0.5900</td>
</tr>
<tr>
<td>2×O</td>
<td>3.050</td>
<td>0.1570</td>
<td>-0.2950</td>
<td></td>
</tr>
<tr>
<td>NO(_2)(^10)</td>
<td>N</td>
<td>3.240</td>
<td>0.1001</td>
<td>+0.1460</td>
</tr>
<tr>
<td>2×O</td>
<td>2.930</td>
<td>0.1242</td>
<td>-0.0730</td>
<td></td>
</tr>
<tr>
<td>NO(^10)</td>
<td>N</td>
<td>3.014</td>
<td>0.1580</td>
<td>+0.0288</td>
</tr>
<tr>
<td>O</td>
<td>2.875</td>
<td>0.1926</td>
<td>-0.0288</td>
<td></td>
</tr>
</tbody>
</table>

#### Table C.4 Bond stretching and bending force field parameters of acid-gas adsorbates

<table>
<thead>
<tr>
<th>Adsorbate</th>
<th>Bond Stretching (U_{\text{stretching}} = k_r (r - r_0)^2)</th>
<th>Bond Bending (U_{\text{bending}} = k_\theta (\theta - \theta_0)^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(H_2O)(^3)</td>
<td>(k_r) (kcal/(mol·Å(^2)))</td>
<td>(r_0) (Å)</td>
</tr>
<tr>
<td>(H_2S)(^8)</td>
<td>(k_r) (kcal/(mol·Å(^2)))</td>
<td>(r_0) (Å)</td>
</tr>
<tr>
<td>(SO_2)(^9)</td>
<td>(k_r) (kcal/(mol·Å(^2)))</td>
<td>(r_0) (Å)</td>
</tr>
<tr>
<td>(NO_2)(^10)</td>
<td>(k_r) (kcal/(mol·Å(^2)))</td>
<td>(r_0) (Å)</td>
</tr>
<tr>
<td>NO(^10)</td>
<td>(k_r) (kcal/(mol·Å(^2)))</td>
<td>(r_0) (Å)</td>
</tr>
</tbody>
</table>
C.4 Free Energy Barriers, Dynamical Correction Factors, and Self-Diffusion Coefficients of Investigated Adsorbates in Pristine and Defective ZIF-8

Table C.5 Free energy barriers (in kJ/mol) for a single adsorbate molecule hopping through different types of windows at 35 °C. The window types are shown in Figure 5.1.

<table>
<thead>
<tr>
<th>Adsorbate</th>
<th>(a) pristine</th>
<th>(b) dangling linker</th>
<th>(c) dangling linker</th>
<th>(d) vacancy</th>
<th>(e) vacancy</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH₄</td>
<td>24.87</td>
<td>13.08</td>
<td>20.34</td>
<td>10.91</td>
<td>24.41</td>
</tr>
<tr>
<td>C₂H₆</td>
<td>31.72</td>
<td>17.51</td>
<td>24.76</td>
<td>14.13</td>
<td>30.61</td>
</tr>
<tr>
<td>C₃H₈</td>
<td>42.38</td>
<td>22.58</td>
<td>30.67</td>
<td>18.05</td>
<td>39.45</td>
</tr>
<tr>
<td>n-C₄H₁₀</td>
<td>43.32</td>
<td>22.41</td>
<td>30.23</td>
<td>18.00</td>
<td>40.12</td>
</tr>
<tr>
<td>iso-C₄H₁₀</td>
<td>70.04</td>
<td>44.88</td>
<td>50.75</td>
<td>34.46</td>
<td>65.14</td>
</tr>
<tr>
<td>H₂O</td>
<td>13.56</td>
<td>9.73</td>
<td>12.20</td>
<td>7.16</td>
<td>13.63</td>
</tr>
<tr>
<td>CO₂</td>
<td>19.92</td>
<td>14.76</td>
<td>16.57</td>
<td>11.47</td>
<td>17.01</td>
</tr>
<tr>
<td>H₂S</td>
<td>25.88</td>
<td>13.63</td>
<td>19.20</td>
<td>9.93</td>
<td>25.31</td>
</tr>
<tr>
<td>SO₂</td>
<td>24.35</td>
<td>16.16</td>
<td>19.44</td>
<td>12.60</td>
<td>24.24</td>
</tr>
<tr>
<td>NO</td>
<td>17.00</td>
<td>10.09</td>
<td>13.82</td>
<td>7.83</td>
<td>14.71</td>
</tr>
<tr>
<td>NO₂</td>
<td>18.89</td>
<td>11.81</td>
<td>17.03</td>
<td>9.78</td>
<td>18.42</td>
</tr>
</tbody>
</table>

Table C.6 Transmission coefficients for adsorbates hopping through different types of windows at 35 °C

<table>
<thead>
<tr>
<th>Adsorbate</th>
<th>(a) pristine</th>
<th>(b) dangling linker</th>
<th>(c) dangling linker</th>
<th>(d) vacancy</th>
<th>(e) vacancy</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH₄</td>
<td>0.6356</td>
<td>0.7953</td>
<td>0.6294</td>
<td>0.8638</td>
<td>0.6882</td>
</tr>
<tr>
<td>C₂H₆</td>
<td>0.7921</td>
<td>0.8022</td>
<td>0.7474</td>
<td>0.8329</td>
<td>0.7297</td>
</tr>
<tr>
<td>C₃H₈</td>
<td>0.3816</td>
<td>0.6727</td>
<td>0.5393</td>
<td>0.7911</td>
<td>0.4557</td>
</tr>
<tr>
<td>n-C₄H₁₀</td>
<td>0.5656</td>
<td>0.6290</td>
<td>0.5515</td>
<td>0.7106</td>
<td>0.6099</td>
</tr>
<tr>
<td>iso-C₄H₁₀</td>
<td>0.0478</td>
<td>0.1428</td>
<td>0.1399</td>
<td>0.5743</td>
<td>0.1091</td>
</tr>
<tr>
<td>H₂O</td>
<td>0.8447</td>
<td>0.9032</td>
<td>0.7448</td>
<td>0.7569</td>
<td>0.8910</td>
</tr>
<tr>
<td>CO₂</td>
<td>0.7070</td>
<td>0.8819</td>
<td>0.7607</td>
<td>0.8772</td>
<td>0.8338</td>
</tr>
<tr>
<td>H₂S</td>
<td>0.7975</td>
<td>0.9484</td>
<td>0.5811</td>
<td>0.8735</td>
<td>0.8021</td>
</tr>
<tr>
<td>SO₂</td>
<td>0.6145</td>
<td>0.9158</td>
<td>0.6151</td>
<td>0.8668</td>
<td>0.7261</td>
</tr>
<tr>
<td>NO</td>
<td>0.8954</td>
<td>0.9263</td>
<td>0.9468</td>
<td>0.8764</td>
<td>0.9673</td>
</tr>
<tr>
<td>NO₂</td>
<td>0.7283</td>
<td>0.8583</td>
<td>0.8228</td>
<td>0.9175</td>
<td>0.9182</td>
</tr>
</tbody>
</table>
Table C.7 Hopping rates (in s⁻¹) of adsorbates hopping through different types of windows at 35 °C

<table>
<thead>
<tr>
<th>Adsorbate</th>
<th>(a) pristine</th>
<th>(b) dangling linker</th>
<th>(c) dangling linker</th>
<th>(d) vacancy</th>
<th>(e) vacancy</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH₄</td>
<td>9.53E+06</td>
<td>1.04E+09</td>
<td>6.24E+07</td>
<td>2.86E+09</td>
<td>1.15E+07</td>
</tr>
<tr>
<td>C₂H₆</td>
<td>6.72E+05</td>
<td>1.71E+08</td>
<td>8.48E+06</td>
<td>6.76E+08</td>
<td>8.70E+05</td>
</tr>
<tr>
<td>C₃H₈</td>
<td>4.39E+03</td>
<td>1.61E+07</td>
<td>4.99E+05</td>
<td>1.16E+08</td>
<td>1.43E+04</td>
</tr>
<tr>
<td>n-C₄H₁₀</td>
<td>3.47E+03</td>
<td>1.37E+07</td>
<td>5.51E+05</td>
<td>9.82E+07</td>
<td>1.43E+04</td>
</tr>
<tr>
<td>iso-C₄H₁₀</td>
<td>9.35E-03</td>
<td>7.16E+02</td>
<td>8.11E+01</td>
<td>1.21E+05</td>
<td>1.75E-01</td>
</tr>
<tr>
<td>H₂O</td>
<td>8.64E+08</td>
<td>3.96E+09</td>
<td>1.32E+09</td>
<td>9.27E+09</td>
<td>1.04E+09</td>
</tr>
<tr>
<td>CO₂</td>
<td>6.42E+07</td>
<td>4.02E+08</td>
<td>2.37E+08</td>
<td>1.57E+09</td>
<td>1.61E+08</td>
</tr>
<tr>
<td>H₂S</td>
<td>5.88E+06</td>
<td>8.12E+08</td>
<td>5.23E+07</td>
<td>2.99E+09</td>
<td>7.32E+06</td>
</tr>
<tr>
<td>SO₂</td>
<td>4.26E+06</td>
<td>2.47E+08</td>
<td>3.21E+07</td>
<td>8.14E+08</td>
<td>7.37E+06</td>
</tr>
<tr>
<td>NO</td>
<td>2.08E+08</td>
<td>3.15E+09</td>
<td>7.18E+08</td>
<td>6.18E+09</td>
<td>5.05E+08</td>
</tr>
<tr>
<td>NO₂</td>
<td>6.89E+07</td>
<td>1.22E+09</td>
<td>1.54E+08</td>
<td>2.63E+09</td>
<td>9.55E+07</td>
</tr>
</tbody>
</table>

C.5 The Influence of Free 2-Methylimidazole Molecule on Diffusion

The position of the adsorbed 2-methylimidazole molecule in ZIF-8 is illustrated in Figure C.3. Because the molecule sits at one side of the defective window, the symmetry of the neighboring cages is broken, resulting in asymmetric free energy profiles (Figure C.4). The asymmetric free energy profile indicates different energy barriers for an adsorbate approaching TS from either cage. The difference in the energy barrier from both cages yields 1 and 3 orders of magnitudes difference in self-diffusion coefficient for H₂S and isobutane, respectively (Table C.8).
**Figure C.3** Illustration of two cages in ZIF-8, between which a 2-methylimidazole (HmIM) molecule is adsorbed by the connecting window. The adsorbed HmIM causes asymmetric cages with one having larger void space than the other, as the yellow spheres show. The calculated free energy profile of an adsorbate is mapped on the 1-d reaction coordinate (RC) labeled by blue arrow.
Figure C.4 Free energy profiles of H$_2$S and isobutane diffusing through a window having a linker vacancy that adsorbs a 2-methylimidazole molecule at 35 °C.
Table C.8 Free energy barrier (in kJ/mol) and hopping rates (in s\(^{-1}\)) for H\(_2\)S and isobutane diffusing through a window having a linker vacancy that adsorbs a 2-methylimidazole (HmIM) molecule by starting from its left (-7.43 Å in Figure C.4) and right (+7.43 Å in Figure C.4) side as a function of the spring constant K (in kcal/mol·Å\(^2\)) applied on the HmIM molecule.

<table>
<thead>
<tr>
<th>K</th>
<th>K(_E)barrier, left</th>
<th>K(_E)barrier, right</th>
<th>HR(_L)</th>
<th>HR(_R)</th>
<th>TC</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>23.77</td>
<td>19.63</td>
<td>8.51E+06</td>
<td>4.93E+07</td>
<td>0.6533</td>
</tr>
<tr>
<td>20</td>
<td>26.67</td>
<td>19.35</td>
<td>3.33E+06</td>
<td>7.60E+07</td>
<td>0.8258</td>
</tr>
<tr>
<td>30</td>
<td>29.72</td>
<td>22.24</td>
<td>9.75E+05</td>
<td>2.10E+07</td>
<td>0.7765</td>
</tr>
<tr>
<td>40</td>
<td>31.66</td>
<td>25.02</td>
<td>3.70E+05</td>
<td>5.81E+06</td>
<td>0.6427</td>
</tr>
<tr>
<td>50</td>
<td>32.40</td>
<td>24.98</td>
<td>3.99E+05</td>
<td>8.02E+06</td>
<td>0.8565</td>
</tr>
</tbody>
</table>

iso-C\(_4\)H\(_{10}\)

<table>
<thead>
<tr>
<th>K</th>
<th>K(_E)barrier, left</th>
<th>K(_E)barrier, right</th>
<th>HR(_L)</th>
<th>HR(_R)</th>
<th>TC</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>63.60</td>
<td>48.20</td>
<td>8.34E-01</td>
<td>4.56E+02</td>
<td>0.2809</td>
</tr>
<tr>
<td>20</td>
<td>69.93</td>
<td>55.00</td>
<td>8.40E-02</td>
<td>3.59E+01</td>
<td>0.3293</td>
</tr>
<tr>
<td>30</td>
<td>74.38</td>
<td>58.68</td>
<td>1.69E-02</td>
<td>9.57</td>
<td>0.3593</td>
</tr>
<tr>
<td>40</td>
<td>76.08</td>
<td>61.19</td>
<td>6.42E-03</td>
<td>2.67</td>
<td>0.2664</td>
</tr>
<tr>
<td>50</td>
<td>78.51</td>
<td>61.89</td>
<td>3.43E-03</td>
<td>2.66</td>
<td>0.3454</td>
</tr>
</tbody>
</table>
**C.6 Free Energy Profiles of Water Hopping Through Two Successive Windows**

![Diagram of free energy profiles](image)

**Figure C.5** Free energy profiles of water along the [111]-oriented reaction coordinate passing through a defect-free 6MR window and a defective 6MR window. The configurations of the defective windows in top and bottom panels are shown in Figures 5.1d and 5.1b, respectively. Vertical dashed lines label the positions of window centers projected on the reaction coordinate.
C.7 Density functional theory calculations

Density functional theory (DFT) calculations were performed using the Vienna Ab-initio Simulation Package (VASP) with a plane-wave basis set and the projector-augmented-wave method.\textsuperscript{11-15} The PBE exchange-correlation functional with generalized gradient approximation and a basis set cutoff energy of 600 eV were used.\textsuperscript{16} To include dispersion corrections, the DFT-D3 method was utilized in all calculations.\textsuperscript{17} The Brillouin zone was sampled at the Gamma point. The energy-minimization calculations of all ZIF structures converged when the interionic forces were less than 0.03 eV/\AA. 
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