Identifying Instantaneous Anomalies in General Aviation Operations

Tejas G. Puranik, and Dimitri N. Mavris

Georgia Institute of Technology, Atlanta, Georgia, 30332-0150

Quantification and improvement of safety is one of the most important objectives among the General Aviation community. In recent years, data mining techniques are emerging as an important enabler in the aviation safety domain with a number of techniques being applied to flight data to identify and isolate anomalous (and potentially unsafe) operations. There are two types of anomalies typically identified – flight-level (where the entire flight exhibits patterns deviating from nominal operations) and instantaneous (where a subset or few instants of the flight deviate significantly from nominal operations). Energy-based metrics provide measurable indications of the energy state of the aircraft and can be viewed as an objective currency to evaluate various safety-critical conditions across a heterogeneous fleet of aircraft. In this paper, a novel method of identifying instantaneous anomalies for retrospective safety analysis using energy-based metrics is proposed. Each data record is split by sliding a moving window across the multi-variate series of evaluated energy metrics. A mixture of gaussian models is then used to perform clustering using the values of energy metrics and their variability within each window. The trained models are then used to identify anomalies that may indicate increased levels of risk. The identified anomalies are compared with traditional methods of safety assessment (exceedance detection).

I. Introduction

Aviation is statistically one of the safest modes of transportation within the US and worldwide. It accounts for less than 2% of the fatalities from transportation related accidents in 2013. However, a significant majority of aviation accidents are within the General Aviation (GA) domain. According to the National Transportation Safety Board (NTSB), the total number of accidents per million flight hours in GA is an order of magnitude higher than commercial operations. Therefore, improving the safety in GA operations is of particular interest to the industry. According to the Federal Aviation Administration (FAA), the demand for air travel and traffic is predicted to grow steadily through 2036 at a rate of approximately 1.8% annually. Per the FAA, commercial operations are expected to double and GA operations are also expected to gain a much-needed revitalization in the coming years. With such a large increase in expected operations, there is an ever-increasing demand for improving safety of all aviation operations (especially GA).

In the past, accidents have been the primary triggers for identifying problems and developing mitigation strategies. However, the industry is now moving towards a more proactive approach to safety enhancement in which potential unsafe events are identified beforehand and mitigation strategies are implemented in order to prevent accidents and loss of life. The FAA have outlined various voluntary safety improvement programs such as the Flight Operational Quality Assurance (FOQA), Aviation Safety Action Program (ASAP) and others. Aviation Safety Information Analysis and Sharing (ASIAS) is a system which aims to connect a number of such safety databases in order to facilitate integrated queries across multiple safety databases. All of these efforts are geared towards enhancing the objective of proactive safety enhancement. While many of these and other programs started for commercial operations, they have trickled into GA as well. Specifically within GA, the GAJSC is a government and industry group that uses the same approach as the CAST on the commercial operations side by analyzing GA safety data to develop intervention strategies to prevent or mitigate problems associated with accident causes, called Safety Enhancements (SE).
The most common and widespread programs in existence for quantitative safety assessment are Flight Operational Quality Assurance (FOQA)\textsuperscript{6} or Flight Data Monitoring (FDM).\textsuperscript{7} It is defined as: “The systematic proactive use of digital flight data from routine operations to improve aviation safety within a non-punitive and just safety culture”. Retrospective analysis of flight data in FOQA programs is one of the most important enablers for quantitative safety assessment. FOQA programs aim to improve operational safety with a continuous cycle involving data collection from on-board recorders, retrospective analysis of flight data records, identification of operational safety exceedances, design and implementation of corrective measures, and monitoring to assess their effectiveness. Implementation of FOQA is widespread in commercial aviation, and although it is sparse among GA operators, recent and current efforts seek its introduction and broad adoption in that sector. Exceedance detection is the most common method of analysis using FOQA data currently in existence. An exceedance is the deviation of a single parameter beyond an established threshold. An event is defined by one or more parameter exceedances that take place concurrently over a specified period of time.

With the availability of flight data and advanced computing power, data mining techniques for safety analysis, incident examination, and fault detection are garnering increased interest in the aviation community in recent years. The current practice of exceedance detection performs well on known safety issues but is blind to safety-critical conditions that may be captured by flight data records but not included in the set of defined safety events. Additionally, the events defined in exceedance detection are ‘static’ in that they do not take into account the information that might be available in a wealth of recorded flight data. Data mining approaches have the potential of revealing safety events of interest as emergent artifacts from within a wealth of flight data records. While formal techniques for flight data analysis are not new, applications of data mining for retrospective operational safety analysis are fairly sparse. Additionally, a large portion of the existing literature is dedicated to commercial aviation even though historically, GA operations have had considerably greater accident and incident rates.

Previous applications of data mining in the aviation safety domain have primarily treated it as an anomaly detection problem with data objects as multivariate time series.\textsuperscript{8–12} In the data mining community, anomaly detection is loosely defined as the “task of obtaining patterns in data that do not conform to a well defined notion of normal behavior”.\textsuperscript{13} The exact notion of anomaly is different for different application domains. In the aviation safety domain, two main types of anomalies are of interest to the analyst – instantaneous and flight level. Instantaneous anomalies refer to those anomalies where only an instant or small part (a few seconds) of the flight record is abnormal. Flight level anomalies refer to those flights with abnormal data patterns over an entire phase of flight. The main focus of this paper is identification of instantaneous anomalies in GA flight data.

While the accident rates for GA flight operations are higher than those in commercial aviation, it must be noted that GA contains a very heterogeneous fleet and operations. This includes single and multi-engine piston, turboprop, turbojet powered aircraft as well as helicopters and experimental aircraft. However, accident and incident rates and number of active aircraft are not uniform across all the aircraft classes within GA. Historically single-engine piston aircraft make up a significant proportion of the entire fleet and the number of accidents and fatalities.\textsuperscript{14} Therefore, it is of particular importance to examine operations of this class of aircraft within GA and to improve its safety record. Most of these aircraft typically belong to the normal category under the FAA airplane categories (14 CFR Part 23.3\textsuperscript{15}). This category is limited to airplanes that have a seating configuration, excluding pilot seats, of nine or less, a maximum certificated takeoff weight of 12,500 pounds or less, and intended for non-acrobatic operation. Following are important points that distinguish the category of aircraft and operations which form the focus of this paper:

1. Smaller sized aircraft
2. Less weather-tolerant aircraft
3. Limited or no flight data recording capability
4. Highly variable and heterogeneous mission profiles
5. Variability in pilot certificate and experience level (number of hours flown)
6. Greater variety of airports of operations
7. Operations mostly under Visual Flight Rules (VFR)
All of these factors present important challenges for improving safety of GA operations. Therefore, existing mature methods from commercial operations need to be tailored to GA operations or entirely new methods need to be developed.

The rest of the paper is organized as follows – Section II contains a review of relevant past work related to the identification of anomalies from flight data. Section III presents the details of the methodology developed for identifying instantaneous anomalies and its implementation. Section IV contains the results obtained from the application of this methodology on a set of real flight data from GA operations and the comparison of these results to traditional exceedance detection techniques. Section V provides the conclusions and recommendations from this body of work and outlines avenues for future work.

II. Review of Existing Work

Majority of the prior work in the application of data mining techniques to aviation data focuses on flight level anomalies. SequenceMiner\textsuperscript{16} has been shown to detect abnormal switching from a learned model of normal switching. This technique detects flight level anomalies but is limited to discrete data. Gorinevsky et al.\textsuperscript{17} have described an application of data mining technology called Distributed Fleet Monitoring (DFM) to Flight Operational Quality Assurance data. This application consists of fitting a large scale multi-level regression model to the data set and finding anomalies using these built models. The algorithm is able to identify anomalies within a flight record (instantaneous), abnormal flight-to-flight trends (flight level anomalies) and abnormally performing aircraft. Hotelling $T^2$ statistics for residuals from the built models are calculated and used for monitoring and identifying anomalies. While this framework is capable of identifying instantaneous anomalies, it is limited to models fitted in the clean configuration. Also, most of the anomalies detected are in the determination of aerodynamic or propulsion parameter estimates or gross weight. Das et. al.\textsuperscript{9} have developed Multiple Kernel Anomaly Detection (MKAD) which applies a one-class support vector machine for anomaly detection. MKAD identifies flight level anomalies well in heterogeneous data but is not built to identify instantaneous anomalies. Moreover, using the normalized Longest Common Sub-sequence (nLCS) kernel is useful for discrete data, but it results in loss of some finer features for continuous data. For instantaneous anomalies, the finer features are of more interest. Matthews et al.\textsuperscript{10} have discussed and summarized the aviation knowledge discovery pipeline using various algorithms and attempted to combine the strengths of different approaches. Smart and Brown\textsuperscript{18} used a data-mining approach using a number of one-class classification algorithms to identify anomalies in the descent phase for airliners. They tested their method on a labeled data set containing abnormal flights. Li et al.\textsuperscript{11} have implemented ClusterAD-Flight, which uses cluster-based anomaly detection on pre-processed flight data parameters to identify flight level anomalies. One of the issues in this method can be that it isolates each sample in each signal as a unique feature, when in fact, the change over that time may be an important factor. In previous work by the authors (Puranik et al.\textsuperscript{15}), the application of energy metrics as features along with clustering techniques to identify flight level anomalies has been explored.

Typically techniques that are used to identify instantaneous anomalies are different than those used to identify flight-level anomalies. Supervised learning methods such as Inductive Monitoring System\textsuperscript{8} (IMS) rely on a training set consisting of typical system behaviors which is compared with real-time data to detect anomalies. Each point is monitored standalone and therefore, the temporal aspect of anomalous sub-sequences is lost when identifying anomalies. Orca\textsuperscript{20} is a technique that uses scalable k-nearest neighbor approach to detect anomalies in data with continuous and discrete features. Since each data point is a sample in time and treated as independent by the algorithm, Orca struggles to detect anomalies with temporal signatures. Amidan and Ferryman\textsuperscript{21} have utilized Singular Value Decomposition (SVD) to identify instantaneous anomalies. They mapped the five seconds before and after each recorded data point and fit a linear regression model to it. The coefficients of the regression model were then used to create a mathematical signature for each recorded data point which was used to identify outliers. Mugtussidis\textsuperscript{22} has used Bayesian classification to distinguish between typical data points, that are present in the majority of flights, and unusual data points that can be only found in a few flights. Some of the methods rely on developing approximate models using flight data and detecting those flight records which deviate greatly from this model as outliers. Melnyk et al.\textsuperscript{12} developed a vector auto regressive exogenous model to detect anomalies from flight data. Instantaneous anomalies are detected as residuals from the model. However, this technique involves identifying a model for each flight in the database and then calculating the residuals with respect to every other flight. Li et al.\textsuperscript{23} developed ClusterAD-Data Sample, which is a technique leveraging a
mixture of Gaussian models to identify probability of a sample being anomalous during take off, approach, and landing. However, this method also treats each data sample independently and uses additional context to identify whether a particular gaussian component is appropriate at a given time.

In domains other than aviation safety, techniques for identifying instantaneous anomalies (or anomalous sub-sequences) in time-series have been explored. Majority of these techniques focus on univariate time-series data by moving a sliding window through the time-series. For example, Keogh et al. have used a sliding window based technique along with Symbolic Aggregate ApproXimation (SAX) representation of time series to identify unusual sub-sequences. SAX discretizes the continuous data stream into a word by using average values of the parameter in a given window. One of the important assumptions in some of these applications is that the time series are stationary i.e. their mean value does not change over time. This is not necessarily true for most parameters in flight data. In some applications where multivariate time series are considered, they are first converted into a univariate time series. For example Chandola uses the technique of subspace monitoring to find the distance between successive windows (sub-spaces) using the principal angles of each subspace. Once this has been done, the multivariate time series is converted into a univariate series and a number of techniques are used. While the temporal aspect of anomalies is preserved in these techniques, data in each time series is compared only to the data from the same time series. This loses out on potential insights that can be gained from other similar data available.

There are various challenges in GA operations that preclude the use of some of the existing techniques in literature. First, the fleet of aircraft operated within GA is heterogeneous, even within the specific category of aircraft considered, the gross weight, rated engine power, and other aspects of the aircraft can vary significantly. In addition, some aircraft are possibly limited in terms of parameters recorded (if any) by their digital flight data recorders. Therefore, metrics used in anomaly detection algorithms need to be those that correspond to safety margins and safe operations in GA and can be readily estimated from recorded data. Finally, the types of missions flown in GA can be quite different and non-uniform. Therefore, techniques that do not make assumptions about phases of flight or are more broadly applicable across different phases of flight are desired.

In addition to the challenges specific to GA identified in the previous paragraph, there are certain limitations of existing techniques surveyed previously. In many of the approaches for identifying instantaneous anomalies, each point is monitored as a standalone independent sample and therefore, the temporal aspect of anomalous sub-sequences may be lost. This is also the case in FDM event analysis, where parameter values exceeding certain static thresholds are flagged as exceedances without necessarily considering their context. Moreover, in many anomaly detection applications the multivariate time series is converted into a univariate series or a high dimensional vector thereby causing some information to be lost. In some cases of monitoring, the time-series is only compared to reference thresholds (such as in exceedance detection) or data within the same time-series losing out on potential insights that can be gained from similar data available. Finally, the existing anomaly detection techniques deal with data in which no relationship is assumed among the data points which is not necessarily true for flight parameters at each point. The methodology developed in this paper aims to address some of these limitations and is described in the subsequent section.

### III. Methodology and Implementation

Unlike other applications of data mining or anomaly detection, aviation data is typically not labeled. This means that there is no knowledge a-priori as to which flight records (if any) are actually anomalous. Therefore, the anomaly detection algorithm needs to be semi-supervised or unsupervised. Also, there is no universal definition for an anomaly in this context. In the methodology presented in this paper, instantaneous anomalies are those instances that deviate from the nominal operations as identified by an anomaly detection algorithm. The chief assumption in this type of application is that majority of the data contains nominal operations which is a reasonable assumption in this case because of the extremely low accident and incident rates per million flight hours. With these requirements in mind, the data obtained from GA flights is analyzed in a general anomaly detection framework shown in Figure 1. Various components of this framework as utilized in this paper are described further.
**A. Flight Data**

In any anomaly detection problem it is important to understand the nature of the data captured (from flight data recorder in this case) as it has an impact on the techniques that can be used to analyze the data. Digital Flight Data Recorder (DFDR) data typically contains different channels that record discrete, continuous, and categorical data at a specified frequency (e.g., once per one second interval). Therefore, in analysis, the data obtained is used as a multi-variate time series for flight records, which are typically of different duration. The number of parameters in this multi-variate time series can be as low as 20 - 30 in GA operations to a number as high as thousands in commercial operations.\(^{25-27}\) As this methodology is intended for application in a retrospective setting, data collected from routine GA operations (such as FOQA data) can be used.

**B. Pre-processing**

The raw data obtained from flights is initially pre-processed to obtain data suitable for anomaly detection. Sensor noise that may be present in the original data is smoothed using a simple moving average filter. Care is taken to not over-smooth the data as it would result in the loss of finer features in the data. In previous work on identification of instantaneous anomalies, each data sample is treated independently. This results in the loss of temporal nature of data obtained from flight records. It is of interest to capture the variation of key metrics before and after the sample under consideration. Therefore, in this methodology sliding window-based techniques are used for identifying instantaneous anomalies. These type of techniques have been used previously on univariate time series.\(^{21,24,28}\) It involves sliding a window of a particular duration across the length of the time series (see Figure 2 for notional example).

For each instant, the data contained within the entire window is utilized rather than just the instant under consideration. As noted in literature, the main advantage of window-based techniques is that they need only 1 intuitive parameter (the window length) as opposed to others that can require 3-7 parameters.\(^{24}\) There are various factors that can affect the choice of length of the window such as total duration of the time series, typical response time of the system, computational concerns etc. Due to all these factors, there is no consensus in the literature as to the appropriate length of the window.\(^{28}\) In this work, five seconds (two seconds before and after the current point except at the ends) will be used as the window length. An important distinction between existing window-based techniques in other domains and the application in this paper is that window-based anomaly detection typically tries to find anomalous windows in a time series based on the data in that time series itself. On the other hand, the current method aims to also leverage the additional information available from the rest of the data set.
C. Feature Generation

One of the most important steps in the anomaly detection framework is the generation of features for the algorithm. Usually, these features are derived from the manipulation of the raw data collected. This can be as simple as using the raw data directly, to calculating new metrics using a combination of the recorded data and external information. The performance of the algorithm in identifying appropriate anomalies can depend heavily on the types of features used.\(^{13}\)

In previous work (Puranik et al.\(^{29,30}\)), it was demonstrated that energy-based metrics such as those quantifying the energy state, rates of change of energy, and their margins and deviations are appropriate metrics that correspond to safety margins and safe operations in GA and can be readily estimated from recorded data. The use of energy-based metrics to identify flight-level anomalies using a clustering algorithm was also shown in previous work.\(^{19}\) Therefore, in the present work, energy-based metrics are utilized as features for identification of instantaneous anomalies. A summary of implemented metrics, their formulas, and data required for their computation is presented in Table 2 in the appendix. It is noted that since this analysis is not restricted to a particular phase of flight, those metrics that correspond to deviations from nominal profiles in certain phases of flight cannot be considered. The values of these metrics within a window is used to generate a corresponding vector (called feature vector) for each data point in the time series.

In a window-based techniques, each window is a unit of analysis. In order to obtain features of each window, the values of energy metrics at the current point along with their variability within the window is calculated. This allows the temporal aspect of instantaneous anomalies to be preserved while detecting anomalies. A similar window-based approach was used by Amidan and Ferryman,\(^{21}\) however, their approach consists of fitting a linear regression model to each window and identifying anomalies based on the mathematical signature generated by the coefficients of the regression. In the current approach, the original value of the energy metric is retained as one of the features and additional dimensions corresponding to the variability of the metric within the window are generated. Specifically, the range of the metric values (maximum value minus minimum value) within the window is used as a measure of its variability. Thus, for example, if the window size is five seconds, and there are \(k\) metrics being used, then the feature vector for that window will contain \(2 \times k\) dimensions (the value of each metric \((m)\) at that point and its variability\((v)\) within the window). Equation 1 shows the feature vector for each window which is then subsequently used in anomaly detection.

\[
\mathbf{f} = \begin{bmatrix}
m^{(1)}, v^{(1)} \\
m^{(2)}, v^{(2)} \\
\vdots \\
m^{(k)}, v^{(k)}
\end{bmatrix}
\]

Each feature vector is thus generated by concatenating the value of all the energy metrics at that point along with its variability within the sliding window. Thus, each point in the time series is transformed into a corresponding feature vector which can then be used for anomaly detection.
D. Anomaly Detection

The next step is to use the features generated for each point within an anomaly detection algorithm. It is noted previously that most anomaly detection techniques for instantaneous anomalies did not deal with multivariate data explicitly and converted it into univariate data prior to analysis. However, it is desired that algorithms deal with multivariate data directly be used. Therefore, a Gaussian Mixture Model (GMM) is used for clustering and anomaly detection. The GMM can cluster normal operations together and help identify anomalies along with their probability based on the data set. One of the main advantages of using a GMM is that it does operate directly on the multivariate series and does not transform it into a univariate series. The other advantage is that GMM allows multiple standard operations to simultaneously exist. This is very important for algorithms that are not specific to a particular phase of flight as the variation of parameters and energy metrics during two different phases of flight is expected to be quite different.

A GMM is a parametric probability density function represented as a weighted sum of Gaussian component densities. Each component in the mixture is a type of standard observation or behavior of the system (example, one component for each phase of flight). The number of components, k, in the GMM determines number of sub-populations or clusters. The relation between predictor variables (or features) is captured in the form of a covariance matrix $\Sigma$. If each member of the population (in this case each feature vector) is an m-dimensional vector, then the GMM with $k$ components and a covariance matrix $\Sigma$ is given by:

$$p(x|\lambda) = \sum_{i=1}^{k} w_i g(x|\mu_i, \Sigma_i)$$

where $g(x|\mu_i, \Sigma_i)$ indicates each of the components of the mixture model which is a multivariate gaussian model and $w_i$ indicates the weighing of the component. The trained GMM is completely defined by the three parameters $(w_i, \mu_i, \Sigma_i)$ and k – the number of components. The parameters of the GMM are typically obtained via an Expectation-Maximization (EM) algorithm using the data set available. This technique is utilized in the work presented in this paper. However, there are a few other important decisions that need to be made regarding the nature of the model before the EM algorithm can be used. These are – the nature of covariance matrix (full or diagonal), whether parameters among gaussian components are shared or not, and the number of components k. Due to the large computational cost of full covariance matrices, diagonal covariance matrix is used and the parameters are not shared among different gaussian components. Finally, the number of components can be set based on prior knowledge or it can be obtained using statistical metrics. Information theoretic metrics such as Akaike Information Criterion (AIC) or Bayesian Information Criterion (BIC) have been used to identify the optimal number of components k. These information theoretic metrics try to provide a balance between model complexity and overfitting. On the other hand, many internal clustering validation measures (such as Calinski-Harabasz index, silhouette criterion, Davies Bouldin index, etc.) rely on information within the data to provide a measure of the goodness of a clustering structure. They are typically based on two important criteria – compactness and separation. Objects within same clusters (or components) are closely related or similar to each other (compactness) and how distinct clusters (or components) are from each other. In the present methodology, the Calinski-Harabasz (CH) index has been used to determine the optimal number of components. The number of components is progressively increased and the C-H index is measured. The number of components with the highest value of the index is chosen.

The advantage of using GMM for clustering is that it can provide statistical inferences about the underlying distributions. Therefore, once the required GMM has been trained using the existing data, it can be used to detect outliers or anomalies among the dataset. Using the values of the parameters obtained for the GMM $(w_i, \mu_i, \Sigma_i)$ the posterior probabilities of any component $p$ for an observation $x$ can then be calculated as:

$$p(x \in p) = g(x|\mu_p, \Sigma_p)$$

The estimated probability density function for each observation is then obtained as a sum over all components of the component density at that observation times the component probability.
E. Post-processing

Using the estimated probability density function of each observation, a profile of the probability density over the entire duration of the flight as shown in Figure 3 can then be constructed. Using appropriate thresholds for the probability enables identification of anomalous sub-sequences or instantaneous anomalies. This threshold can be varied to obtain different number of instantaneous anomalies. The safety analyst can then decide this threshold based on the trade-off between workload and missed detection. Once instantaneous anomalies are identified, plots of variation of flight parameters and energy metrics can be used to visualize and understand the reason for identification of this anomaly. This flexibility enables the analyst to focus attention on a limited number of important anomalies as opposed to a large untenable date set. The identified anomalies can also be compared against traditional exceedance events such as those defined in Table 1 in the appendix.
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Figure 3. Notional depiction of probability density at each point during a flight record and the detection threshold

IV. Results

The methodology outlined previously in section III is implemented on a set of actual flight data and the results are discussed in this section. The data set used in this paper consists of one thousand flight data records collected from routine training flights on a Cessna 172S aircraft. The flight parameters are recorded using a Garmin G1000 at a frequency of one hertz. The parameters included in this study are continuous parameters related to atmospheric data (airspeed, wind speed, pressure altitude etc.), attitude (roll, pitch, yaw etc.), engine data (RPM, exhaust gas temperatures, fuel flow etc.), Global Positioning System (GPS) information, and others. The data set is pre-processed to generate the window features and evaluate energy metrics for each point in the flight data record. While this methodology does not make any assumptions about the phase of flight, in the current implementation, results from the approach and landing phase are focused upon due to the computational cost. This phase of flight has been recognized as the most important from the point of view of improving safety as maximum accidents have occurred in this phase.\textsuperscript{36,37}

Prior to using the GMM for anomaly detection, the number of components for the GMM are identified using the C-H index as noted previously. The GMM is trained with steadily increasing number of components and the C-H index is measured for each trained model. The model with components that gives the highest C-H index is the one displaying the best internal clustering structure and is chosen for this application. Figure 4 shows the variation of C-H index with number of mixture components. Based on this sensitivity analysis, the number of components chosen for the GMM is five. The mean and variance of each gaussian component and the mixing probabilities for the trained GMM with five components is then used in further analysis. These parameters are then utilized to calculate the posterior probability density of being nominal at each point in each flight using Equation 3. The detection threshold for anomalies can be varied depending on the trade off between missed detection and excessive analysis workload. Since the data is obtained from routine operations, there is no ‘ground truth’ available to compare anomalies, however, it is expected that the number of anomalies (if any) will be a very small fraction of the total data. This trade off is examined.
A. Instantaneous Anomalies Identified

In this section, an example of a top instantaneous anomaly during approach and landing identified from the data set is elaborated. The detection threshold for the algorithm is set at 0.5%. Figure 5 shows the variation of the probability density as a function of the distance remaining to the runway for a flight record with an instantaneous anomaly. The probability density is depicted as a natural logarithm of the actual density due to the low values typically observed. The dark and light grey bands represent the probability density at those locations for 50% and 95% of the flight data available and the solid black line represents the probability density of the flight record under consideration. Various detection thresholds are shown in different colors. The identified instantaneous anomaly is detected under all thresholds as it has a precipitous drop in probability density in the region of anomaly. The anomaly can be further analyzed by visualizing the energy metrics and flight parameters in this window and comparing them to all other flight records as well as exceedance events.

Figure 6 shows the variation of key energy metrics in the approach and landing phase for 50% of the flight records (light grey band), 95% of the flight records (dark grey band), and the flight record with the identified anomaly (solid black line). As clearly seen from the figure, the variation of the metrics is within nominal values for the most part, except at the location of the identified instantaneous anomaly window (outlined...
with dotted blue lines). At the beginning of the anomalous window, the total energy and kinetic energy of the flight is too low and therefore, an attempt is made to increase the energy as evidenced by the spike in the specific total energy rate metric. This also results in a very low thrust margin in the anomalous window. It is worth investigating the variation of raw flight data parameters in this window to understand it further.

Figure 6. Variation of energy metrics as a function of distance remaining to runway

Figure 7 shows the variation of certain flight parameters during approach and landing phase for all flight records and the one with the anomalous window. From the variation of the true airspeed, it is evident that the aircraft approached at a very low airspeed and therefore, RPM was increased during the anomalous window to increase it. This caused the variation of energy metrics to be significantly different from nominal operations and identified the window as anomalous. This parameter variation has a semblance of an unstabilized approach and therefore, the identified anomaly could warrant further inspection by an expert. It is worth noting that this anomaly was identified without any prior input and matched exceedance events. Further detailed comparison with existing exceedance events is presented in the following section.

B. Comparison with Traditional Methods

Traditionally, unsafe events are identified using exceedance detection. This consists of examining the flight record for specific occurrences of parameters exceeding pre-defined thresholds. An exceedance is the deviation of a single parameter beyond an established threshold. An event is defined by one or more parameter exceedances that take place concurrently over a specified period of time. Some examples of events during
Figure 7. Variation of flight parameters as a function of distance remaining to runway

Figure 8 shows the comparison of identified instantaneous anomalies with exceedance events presented in Table 1 at different thresholds for anomaly detection. Figure 8(a) plots the variation of number of anomalies identified with the detection threshold as well as the proportion of flights containing instantaneous anomalous windows. The number of anomalies provides an indication of the total number of instants identified at the detection threshold. On the other hand, the proportion of flights containing anomalous windows is also important because multiple instantaneous anomalies may be present within the same flight record. Figure 8(b) plots
the level of agreement between the identified instantaneous anomalies and defined exceedance events (both level 1 and level 2). An agreement is assumed if the identified anomaly contains any of the exceedance events listed in Table 1.

As expected, the number of anomalies and proportion of flights with anomalies increases as the detection threshold is increased. However, as seen in the figure, detection thresholds as low as 5% result in anomalies identified in a majority of flight records. This seems to indicate that the detection threshold should be much lower than that (closer to 1%). The overlap between the anomalous instants identified and the exceedance events outlined in Table 1 is shown in Figure 8(b). The agreement between anomalies obtained from the flight data and the exceedance events outlined in Table 1 is higher for lower detection thresholds and goes on decreasing as the threshold is increased. The reason for this is that as the threshold is increased, increasingly benign events may also get captured as anomalous by the algorithm. One of the reasons high overlap is not observed is because all the exceedance events in the table cannot be easily verified (for example – the flap position is typically not annotated in GA FDR. Therefore all the exceedance events dependent on knowing it cannot be evaluated).

It is noted that improving and calibrating the algorithm to overlap more with the exceedance detection results will affect the algorithm’s ability to identify currently known unsafe or anomalous events. However, it will not necessarily improve the algorithm’s ability to detect potentially significant events that are not included in the available set of pre-defined events (which is one of the aims of using data mining and anomaly detection techniques).

V. Conclusions and Future Work

In this paper, a novel method for identifying instantaneous anomalies in GA flight data was demonstrated. This method utilized energy-based metrics as features in an anomaly detection framework. A sliding-window based pre-processing technique is formulated to ensure temporal aspect of features is captured. A mixture of gaussian models is trained using the available flight data for cluster analysis and outlier detection. Multivariate series are explicitly treated in GMM and it also allows for multiple standard operations which explicitly addresses some of the limitations identified previously. An example of an instantaneous anomaly identified by the methodology is presented and a comparison of the anomalies identified by the methodology with traditional exceedance events is presented.

The main advantage of using these methods is that the expert review process is cut down due to the specific windows identified. They use the data from multiple standard operations and not just static defined events. While the identified anomalies are merely abnormalities in the metrics of interest, they need to be reviewed further in order to fully understand the reason behind their occurrence and whether they are actually events that warrant further inspection and analysis. The methodology will be fine-tuned further to
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include results from other phases of flight. Due to the nature of instantaneous anomalies, the computational time required for identifying them increases greatly with increased number of flight records. Therefore, efficient methods of ensuring the scalability of the techniques will be explored in future work.
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A. List of Exceedance Events

<table>
<thead>
<tr>
<th>No</th>
<th>Event</th>
<th>Level 1</th>
<th>Level 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$V_{NE}$ (Never Exceed Velocity)</td>
<td>158 knots</td>
<td>163 knots</td>
</tr>
<tr>
<td>2</td>
<td>Vertical g Load</td>
<td>3.0</td>
<td>3.8</td>
</tr>
<tr>
<td>3</td>
<td>Vertical g Load - Min</td>
<td>-1.0</td>
<td>-1.52</td>
</tr>
<tr>
<td>4</td>
<td>Oil Temperature - Max</td>
<td>–</td>
<td>245 F</td>
</tr>
<tr>
<td>5</td>
<td>Oil Pressure - Min</td>
<td>–</td>
<td>20 psi</td>
</tr>
<tr>
<td>6</td>
<td>Oil Pressure - Max</td>
<td>–</td>
<td>115 psi</td>
</tr>
<tr>
<td>7</td>
<td>RPM - Max</td>
<td>2700 RPM or</td>
<td>2700 RPM or</td>
</tr>
<tr>
<td></td>
<td></td>
<td>more for ≥ 1s</td>
<td>more for &gt; 5s</td>
</tr>
<tr>
<td>8</td>
<td>Cylinder Head Temperature - Max</td>
<td>500 F</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Fuel Quantity - Min</td>
<td>8 gal.</td>
<td>5 gal.</td>
</tr>
<tr>
<td>10</td>
<td>Bank Angle</td>
<td>60°</td>
<td>≥ 65°</td>
</tr>
<tr>
<td>11</td>
<td>Pitch Attitude (positive)</td>
<td>30°</td>
<td>≥ 35°</td>
</tr>
<tr>
<td>12</td>
<td>Pitch Attitude (negative)</td>
<td>-30°</td>
<td>≤ -35°</td>
</tr>
<tr>
<td>13</td>
<td>Vertical Speed Magnitude Below 1000 AGL</td>
<td>≥ 800 fpm</td>
<td>≥ 1000 fpm</td>
</tr>
<tr>
<td>14</td>
<td>Airspeed at or below 200 feet AGL High Speed Full Flaps</td>
<td>66 knots for 2s</td>
<td>71 knots for 2s</td>
</tr>
<tr>
<td>15</td>
<td>Airspeed at or below 200 feet AGL High Speed Zero Flaps</td>
<td>75 knots for 2s</td>
<td>80 knots for 2s</td>
</tr>
<tr>
<td>16</td>
<td>Airspeed at or below 200 feet AGL Low Speed Full Flaps</td>
<td>60 knots for 2s.</td>
<td>≤56 knots for 1s</td>
</tr>
<tr>
<td>17</td>
<td>Airspeed at or below 200 feet AGL Low Speed Zero Flaps</td>
<td>69 knots for 2s</td>
<td>≤65 knots for 2s</td>
</tr>
<tr>
<td>18</td>
<td>Extended Centerline deviation at 200 feet AGL</td>
<td>2°</td>
<td>3°</td>
</tr>
<tr>
<td>19</td>
<td>Glide angle High (Too steep) at 200 feet AGL</td>
<td>4°</td>
<td>5°</td>
</tr>
<tr>
<td>20</td>
<td>Glide angle Low (Too shallow) at 200 feet AGL</td>
<td>2°</td>
<td>1°</td>
</tr>
<tr>
<td>21</td>
<td>Bank Angle at or below 200 feet AGL</td>
<td>20°</td>
<td>25°</td>
</tr>
<tr>
<td>22</td>
<td>Pitch Attitude at Touchdown (High)</td>
<td>10.5°</td>
<td>12°</td>
</tr>
<tr>
<td>23</td>
<td>Pitch Attitude at Touchdown (Low)</td>
<td>3°</td>
<td>1°</td>
</tr>
<tr>
<td>24</td>
<td>Airspeed at Touchdown (High - Full Flap)</td>
<td>55 knots</td>
<td>60 knots</td>
</tr>
<tr>
<td>25</td>
<td>Airspeed at Touchdown (High - No Flap)</td>
<td>63 knots</td>
<td>68 knots</td>
</tr>
</tbody>
</table>
## B. Summary of Utilized Energy Metrics

Table 2. Summary of implemented energy metrics and data required for computation

<table>
<thead>
<tr>
<th>Metric</th>
<th>Formula</th>
<th>Flight Data</th>
<th>Flight Data + Ref. Profile</th>
<th>Flight Data + Perf. Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Specific Total Energy</td>
<td>$h + \frac{V^2}{2g}$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Specific Potential Energy</td>
<td>$h$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Specific Kinetic Energy</td>
<td>$\frac{V^2}{2g}$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Specific Total Energy Rate</td>
<td>$\dot{h} + \frac{V}{g} = (T - D)V/W$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Specific Potential Energy Rate</td>
<td>$\dot{h} = \frac{V}{g} \sin \gamma$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Potential Flight Path Angle</td>
<td>$\frac{V}{g}$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Energy Rate Distribution</td>
<td>$\text{sign}(\frac{\text{SKER}}{\text{SPER}}) \times \exp(-</td>
<td>\frac{\text{SKER}}{\text{SPER}}</td>
<td>)$</td>
<td>✓</td>
</tr>
<tr>
<td>Specific Total Energy Error</td>
<td>$h_{\text{act}} - h_{\text{ref}} + (\frac{V_{\text{act}}^2 - V_{\text{ref}}^2}{2g})$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Specific Potential Energy Error</td>
<td>$h_{\text{act}} - h_{\text{ref}}$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Specific Kinetic Energy Error</td>
<td>$\frac{(V_{\text{act}}^2 - V_{\text{ref}}^2)}{2g}$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Normalized Specific Energy Error</td>
<td>$\frac{(\text{STE})<em>{\text{act}} - (\text{STE})</em>{\text{ref}}}{(\text{STE})_{\text{tol}}}$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Specific Total Energy Error Rate</td>
<td>$\text{sign}(\text{STEE}) \times \delta(\text{STEE})/\delta t$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Inverse Energy Rate Efficiency</td>
<td>$\frac{V_{\text{act}}(T - D)}{V_{\text{ref}}W(\gamma_{\text{ref}} + \dot{V}_{\text{ref}}/g)}$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Max. Potential Flight Path Angle</td>
<td>$T_{\text{max}} - D/W$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Min. Potential Flight Path Angle</td>
<td>$T_{\text{idle}} - D/W$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Thrust Margin</td>
<td>$1 - \frac{T}{T_{\text{max}}}$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Energy Rate Margin</td>
<td>$\frac{(W(\gamma_{\text{a}} + \dot{V}<em>{\text{a}}/g))}{(T</em>{\text{max}} - D)}$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Energy Rate Demand</td>
<td>$\frac{(W(\gamma_{\text{c}} + \dot{V}<em>{\text{c}}/g))}{(T</em>{\text{idle}} - D)}$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>
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