A time will come to ride the wind and cleave the waves;
I will set my cloud-like sail to cross the sea which raves.
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Giving 3 line matchings with confidence ellipsoids (dashed line), the least
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the constraint of corresponding line degenerates. In row 3, meanwhile, a
consistent cutting outcome of nearly \( \langle 50, 50 \rangle \) appears. The outcome is sen-
sible regarding the motion profile (rotation about an axis parallel to the
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4.5 Example surfaces of \( \log \det(\Omega_x) \) in single line cutting set-up and *HPL*
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7.1 Impact of visual processing latency in visual-inertial SLAM. Assuming 100% correct visual estimation and purely-random IMU noise, the only source of error in visual-inertial state estimation is accumulated IMU bias (quadratic in time). Top: visual-inertial state estimation trend when visual estimation takes 75% of the visual processing budget. Bottom: Trend of visual-inertial state estimation when visual estimation takes 50% of the budget. Reduced latency yields a reduced state estimation error.
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7.3 Comparison between different pose tracking pipelines. Top: canonical pose tracking pipeline, e.g. in ORB-SLAM [4]. Bottom: low-latency pose tracking pipeline, where modifications are highlighted in shade.

7.4 Comparison between different pose tracking pipelines. Top: canonical pose tracking pipeline, e.g. in ORB-SLAM [4]. Bottom: low-latency pose tracking pipeline, where modifications are highlighted in shade.
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<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>BA</td>
<td>Bundle Adjustment</td>
</tr>
<tr>
<td>EIF</td>
<td>Extended Information Filter</td>
</tr>
<tr>
<td>EKF</td>
<td>Extended Kalman Filter</td>
</tr>
<tr>
<td>KF</td>
<td>Key Frame</td>
</tr>
<tr>
<td>KLT</td>
<td>Kanade-Lucas-Tomasi</td>
</tr>
<tr>
<td>HPL</td>
<td>Homogeneous-Points Line Parameterization</td>
</tr>
<tr>
<td>IDL</td>
<td>Inverse-Depth-Points Line Parameterization</td>
</tr>
<tr>
<td>LSQ</td>
<td>Least Squares</td>
</tr>
<tr>
<td>MSCKF</td>
<td>Multi-State Constraint Kalman Filter</td>
</tr>
<tr>
<td>PnP</td>
<td>Perspective-n-Point</td>
</tr>
<tr>
<td>RANSAC</td>
<td>Random Sample Consensus</td>
</tr>
<tr>
<td>RMSE</td>
<td>Root Mean Square Error</td>
</tr>
<tr>
<td>RPE</td>
<td>Relative Position Error</td>
</tr>
<tr>
<td>ROE</td>
<td>Relative Orientation Error</td>
</tr>
<tr>
<td>SfM</td>
<td>Structure from Motion</td>
</tr>
<tr>
<td>SLAM</td>
<td>Simultaneous Localization and Mapping</td>
</tr>
<tr>
<td>VINS</td>
<td>Visual-Inertial State Estimation</td>
</tr>
<tr>
<td>VO</td>
<td>Visual Odometry</td>
</tr>
<tr>
<td>VSLAM</td>
<td>Visual Simultaneous Localization and Mapping</td>
</tr>
<tr>
<td>VI-SLAM</td>
<td>Visual-Inertial Simultaneous Localization and Mapping</td>
</tr>
</tbody>
</table>
SUMMARY

The objective of the thesis is to improve the applicability of Visual Simultaneous Localization and Mapping (VSLAM) on diverse platforms and scenarios, which has broad impact on practical applications in Robotics and Argumented Reality (AR).

Traditionally, a large fraction of effort on VSLAM has focused on performance, for instance accurate pose tracking, dense mapping, etc. The computation cost of VSLAM, on the other hand, is commonly overlooked: many VSLAM systems have to run on desktop CPUs or even GPUs to meet real-time requirements. Until very recently, the applicability of VSLAM draws the attention of community, with target applications on diverse platforms (e.g. micro flying vehicles, AR headset) and scenarios (e.g. low-texture, fast motion). However, state-of-the-art applicable VSLAM involves design choices that trade efficiency with significant sacrifice of performance, therefore with low tracking accuracy and high sensitivity to working environment.

In this thesis, we study feature-based BA SLAM, which has high performance in general but also high computation cost. A series of improvements are proposed to improve both the efficiency and performance of feature-based BA SLAM for diverse platforms and scenarios. As recognized in the SfM and SLAM community, the structure of the SLAM problem can be represented with two equivalent representations: factor graph and Jacobian matrix. From the perspective of information preservation, the full factor graph that contains many inter-connections between nodes should be used. However, for a real-time applicable SLAM, a small and sparse graph (Jacobian) is preferred. A rich body of work has explored offline or posterior graph sparsification. Instead, the scope of this thesis is on online graph selection and sparsification.

The thesis is based upon theorems developed in the submatrix selection literature. Originating from computational theory and machine learning, submatrix selection aims at identifying a subset of columns/rows from the original matrix, while maximizing matrix re-
vealing metrics such as the \textit{Frobenius Norm} and \textit{logDet}. An optimally selected submatrix not only preserves the most information from original matrix but is also much smaller and sparser than the original one. Small-size and sparsity are preferred for efficient numerical optimization; the performance-efficiency trade-off of optimization-related process such as VSLAM is improved thereafter. In Chapter 3, submatrix selection is introduced to guide the feature matching effort in the feature matching module of the VSLAM front-end. Chapter 4 extends the concept of submatrix selection to submatrix tuning, for improving the conditioning of the line-assisted VSLAM. In Chapter 5, the local map data structure and data selection process are explored, as it plays a critical role in VSLAM front-end robustness. Submatrix selection enables efficient construction and querying of a compact local map. In Chapter 6, submatrix selection is introduced to the BA-based VSLAM back-end, which results in a cost-effective back-end solution with superior performance when running on compute limited devices. Finally Chapter 7 explores VSLAM in mobile robotic systems for closed-loop and online usage. VSLAM pose estimation is integrated with high-rate inertial data to generate feedback control signal, which is crucial for close-loop navigation. The benefit of low-latency VSLAM is revealed in the closed-loop navigation, which is a major application of VSLAM.
Visual Odometry (VO) and Visual Simultaneous Localization and Mapping (VSLAM) are essential in a wide range of robotics and Augmented Reality (AR) applications. VO aims at local-consistent pose tracking with or without mapping; while VSLAM covers both local-consistent and global-consistent pose tracking, with explicit mapping and loop closing modules [1]. In the absence of absolute positioning signal, e.g. GPS (outdoor) or local electromagnetic beacons (indoor), VO/VSLAM complements traditional odometry methods such as wheel-based or inertial odometry.

Research over the past two decades has revealed a few key strategies for VO/VSLAM. A large fraction of effort has focused on the accuracy and robustness of pose tracking [2, 3, 4, 5, 6, 7] (and mapping [8, 9]), while meeting the real-time requirement (e.g. 30 fps) on desktops and laptops. However, the computational resources on practical robotics and AR platforms are more diverse and can be more limited. For instance, a micro flying vehicle (MAV) can only support lightweight computing kits [10], while AR headsets typically have ARM SoC with low power consumption. Although many state-of-the-art VO/VSLAM systems achieved good real-time performance on a PC or laptop with a powerful CPU, reaching the same level of performance on a less powerful device remains an open problem. Some VO/VSLAM systems fail to meet real-time processing under computational limits [11]. Other systems gain efficiency with significant performance loss [6, 10]. To improve the applicability of VO/VSLAM on practical robotics and AR applications, cost-efficiency of VO/VSLAM is essential, and has to be further improved.

In this chapter, we review the state-of-the-art in VSLAM and relevant topics of VO and VINS. After discussing the gap of applicability in the existing VO/VSLAM works, the contributions of this thesis are listed as an outline.
1.1 Gap of Applicability in State-of-the-Art VSLAM/VINS Systems

This section covers the literature of VSLAM. We focus the discussion to VSLAM with frame-based, color cameras. VSLAM methods using alternative visual sensor such as event camera are excluded.

Two closely-related topics, VO and VINS are covered as well. Conventionally, VO can be considered as a component of VSLAM: VO aims at local-consistent pose tracking with or without mapping; while VSLAM covers both local-consistent and global-consistent pose tracking, with explicit mapping and loop closing modules [1]. VINS, meanwhile, can be considered as an extension of VSLAM with additional inertial input. VINS gains extra robustness by fusing visual input with inertial. For simplicity we use the term VSLAM to represent both VO and VSLAM.

The typical pipeline of VSLAM/VINS is illustrated in Fig 1.1. Two major component of VSLAM/VINS are an image processing front-end and a state estimation back-end. The role of front-end is to process input visual (and inertial) data, and to associate data captured at different time. It typically consists of feature extraction and data association (feature tracking and loop closure detection). The role of the back-end, meanwhile, is to estimate the state of the visual sensor (e.g. camera) and surrounding environment (e.g. map) using front-end measurements. In VSLAM back-end, the state estimation is typically posed as a Maximum A Posteriori (MAP) problem solved with filters or non-linear joint optimization.
1.1.1 Front-end of VSLAM/VINS

The front-end of VSLAM can be categorized into feature-based and direct methods, as illustrated in Fig 1.3:

Feature-based methods work with feature descriptors, which are computational efficient to extract and insensitive to image noise and viewpoint change. Typically, a feature-based front-end consists of three modules: keypoint detection, feature(descriptor) extraction and feature matching. Most are based on point-feature binary descriptors, e.g. BRISK [13], ORB [14] and FREAK [15]. Due to the robustness and repeatability of point-feature binary descriptors, feature-based front-ends provide long-baseline data associations (illustrated in Fig 1.2), therefore are widely used in modern VSLAM (e.g. ORB-SLAM [4]) and VINS systems (e.g. OKVIS [16]). To increase the amount of long-baseline data associations, feature-based front-ends usually match current feature to a collection of historical features, i.e., local map. Systems that couple feature-based front-end and local map are highly accurate, and are robust in most scenarios where some textures exist. On low-textured scenarios where point feature may be lacking, e.g. corridors and hallways, line and edge can be utilized as alternative features. In the early days of VSLAM, lines were explored to cope with large view change of monocular camera tracking [17, 18]. More recently, with progress in line detection (e.g. LSD[19]) and descriptor (e.g. LBD[20]), line features have been demonstrated as reliable alternatives for VSLAM [21, 22, 23] and VINS [24].

The robustness of feature-based front-ends come with the price of high computational cost. With dedicated hardwares such as FPGA, certain computations that are highly parallelizable can be accelerated, e.g. feature extraction [26, 27, 28]. Nevertheless, matching the features between current image and the map is computationally expensive, since the cost of doing so scales linearly with the map size. To reduce the load in feature matching, direct front-ends omit the explicit feature extraction and matching module (partially or completely). One type of direct front-ends is based on optical flow methods such as KLT [29]. Compared with feature-based front-ends, front-ends using optical flow track pixels
Figure 1.2: Distributions of data association baseline for 3 representative VSLAM front-ends when averaged on EuRoC MAV benchmark [25]: feature descriptor in ORB-SLAM (ORB) [4], KLT in MSCKF [10], and direct SVO [6]. For each association, the baseline is assessed with the length of life: from the first-measured frame to the last-measured frame. The feature-based front-end (ORB) extracts more long-baseline feature matchings than the KLT and direct methods.

in a short duration. Though computationally less costly, the tracking quality is worse than feature-based ones [30]. As a consequence, state-of-the-art VINS systems [31, 32] with KLT-based front-ends have worse tracking performance than feature-based ones [16]. Another direct method uses photometric error as an objective function to optimize for state estimation. These front-ends omit the explicit feature extraction and matching modules completely. The load of matching is postponed to the back-end optimization, which minimizes an direct objective with photometric residuals. In general, VSLAM [7, 6] and VINS [33] systems with photometric-based front-ends are more efficient than feature-based ones.

To further improve the efficiency, state-of-the-art photometric-based front-ends only work with a sparse set of image patches, as opposed to the dense set used at the early stage [5].

The biggest issue of direct measurements, including KLT and photometric error, is the small region of attraction (due to the non-smooth nature of image) [34]. As a consequence, direct front-ends are sensitive to many factors: image noise, initial pose estimation, lighting condition changes, etc. Furthermore, immediate recovery from track failure (i.e., relocalization) is a known issue for direct systems. Therefore, direct systems require certain conditions [7, 35, 36] to work properly, e.g. global shutter camera with precise
Figure 1.3: Front-end options: feature-based [4] vs. direct [7]. **Left:** feature-based front-end extracts a small set of correspondences between frames using feature matching. The correspondences contribute to state estimation as back-projection residual terms. **Right:** direct front-end works on a large set of pixels between frames. Data association and state estimation are typically conducted jointly, via minimizing the photometric residual terms.

calibration, consistent lighting condition, accurate motion prediction or smooth and slow camera motion. These conditions limit the applicability of direct systems for many robotics and AR applications, where VSLAM should work with noisy sensory input under changing environment for long duration. In addition, direct measurements rarely endure over long-baseline travel and can sometimes exhibit intermittent observation, both of which undermine strong localization and triangulation conditioning. For applications with frequent revisits, the percentage of long-baseline associations utilized by direct systems is less than that of feature-based ones, therefore limiting the performance of direct VSLAM systems. Semidirect systems [6] also leverage direct measurements in the pose tracking, therefore have poorer tracking performance than feature-based methods. Direct VINS are less sensitive since the motion priors from inertial sensors are relatively accurate. Still, performance of direct VINS are worse than feature-based VINS, as demonstrated in [11].

To summarize, the applicability of all image processing front-ends mentioned above are limited. In Fig 1.4, we compare these front-ends with regards to three applicability metrics: efficiency, accuracy and robustness:
1) When some level of textures exist, point-feature-based front-ends have high accuracy but also relatively high computation costs, due to the explicit feature extraction and matching. Direct front-ends are efficient, however the accuracy of these methods are poorer, therefore limiting the usage in practical applications. *It is desirable for the VSLAM front-end to have the same level as accuracy as feature-based front-ends, while being as efficient as direct ones.*

2) In low texture situations, line-feature-based front-ends provide extra robustness. However they are typically inaccurate due to the weak-constraint of line features. *It is desirable for the VSLAM front-end to have the same level of robustness as line-feature-based front-ends, while being more accurate.*

### 1.1.2 Back-end of VSLAM/VINS

To exploit the multi-core and multi-thread capabilities of modern compute hardware, state estimation in VSLAM/VINS is separated into multiple threads, each tackles a semi-independent problem. Modern VSLAM/VINS systems typically have 3 threads:

1) Pose tracking thread: conducts pose-only optimization on the current frame. It should meet strict frame-rate imposed constraints on processing time, including the overhead of the front-end. For efficiency, it is common to assume fixed map in pose tracking thread, and only optimize the state of current frame. Common optimization methods include PnP and pose-only BA.
2) Local optimization thread: conducts joint optimization of poses and mapped features at local scale (e.g. within a short history). Depending on the task requirement, the rate of local optimization ranges between frame-rate and sub-frame-rate. Compared with the pose tracking thread, the computation of local optimization is much higher due to the high dimensionality of states to be optimized.

3) Global optimization thread: conducts optimization of poses (and mapped features) at global scale (e.g. the entire history). Global optimization could be executed at the lowest frequency, e.g. only being triggered when a loop closure is detected. Furthermore, it is common for global optimization to work on the camera-only system (i.e., pose graph optimization), therefore further reducing the computational load.

The local optimization is the major bottleneck for applicable VSLAM/VINS, since the computational costs are high while the demanded processing rate is likewise high. In what follows, we first review existing optimization techniques in local optimization. Then, a gap of applicability in existing local optimization methods is revealed, which motivates the cost-efficiency local BA work (i.e., Good Graph) in this thesis.

There is a long history in SLAM community to apply filters, such as EKF [2] and EIF [37], to local optimization. The complexity of EKF and EIF are extremely high: $O((n + m)^3)$, with $n$-D camera states and $m$-D map states. This is due to the dense structure (covariance matrix or information matrix) utilized to model joint distribution in EKF and EIF. Not surprisingly, the performance-efficiency trade-off of EKF and EIF failed to meet the large-scale, long-term requirement of VSLAM [38]. The efficiency of EKF can be significantly improved by optimizing the camera states only, while modeling map states as constraints between camera states. One representative design of efficient EKF is MSCKF [39], which has been well studied and applied to VINS [40, 10]. The complexity of MSCKF is $O((n)^3 + m)$, which is linear in the cardinality of the map. However, MSCKF has the downside of degraded mapping (e.g. map points are poorly distributed and inaccurate). Furthermore, all EKF variants introduced above are known to be inconsistent: they have...
Figure 1.5: Illustration of filter and BA, as variants of general Markov Random Field (MRF) [38]. Notice the dense structure in filter (the edges between map nodes) and the sparse structure in keyframe BA.

to linearize and marginalize old states at an early stage, which may be conflicting with later states as more measurements arrive.

Bundle adjustment, on the other hand, has proven to be more accurate, especially in large-scale SfM and SLAM problem [38], when computational resources are sufficient. BA methods are more consistent than filters since there is no early linearization or marginalization. The downside of BA is the computation complexity: it could be cubic at the worst case! Therefore, BA requires extra effort in bounding the scale of the states to be optimized. One tactic for bounding the computational cost of BA in local optimization is exploiting the sparsity property of SLAM problem [41, 42, 43, 44]. As illustrated in Fig 1.5, SLAM is sparse: the map can be modeled as a set of independent states, and the time-varying camera poses can be modeled as Markov. Exploiting the sparse structure with specialized data structures and data organization methods leads to a sparse optimization problem that is efficiently solved with Schur marginalization and back substitution. In this way, the time complexity of local BA can be reduced to $O(n^3 + mn)$: 1) Marginalize out all the map states, with cost $O(mn)$; 2) Solve the reduced camera system, with $O(n^3)$; and 3) Back substitute to collect the map states, with $O(mn)$.

Sparse local BA is implemented in the back-end solvers of modern VSLAM [3, 5, 6, 7, 4] and VINS [16, 31, 45] systems. State-of-the-art non-linear solvers, such as iSAM2[44], g2o[46], Ceres[47], SLAM++[48] and ICE-BA[45], support sparse least squares optimization using state-of-the-art solvers, e.g. Levenberg-Marquardt and Conjugate Gradient Descent.
Apart from sparsity, another key characteristic of SLAM problem to exploit is the incremental nature: measurements arrive sequentially, rendering the SLAM problem equivalent to an incremental estimation problem. Incremental solvers reuse the previously calculated factorization, and only perform calculations for states affected by the currently arrived measurements. Pioneering works of iSAM [43, 44] use Givens rotation to update the QR factorization incrementally. Incremental Cholesky factorization updates have been incorporated into the BA-based back-end solvers [49]. Incremental algorithms for another compute intensive module, Schur elimination, have also been implemented [50]. More recently, the combination of sliding window and incremental algorithms has been explored [45].

Though a rich body of works exist in reducing the computational cost of the local BA, it is still more expensive than carefully designed filter back-ends such as MSCKF. As illustrated in Fig 1.6, a gap of applicability exists in the back-ends of VSLAM/VINS. MSCKF-based back-ends are computationally inexpensive, but with unsatisfactory quality in pose tracking and mapping. Sparse (and incremental) BA back-ends have the best performance, yet they are quite expensive to compute. Therefore, VSLAM/VINS systems with BA-based back-end haven’t achieved the same level of success as filter-based ones when there are strict computational constraints. Still, BA-based back-ends have great potential on account of having better accuracy and robustness. Furthermore, BA-based back-ends
provide a more accurate and richer 3D map, which is crucial for downstream modules such as 3D scene understanding, interaction, and closed-loop navigation [51]. Therefore, speeding up the sparse BA back-end without performance loss will have a huge impact on the applicability of BA-based VSLAM.

1.2 General Problem of Submatrix Selection

The works to be described in this thesis are based upon theorems developed in computational theory and applied mathematics. Specifically, the general problem of submatrix selection is closely related. Given a matrix $A \in \mathbb{R}^{n \times m}$ (usually in full-rank), it is of interest to compress $A$ via selecting a submatrix $A_s$, such that the selected submatrix behaves spectrally similarly to the original matrix, i.e., the singular values of the two matrices are comparable. In most cases, the selection is further limited to one dimension of full matrix $A$ only, which is referred as column (row) subset selection.

Submatrix selection, especially column (row) subset selection, has been extensively studied for large-scale problems that $A$ has tens of thousands of rows and columns, or more. A variety of algorithms are developed to solve submatrix selection for large-scale matrix, including random sampling [52, 53], greedy forward [54] and backward stepwise selection [55], forward stagewise regression [56, 57]), branch and bound [58, 59], and convex optimization such as ridge regression [60] and the lasso [61]. Random sampling methods [52, 53] have good performance when the scale of matrices is vastly huge; the performance degrades when the matrix gets smaller. Optimization based methods, such as branch and bound [58, 59] and convex optimization [60, 61], have good performance guarantee in general. However these methods are compute-expensive. Stepwise and stagewise methods are in the middle ground: they are less expensive to compute, but with degraded performance guarantee.

Compared with the existing studies on general submatrix selection, the problem dealt with in this thesis is similar in-spirit, but has several differences arising from the target
application. A large portion of the literature aims to solve in tractable ways large-scale linear problems requiring high-performance computing (HPC) that exceed the capabilities of HPC machines. These large-scale problems require reduction to be solveable, or require acceleration to be solveable on reasonable time-scales (possibly due to an iterative outer loop associated to the actual problem solution). Many of the same approaches to arriving at computationally tractable methods for large-scale problems apply to moderately-scaled problems on compute limited devices. However, the real-time constraints and trade-offs associated to the accelerated solutions need to be managed. The problems arising in SLAM have three key differences: 1) the scale of matrix in VSLAM is much smaller than those matrices in machine learning and data mining; 2) the compute budget (processing speed, memory, time cost) in VSLAM is highly restrictive, and 3) the performance requirement of submatrix selection is strict due to the sequential nature of VSLAM. The first difference is important because some of the accelerated solutions rely on theorems that hold in the asymptotic sense (as the matrix grows and the subset sought shrinks percentage-wise). Additionally, the desired submatrix selection algorithm in this thesis should have strict performance guarantees, while being highly efficient when working on small to medium scale matrices (e.g. with hundreds of rows and columns). In the meantime, the scalability to large-scale submatrix selection is less of a concern. Per such requirements, a specific family of submatrix selection algorithm, namely greedy stepwise selection, is extensively studied and verified.

1.3 Pipeline of Feature-based BA VSLAM

In this thesis, we revisit the feature-based BA VSLAM, which has the best performance but also high computational costs. Two state-of-the-art feature-based BA VSLAM, ORB-SLAM [4] and PL-SLAM [23], are chosen as the base VSLAM system to improve upon.

The pipeline of ORB-SLAM [4] is illustrated in Fig 1.7. The computation load is separated into three parallel threads, i.e., tracking, local mapping and loop closing. As
Figure 1.7: Detailed pipeline of state-of-the-art feature-based BA VSLAM, ORB-SLAM [4]. The modules improved in this thesis are highlighted in red. **Top:** three threads are running in-parallel: 1) tracking, 2) local mapping and 3) loop closing. **Bottom:** when working with stereo input, pre-rectification of input image pair is conducted. Although it is not shown in this figure, ORB-SLAM also works with monocular input.

discussed early in VSLAM front-end options, the main bottlenecks of pose tracking are feature extraction and matching. In the example pipeline, ORB (feature) extraction is conducted as a part of the pre-processing module, while feature matching is conducted in the
Figure 1.8: Detailed pipeline of state-of-the-art line-assisted BA VSLAM, PL-SLAM [23]. The module improved in this thesis is highlighted in red. Similar to ORB-SLAM [4], three major threads run in parallel: 1) stereo VO (pose tracking), 2) local mapping and 3) loop closing.

stereo matching and the track local map modules. Naturally, the efficiency of these modules (ORB extraction, stereo matching, and track local map) are worth looking into if we want to improve the applicability of feature-based BA VSLAM. Apart from image processing front-end, the local mapping also affects the applicability of VSLAM heavily. As mentioned in VSLAM back-end options, both the computational costs and the demanded processing rate is high for local mapping. The cost-efficiency of the most compute-heavy module in local mapping, namely local BA, is worth looking into as well.
While point-feature-based ORB-SLAM has top-of-the-line performance in many scenarios, it does suffer when point features are lacking in the environment. Concrete examples include low-textured environment and motion-blurring. To run VSLAM robustly on these scenarios, it is desired to incorporate line features into a point-feature VSLAM pipeline. A state-of-the-art VSLAM system that tracks both point and line features is PL-SLAM [23]. The pipeline of PL-SLAM is illustrated in Fig 1.8. Similar to ORB-SLAM [4], the computation load is separated into three parallel threads. One primary limitation of line-assisted PL-SLAM is that, the real-time pose tracking with line features (frame-to-frame tracking) is not as accurate as the point counterpart. Due to the weak nature of line features and the frequent self-occlusion, lines are hard to triangulate and update with accumulated measurements. Here, hard means with high uncertainty, therefore the resulting 3D lines in the map are typically erroneous. The accuracy of line-assisted pose tracking needs further improvement for practical applications. In addition, the computational cost of modern line detectors such as LSD [19] is higher than point detectors. Through it is out of the scope of this thesis, accelerating feature extraction with dedicated hardware, such as FPGAs, is worth investigating as well.

1.4 Outline of the Thesis

The rest of this thesis is organized as follows:

- Chapter 2 describes the general forms of least squares optimization objectives used in multiple modules of VSLAM. The connection between least squares optimization and submatrix selection is revealed for the described optimization problems. A set of submatrix selection metrics have the property of submodularity, which enables efficient and near-optimal selection algorithms. Recognizing the universality of these efficient solutions leads to several improvements to VSLAM, as described in the remaining Chapters of the thesis.
• Chapter 3 applies submodular submatrix selection to a computation-intense module in the VSLAM front-end, i.e., map-to-frame feature matching. It is then combined with active feature matching, leading to a low-latency, performance guaranteed feature matching algorithm, dubbed Good Feature Matching [62, 63].

• Chapter 4 extends the idea of point feature selection to line features. A specific property of lines, i.e., extending along specific direction, is exploited to enable line feature refinement. The underlying optimization objective of line feature refinement is a convex optimization problem. An efficient, multi-start algorithm for generating sub-optimal solutions, dubbed Good Line Cutting [64], is described and evaluated.

• Chapter 5 details an appearance-based enhancement (Map Hashing [65]) for constructing, populating, and querying the local map. Local map is a critical accuracy-improving sub-component of the VSLAM front-end. An efficient hashing technique is applied to store and query appearance prior. Furthermore, submodular submatrix selection provides a means to reduce the quantity of hash queries through active, online table selection, thereby reducing the overhead of local map construction.

• Chapter 6 tackles the computational costs of the general BA problem, which is frequently solved in BA-based VSLAM back-end. A novel, rigorous method to determine the state subset in BA with strong performance guarantee is proposed, dubbed Good Graph [66]. Furthermore, we explore the potential of budget-awareness to determine the size of desired Good Graph on-the-fly.

• Chapter 7 explores the application of previously described efficiency improvements to closed-loop robot navigation, when integrated into a loosely-coupled visual-inertial state estimation system. The accurate and low-latency of described visual SLAM method is revealed in the closed-loop navigation scenario investigated. A reproducible benchmarking simulation [67] for closed-loop VSLAM evaluation is pre-
sented, which supports comprehensive evaluation of VSLAM in closed-loop navigation tasks.

- Chapter 8 concludes the thesis with a summary of findings and observations. Directions for future research are discussed as well.
CHAPTER 2
PRELIMINARY

2.1 Background

A key perspective of this thesis is speeding up compute-intensive modules in VSLAM with submodular submatrix selection. The majority of VSLAM modules, as studied in this thesis, can be formulated as some sort of least squares problem:

\[
\arg \min_x \sum_{i,j} \| \rho(x(i), x(j)) \|_2^2 \Sigma_{ij}, \tag{2.1}
\]

where \( x \) is the vector of states to be optimized, \( \rho \) is the residual function, and \( \Sigma_{ij} \) is the covariance of each residual term.

With first-order approximation, these least squares problems can be further simplified into linear systems:

\[
\arg \min_\delta \| J\delta - b \|^2, \tag{2.2}
\]

where the Jacobian \( J \) is of interest. The Jacobian \( J \) can be equivalently represented as a factor graph [68]. A toy example of factor graph, as well as equivalent Jacobian and system (Hessian) matrix, are illustrated in Fig 2.1.

A toy example of SLAM (in factor graph representation), as well as corresponding Jacobian, is illustrated in Fig 2.1. Each factor (measurement) has corresponding non-zero filling in the Jacobian. Each factor has corresponding row, and each state (pose/landmark) has corresponding column.

Both the size and the sparsity of Jacobian \( J \) are closely related to cost-efficiency of corresponding VSLAM modules:

1) In the feature matching module of the VSLAM front-end, the number of rows in \( J \) is de-
Figure 2.1: A toy example of factor graph and matrix representations [68]. **Left:** a factor graph with 3 poses $x_i$ and 2 landmarks $l_i$. **Right:** corresponding Jacobian, where each factor (measurement) has corresponding row, and each state (pose/landmark) has corresponding column.

determined by the total number of feature matchings, while the number of columns is fixed (to the state of current frame). Each measurement contributes to a set of fillings accordingly. Collecting a $J$ with a small row number is clearly cheaper in terms of feature matching effort. Since feature matching could be expensive in the presence of many matching candidates, it is desired to bound the effort of feature matching by building a small Jacobian.

2) For BA optimization in VSLAM back-end, both the row number and column number of $J$ are correlated to computation cost. Similar to the front-end case, each row of $J$ stands for a measurement, e.g. a feature matching or an odometry reading. Each column of $J$, on the other hand, stands for a state to be optimized. Collecting a $J$ with a limit size on row and column is much cheaper: less computation effort is required in data association. Furthermore, the cost of numeral optimization is reduced when working on a $J$ with less rows/columns, as the computation costs of most matrix manipulations involved in numeral optimization have cubic growth.

Naturally, it is attractive to build a principled solution that selects a small-size Jacobian from the full Jacobian $J$ with little overhead. Apart from size limitation, it is also desired to preserve the spectral property of the full matrix $J$ as much as possible. The general problem, i.e., submatrix selection, has been studied in the fields of computational theory and machine learning. The submatrix selection problem is defined as: given a matrix $J$,
select a subset of rows and columns so that the overall spectral properties of the selected submatrix are preserved as much as possible.

### 2.2 Matrix-Revealing Metrics

As extensively studied in the numerical methods and machine learning fields [69, 70], a number of matrix-revealing metrics exist to score the subset selection process. They are listed in Table 2.1. Subset selection with any of the listed matrix-revealing metrics is equivalent to a finite combinatorial optimization problem under the cardinality constraint:

$$\max_{S_1 \subseteq \{1, \ldots, m\}, S_2 \subseteq \{1, \ldots, n\}, |S_1| = k_1, |S_2| = k_2} f([J(S_1, S_2)]^T[J(S_1, S_2)])$$

where $S_1$ is the index subset of selected rows from the full matrix $J$, $S_2$ is the index subset of selected columns, $[J(S_1, S_2)]$ is the corresponding submatrix indexed by $S_1$ and $S_2$, $k_1$ and $k_2$ are the cardinalities of row and column subset, and $f$ the matrix-revealing metric.

### 2.3 Submatrix Selection Algorithms

While the combinatorial optimization can be solved by brute force, the exponentially-growing problem space quickly becomes impractical to search over for real-time VSLAM applications. To employ efficient subset selection strategies while limiting the loss in optimality, the submodularity property of subset selection is exploited [71, 72, 73, 74].

**Definition** [75] A set function $f : 2^F \to \mathbb{R}$ is submodular if, for any subsets $A \subseteq B \subseteq F$, and for any element $e \in F \setminus B$, it holds that:
\[ f(A \cup e) - f(A) \geq f(B \cup e) - f(B) \]

Submodularity formalizes the notion of diminishing returns in discrete domain: adding a row(block) to a small submatrix is more advantageous than adding it to a large submatrix. More importantly, a submodular function can be solved with greedy heuristic:

**Proposition 1 (Suboptimal submodular maximization [75])** Given a normalized, monotone, submodular set function \( f : 2^F \rightarrow \mathbb{R} \), and calling \( S^* \) the optimal solution of the maximization problem 2.3, then the set \( S^\# \), computed by the greedy heuristic, is such that:

\[ f(S^\#) \geq (1 - 1/e) f(S^*) \approx 0.63 f(S^*) \]

This bound ensures that the worst-case performance of a simple greedy algorithm cannot be far from the optimum. Except for \( \text{Min-Cond} \), the metrics listed in Table 2.1 are either submodular or approximately submodular, and monotone increasing. The \( \text{Max-logDet} \) metric is submodular [73], while the \( \text{Max-Trace} \) is modular (a stronger property) [71].

Lastly, \( \text{Max-MinEigenValue} \) is approximately submodular [72]. Therefore, selecting rows with these metrics can be approximately solved with greedy methods. Using these known properties, the aim here is to arrive at an efficient submatrix selection algorithm without significant loss in optimality.

### 2.3.1 Greedy Selection

Subset selection with submodular metric has been studied for sensor selection [73] and feature selection [74], with reliance on a simple greedy algorithm commonly used to approximate the original NP-hard combinational optimization problem. The approximation ratio of the greedy approach is \( 1 - 1/e \) [71]. This approximation ratio is the best achievable by any polynomial time algorithm under the assumption that \( P \neq NP \).

The computation complexity of the greedy selection is \( \mathcal{O}(kn) \), when selecting \( k \)-size submatrix from \( n \)-size full matrix. When working with a large-size matrix, the cost of
greedy selection could be too expensive for real-time VSLAM applications. Several accelerating techniques exist for the greedy selection, which could be crucial for applying submatrix selection to large-size matrix with real-time requirement.

2.3.2 Lazy Greedy

The classical greedy algorithm can be enhanced into an accelerated version, lazy greedy [76]. The key idea of lazy greedy is utilizing a compute-cheap upper bound to reject unwanted candidates, therefore reducing the computation of actual margin gain at each iteration. Obviously, the speed up of lazy greedy hinges on the tightness of the upper bound. Consider an idealized case, where the computing upper bound takes zero-cost and a constant rejection ratio $\rho$ is achieved with the upper bound. Hence the total complexity of selecting a $k$-size submatrix out of the $n$-size full matrix using lazy greedy algorithm is $O(k(1 - \rho)n)$: the lazy greedy algorithm has to run $k$ rounds, in each round it will go through $(1 - \rho)n$ candidates to identify the current best row/column.

For certain metric (e.g. Max-MinEigenValue), the tight upper bound exists. For the $\log$Det metric, the upper bound derived from Hadamard’s inequality [77] is quite loose (i.e., $\rho \approx 0$):

$$\log \det (Q) \leq \sum_{i=1}^{m} \log(Q_{ii}), \text{ rank}(Q) = m. \quad (2.4)$$

Therefore the lazy greedy algorithm is not a general solution to efficient submatrix selection. Even when working with metric that has tight upper-bound, the amount of computation saved by lazy greedy is limited. As reported in [74] and further confirmed in our simulation in Chapter 3, the time cost of lazy greedy selection in VSLAM easily exceeds the real-time requirement (e.g. 30ms per frame). Hence the lazy greedy is still limited in applicability and efficiency.
2.3.3 Lazier-than-Lazy Greedy

Compared to the aforementioned deterministic methods (e.g. classic and lazy greedy), randomized submatrix selection has been studied as a faster alternative with probabilistic performance guarantee [78, 79]. Combining randomized selection with deterministic method yields fast yet near-optimal submatrix selection for specific matrix norms [70, 80] and general submodular functions [81, 82].

The combined algorithm is dubbed as lazier-than-lazy greedy, or lazier greedy for further simplicity. The general procedure of lazier greedy is presented in Fig 2.2. The idea of lazier greedy is simple: at each round of greedy selection, instead of going through all $n$ candidates, only a random subset of candidates are evaluated to identify the current best candidate. Furthermore, the size of random subset $s$ can be controlled with a decay factor $\epsilon$: $s = \frac{n}{k} \log\left(\frac{1}{\epsilon}\right)$. In this way, the total complexity is reduced from $O(kn)$ (greedy) or $O(k(1 - \rho)n)$ (lazy greedy) to $O(\log(\frac{1}{\epsilon})n)$. The majority of this thesis is based upon the following two theorems:

**Theorem 2** [81] Let $f$ be a non-negative monotone submodular function. Let us also set $s = \frac{n}{k} \log\left(\frac{1}{\epsilon}\right)$. Then lazier greedy achieves a $(1 - 1/e - \epsilon)$ approximation guarantee in expectation to the optimum solution of problem Eq 3.8.

**Theorem 3** [82] The expectation of approximation guarantee of $(1 - 1/e - \epsilon)$ is reached
with a minimum probability of $1 - e(-0.5k(\sqrt{\mu} + \ln(\epsilon + e^{-1})/\sqrt{\mu})^2)$, when maximizing a monotone submodular function under cardinality constraint $k$ with lazier-greedy. $\mu \in (0, 1]$ is the average of approximation ratio when maximizing margin gain at each iteration of lazier greedy.

Notice that the symbols and formulations in Theorem 3 are adjusted from the original proof at [82] to be consistent with Theorem 2. According to these two theorems: 1) lazier greedy introduce a linear loss $\epsilon$ to the approximation ratio in expectation; and 2) the expectation of linear-loss approximation ratio can be guaranteed with high probability. Compared to the theoretical upper bound of approximation ratio, $1 - 1/e$, which no polynomial time algorithm can exceed [71], lazier greedy only loses a small portion from it (in expectation and probability).
CHAPTER 3
GOOD FEATURE MATCHING: LOW-LATENCY FRONT-END OF FEATURE-BASED VSLAM

3.1 Introduction

This chapter describes the Good Feature Matching algorithm that reduces the latency of feature matching in VSLAM/VINS. The key observation that motivates the research: the camera pose estimation in VSLAM is an over-constraint optimization problem with massive over-measurement. Taking less feature matchings reduces the computation cost in VSLAM, yet increases the effect of outliers and noise. Obviously a trade-off of performance-efficiency exists between aggressive feature subset selection and keeping the full feature set. When properly selected, the feature subset can actually balance the performance drop and efficiency improvement. The goal of this work is to identify a small subset of features (a.k.a. good features) that are most valuable towards pose estimation with minimum compute overhead. By only utilizing the good features in both data association and state optimization, the latency of pose tracking is improved, while the accuracy and robustness are preserved.

The primary outcome of this work is illustrated in Fig 3.1. At the left column, we present the latency-accuracy trade-off of 4 monocular VSLAM systems on a public benchmark (EuRoC MAV [25]). Each marker on the plot represents a successfully tracked sequence (zero track loss in 10 repeated trials) for the denoted VSLAM system. To better understand the latency-accuracy trade-off in each VSLAM system, we adjust the maximum number of features/patches extracted per frame (for GF-ORB, we also adjust the maximum number of good feature being matched per frame), to obtain the workable region of each system in the latency-accuracy plot (in dashed contour). According to the left
Figure 3.1: Latency reduction and accuracy preservation of proposed approach on EuRoC MAV benchmark. Four monocular VSLAM systems are assessed: semidirect SVO [6], direct DSO [7], feature-based ORB [4], and proposed GF-ORB. Left: latency vs. accuracy of four systems. The workable region (in dashed contour) of each system is obtained by adjusting the maximum number of features/patches per frame. Right: latency break down of each module in pose tracking pipelines, average on EuRoC benchmark. An example configuration that yields good trade-off of latency and accuracy is set: 800 features/patches extracted per frame; for GF-ORB we further limit the number of good features matched per frame to 100.

Column of Fig 3.1, feature-based ORB-SLAM occupies the lower-right portion, as it is accurate yet with high-latency; direct DSO can reach lower latency than ORB-SLAM under some configurations, but it has an order of magnitude higher absolute root-mean-square error (RMSE) than ORB-SLAM; the tight-bounded working region of semidirect SVO is at the upper-left, meaning it is efficient yet inaccurate. The objectives of low-latency and high-accuracy are achieved with the proposed approach, GF-ORB-SLAM, whose markers are located in the lower-left region of the plot. We further present the break down of latency introduced by each module in pose tracking pipelines, under example configurations for all 4 VSLAM systems. When GF-ORB-SLAM is compared with the baseline ORB-SLAM, the time cost of feature extraction is identical, but the feature matching and subsequent modules have a significantly reduced time cost. The overall latency of GF-ORB is the lowest among all four systems, including the semidirect SVO.

Contributions of this work include:

1) Studying the error model of least squares pose optimization, which connects the performance of pose optimization to the spectral property of a weighted Jacobian matrix;
2) **Exploring metrics** connected to the least squares conditioning of pose optimization, with quantification of $\text{Max-logDet}$ as the optimal metric;

3) An **efficient Good Feature Selection algorithm** that works with $\text{Max-logDet}$ metric is introduced, which is an order of magnitude faster than state-of-the-art feature selection approaches;

4) Fusing Good Feature Selection and active matching into a **generic Good Feature Matching algorithm**, which is efficient and applicable to feature-based VSLAM; and

5) **Comprehensive evaluation** of Good Feature Matching on a state-of-the-art feature-based VSLAM system, with multiple benchmarks, sensor setups and computation platforms. Evaluation results demonstrate both latency reduction and accuracy and robustness preservation with the propose method. We open source our implementations for both monocular \(^1\) and stereo SLAM \(^2\).

### 3.2 Background

This work is closely connected to following two research topics in VSLAM:

3.2.1 **Feature Selection**

Feature selection has been widely applied in VSLAM for performance and efficiency purposes. Conventionally, fully data-driven and randomized methods such as RANSAC are used to reject outlier features [2]. Extensions to RANSAC improve its computational efficiency [83, 84]. These RANSAC-like approaches are utilized in many VSLAM systems [2, 3, 4] to improve the robustness of state estimation.

Apart from outlier rejection, feature selection methods are also utilized for inlier selection, which aims to identify valuable inlier matches from useless ones. One major benefit of inlier selection is the reduction of computation (and latency thereafter), since only a small set of selected inliers are processed by VSLAM. In addition, it is possible to improve

\(^1\)https://github.com/ivalab/GF_ORB_SLAM
\(^2\)https://github.com/ivalab/gf_orb_slam2
accuracy with inlier selection, as demonstrated in [85, 86, 87, 62]. The scope of this work is on inlier selection, which reduces the latency of VSLAM while preserving the accuracy and robustness.

Image appearance has been used to guide inlier selection: feature points with distinct color/texture patterns are more likely to get matched correctly [88, 89, 90]. However, these works solely rely on quantifying distinct appearance, while the structural information of the 3D world and the camera motion are ignored. While we agree that appearance cues are important in feature selection, the focus of this work is on the latter properties: identifying valuable features based on structural and motion information. The proposed structural-driven method can be combined with the appearance-based complementary approach [62].

To exploit the structural and motion information, covariance-based inlier selection methods are studied [2, 91, 92, 93, 94, 74]. Most of these works are based on pose covariance matrix, which has two key characteristics: 1) it contains both structural and motion information implicitly, and 2) it approximately represents the uncertainty ellipsoid of pose estimation. Based on the pose covariance matrix, different metrics were introduced to guide the inlier selection, such as information gain [2], entropy [92], trace [93], covariance ratio [94], minimum eigenvalue and log determinant [74]. Covariance-based inlier selection methods are studied for both filtering-based VSLAM [2, 91, 92, 93, 94] and BA-based VSLAM [50, 48, 74].

Observability matrix has been studied as an alternative of covariance matrix to guide feature selection [86, 87]. In these works, the connection between pose tracking accuracy and observability conditioning of SLAM as a dynamic system is studied. The insight of their work being: the better conditioned the SLAM system is, the more tolerant the pose estimator will be towards feature measurement error. To that end, the minimum singular value of observability matrix is used as the metric to guide feature selection. However, the efficient construction of observability matrix relies on the piecewise linear assumption, which limits the applicability of observability-based feature selection. Furthermore, we
argue that covariance matrix is better suited for static or *instantaneous* bundle adjustment (BA) problem as been formulated in pose tracking, and it can be constructed efficiently for non-linear optimizers.

The study in [74] is mostly related to our work. In [74], feature selection is performed by maximizing the information gain towards pose estimation within a prediction horizon. Two feature selection metrics were evaluated, minimal eigenvalue and log determinant (*Max-logDet*). Though the log determinant metric is utilized in our work, the algorithm for approximately selecting the feature subset maximizing *logDet* differs, as well as the matrix whose conditioning is optimized. Compared with [74], our work is more applicable for low-latency pose tracking thanks to two key advantages. First, the lazier-greedy algorithm presented in our work is efficient. It takes an order of magnitude less time than the lazy-greedy algorithm of [74], yet preserves the optimality bound. Second, we present the combination of efficient feature selection and active feature matching, which reduces the latency of both data association and state optimization. Meanwhile, [74] selects features after data association, therefore leaving the latency of data association unchanged. The experimental results in [74] supports our claim on applicability: there are occasions that feature selection actually increases the latency of full pipeline, compared with the original all-feature approach.

### 3.2.2 Active Matching

Another key perspective of this work is combining feature selection algorithm with active feature matching, which leads to latency-reduction in both data association and state optimization. Active matching refers to the guided feature matching methods that prioritize processing resource (e.g. CPU percentage, latency budget) on a subset of features. Compared with the brute force approach that treats all features equally, active matching is potentially more efficient, especially under resource constraints.

Active matching has been intensively studied for filter-based VSLAM, with represen-
tative works [95, 96, 97]. Traditional active matching methods are designed upon dense covariance matrix (i.e., majority of off-diagonal components are filled), therefore are obsolete in modern VSLAM driven by non-linear sparse optimizers. Furthermore, the algorithms used by these active matching methods were extremely compute-heavy, therefore impossible to integrate into the real-time pose tracking thread of modern VSLAM system. Therefore, the idea of active matching gets less attractive, as quoted from [51]: “the problem with this idea (active searching) was that ... too much computation is required to decide where to look.” In this work, we demonstrate the worthy of revisiting the classic idea of active matching: the Good Feature Matching algorithm is extremely efficient and applicable, based upon specific matrices and selection algorithm tailored for non-linear optimization. To the best of our knowledge, this is the first work that demonstrates the applicability of latency-reduction and accuracy preservation in real-time pose tracking with active feature selection.

3.3 Conditioning of Pose Tracking Objective

Without loss of generality, this work is based on the least squares objective of pose tracking below:

$$\hat{x} = \arg\min_x \|h(x, p) - z\|^2,$$  \hspace{1cm} (3.1)

where $x$ is the pose of the camera, $p$ are the 3D feature points and $z$ are the corresponding 2D image measurements. The measurement function, $h(x, p)$, is a combination of the $SE(3)$ transformation (world-to-camera) and pin-hole projection. For simplification, we omit the distortion of camera lens in $h(x, p)$. In practice, it is typical to replace the quadratic loss in Eq 3.1 with some robust loss function, e.g. Huber Kernel. Nevertheless, least squares with robust kernel can be approximated with iteratively reweighted least squares [98]. Therefore, the formulations in the following can be extended to robust least squares by simply including a weight matrix.
Solving the least squares objective often involves the first-order approximation of all non-linear functions in Eq 3.1:

\[
\begin{align*}
    h(x, p) & \approx h(x^{(s)}, p) + H_x(x - x^{(s)}) \\
    h(x, p) & \approx h(x, p^{(s)}) + H_p(p - p^{(s)})
\end{align*}
\] (3.2)

where \(H_x\) is the measurement Jacobian linearized about the initial guess \(x^{(s)}\). In Gauss-Newton style optimizer, minimization of Eq 3.1 is done iteratively via

\[
x^{(s+1)} = x^{(s)} - H_x^+ (z - h(x^{(s)}, p)).
\] (3.3)

The accuracy of Gauss-Newton depends on the residual error \(\epsilon_r\), which can be decomposed into two terms: measurement error \(\epsilon_z\) and map error \(\epsilon_p\). Assuming the input error are under independent Gaussian: \(\epsilon_z(i) \sim N(0, \Sigma_z(i))\) and \(\epsilon_p(i) \sim N(0, \Sigma_p(i))\). Then we can derive the covariance matrix of pose estimation:

\[
\begin{align*}
    \Sigma_r &= \Sigma_z + H_p \Sigma_p H_p^T \\
    \Sigma_x &= H_x^+ \Sigma_r (H_x^+)^T = H_x^+ W_r (H_x^+ W_r)^T
\end{align*}
\] (3.4)

where the simplification holds since both \(J_p\) and \(\Sigma_r\) are block-diagonal matrices, and \(W_r\) is the diagonal weight matrix with Cholesky decomposed diagonal blocks \(\Sigma_r\): \(\Sigma_r(i) = W_r(i) W_r(i)^T\).

Finally, we can move everything to the left hand side of Eq 3.4:

\[
\begin{align*}
    W_r^{-1} H_x \Sigma_x (W_r^{-1} H_x)^T &= I,
\end{align*}
\] (3.5)

where \(W_r^{-1}\) is still a block diagonal matrix, consisting of 2×2 blocks denoted by \(W_r^{-1}(i)\). Meanwhile, each row block of measurement Jacobian \(H_x\) can be written as \(H_x(i)\). Follow-
ing through on the block-wise multiplication results in the matrix $H_c$:

$$
H_c = \begin{bmatrix}
W_r^{-1}(0)H_x(0) \\
\vdots \\
W_r^{-1}(n-1)H_x(n-1)
\end{bmatrix},
$$

(3.6)

from which the simplified pose covariance matrix follows:

$$
\Sigma_x = H_c^+(H_c^+)^T = (H_c^TH_c)^{-1},
$$

(3.7)

assuming that $H_c$ is full rank (i.e., sufficient tracked map points exist). The conditioning of $H_c$ determines the error propagation properties of the iteratively solved least-squares solution for the camera pose $x$.

The pose covariance matrix $\Sigma_x$ represents the uncertainty ellipsoid in pose configuration space. According to Eq (3.7), one should use all the features/measurements available to minimize the uncertainty (i.e., variance) of pose estimation: with more measurements, the singular values of $H_c$ should increase in magnitude. The worst case uncertainty would be proportional to the inverse of minimal singular value $\sigma_{\text{min}}(H_c)$, whereas in the best case it would be proportional to the inverse of maximal singular value $\sigma_{\text{max}}(H_c)$.

However, for the purpose of low-latency pose tracking, one should only utilize sufficient features. There is a tension between latency and error rejection. From the analysis, the uncertainty of least squares pose optimization problem is bounded by the extremal spectral properties of the matrix $H_c$. Hence, one possible metric that measures the sufficiency of a feature subset would be, the factor of worst case scenario $\sigma_{\text{min}}(H_c)$. Meanwhile, one may argue that the extremal spectral properties only decides the upper and lower bounds of pose optimization uncertainty. The true values would depend on what the overall spectral properties of the system are. It follows then, that another possible measurement of sufficiency would be the overall spectral properties of $H_c$. 
3.4 Good Feature Selection using Max-LogDet

Define the *Good Feature Selection* problem to be: Given a set of 2D-3D feature matchings, find a constant-cardinality subset from them, such that the error of least squares pose optimization is minimized when using the subset only. Based on the previous discussion, the Good Feature Selection problem is equivalent to submatrix selection: Given a matrix $H_c$, select a subset of row blocks so that the overall spectral properties of the selected submatrix are preserved as much as possible.

3.4.1 Objective Formulation

Recall the discussion of submatrix selection in Chapter 2, a number of matrix-revealing metrics exist to score the subset selection process, as listed in Table 2.1. Subset selection with any of the listed matrix-revealing metrics is equivalent to a finite combinatorial optimization problem under cardinality constraint:

$$\max_{S \subseteq \{1, 2, \ldots, n\}, |S| = k} f([H_c(S)]^T [H_c(S)])$$

(3.8)

where $S$ contains the index subsets of selected row blocks from the full matrix $H_c$, $[H_c(S)]$ is the corresponding row-wise concatenated submatrix, $k$ is the cardinality of subset, and $f$ the matrix-revealing metric.

To explore which matrix-revealing metrics might best guide good feature/row block selection for least squares pose optimization, a simulation is conducted based on the Matlab simulation environment [99]. To simulate the residual error, both the 3D mapped features and the 2D measurements are perturbed with zero-mean Gaussian noise. A zero-mean Gaussian with the standard deviation of 0.02m are added to the 3D features stored as map. Three levels of measurement error are added to 2D measurements: zero-mean Gaussian with standard deviation of 0.5, 1.5 and 2.5 pixel. Subset size ranging from 80 to 200 are tested. To be statistically sound, 300 runs are repeated for each configuration. The sim-
Figure 3.2: Simulation results of least squares pose optimization. **First column:** RMS of translational error under 3 levels of residual error. **Second column:** RMS of rotational error under 3 levels of residual error.

Simulation results are presented in Fig 3.2, with the root-mean-square (RMS) of translational error (m) and rotational error (deg). Each of the matrix-revealing metrics in Table 2.1 is tested. For reference, the plots include simulation results with randomized subset selection (*Random*) and with all features available (*All*).

According to the simulation, two metrics stand out: *Max-MinEigenValue* and *Max-logDet*. Under all residual noise levels, their curves more quickly approach the baseline error (*All*) as a function of the subset size. Based on the outcomes, *Max-logDet* is chosen as the metric to guide Good Feature Selection. The reasons are two-fold:

First, according to Fig 3.2, the error curves of *Max-logDet* are always lower, if not at the same level, than those of *Max-MinEigenValue*. Similar trends are observed under other configurations as well. The subset selected with *Max-logDet* approximates the original full feature set better than the subset with *Max-MinEigenValue*. As discussed previously, greedy selection with *Max-logDet* has guaranteed approximation ratio due to submodular-
Second, the computational cost of logDet is lower than that of MinEigenValue. The main logDet computation is Cholesky factorization, with a complexity of $O(0.33n^3)$ on a $n$ square matrix, whereas for MinEigenValue the complexity is $O(22n^3)$ [100].

3.5 Efficient Good Feature Matching

Assuming the combined matrix $H_c$ is known, the key question of Good Feature Matching becomes: how to identify a row subset $[H_c(S)]$ in $H_c$, so that the overall spectral property (e.g. measured by logDet) is maximized? As introduced in Chapter 2, efficient algorithm exists for such submodular submatrix selection: lazier greedy.

3.5.1 Choice of Decay Factor

The approximation ratio and computational speed up of lazier greedy hinge on the decay factor $\epsilon$. As illustrated in Fig 3.3 (middle), the approximation ratio decays linearly with $\epsilon$, while the computational cost (FLOP) decays logarithmically. When the decay factor $\epsilon = 0$, the lazier greedy algorithm converges to the classical greedy, which has the best optimal guarantee and the highest computational cost.

As $\epsilon$ increases the resulting computational gain outpaces the loss in optimality, until hitting an inflection point after which the benefit reduces. When the decay factor is set to the maximal (i.e., $e^{-\frac{k}{n}}$), lazier greedy becomes randomized sampling (i.e., $s = 1$), which has an almost-zero expected approximation ratio (i.e., $1 - 1/e - e^{-\frac{k}{n}}$). Though the computational cost is the lowest in randomized sampling, the consistency of randomized sampling is limited as indicated from the closer to zero approximation ratio. As a consequence, a poorly-conditioned state optimization could occasionally be formulated when selecting good features with randomized sampling, especially when the size of feature pool is small. For sequential estimation problems such as VSLAM, inconsistent randomized sampling should be avoided: degraded estimation of the current state negatively impact the estima-
Figure 3.3: Illustration of performance and efficiency of lazier greedy, when selecting a subset of 450 rows from 1500 rows with average approximation ratio $\mu = 0.8$ in maximizing margin gain ($\log \text{Det}$). **Left:** Approximation ratio and probabilistic guarantee of lazier greedy, versus the decay factor $\epsilon$. **Middle:** Approximation ratio and computation cost (FLOP) of lazier greedy, versus the decay factor $\epsilon$. **Right:** Efficiency of lazier greedy, versus the decay factor $\epsilon$.

...tion of follow-up states and leads to pose tracking degradation, or even failure. Therefore the choice of $\epsilon$ should lie somewhere between the two extremes ($0$ and $e^{-k/n}$). By setting $\epsilon$ to a small positive value, e.g. 0.1-0.3 as indicated in Fig 3.3 (right), lazier greedy will have a slightly degraded optimal bound but with a 3-4x higher efficiency than lazy greedy. Alg 1 describes an efficient algorithm for Good Feature Selection based on the near-optimal lazier-greedy.

**Algorithm 1: Lazier-greedy Good Feature Selection algorithm.**

**Data:** $H_c = \{H_c(1), H_c(2), \ldots, H_c(n)\}, k$

**Result:** $H_c^{\text{sub}} \subseteq H_c, |H_c^{\text{sub}}| = k$

1. $H_c^{\text{sub}} \leftarrow \emptyset$;
2. while $|H_c^{\text{sub}}| < k$ do
   3. $H_c^R \leftarrow$ a random subset obtained by sampling
      $s = \frac{n}{k} \log \left( \frac{1}{\epsilon} \right)$ random elements from $H_c$;
   4. $H_c(i) \leftarrow \arg \max_{H_c(i) \in H_c^R} \log \det \left( (H_c(i))^T H_c(i) + |H_c^{\text{sub}}|^T |H_c^{\text{sub}}| \right);$
   5. $H_c^{\text{sub}} \leftarrow H_c^{\text{sub}} \cup H_c(i)$;
   6. $H_c \leftarrow H_c \setminus H_c(i)$;
3.5.2 Simulation of Lazier Greedy Feature Selection

To validate the benefits of lazier greedy, and to identify the proper value of decay factor $\epsilon$, a simulation of Good Feature Selection is conducted. A testing process similar to the
Matlab one from the previous pose optimization simulation was implemented in C++ for speed assessment. The two feature selection algorithms tested are: lazy greedy \[74\] and lazier greedy (Alg 1). Like the simulation of pose optimization, a set of randomly-spawned 3D feature points, as well as the corresponding 2D measurements, are provided as input. Gaussian noise is added to both the 3D mapped features and the 2D measurements. The perturbed inputs are fed into a matrix building module, which estimates the combined matrix \(H_{c}\) for submatrix/feature selection.

To assess the performance and efficiency of Good Feature Selection comprehensively, we sweep through the three parameters: the number of 3D features from 100 to 3000, the percentage to select as subset from 10\% to 80\%, and the decay factor from 0.5 to 0.005. For each parameter combination, we randomly spawn 100 different worlds and evaluate each feature selection algorithm on each world. Due to the randomness of lazier greedy, we repeat it 20 times under each configuration.

Fig 3.4 plots the simulation results for computational time and error ratio as a function of the subset percentage and the number of features. The error ratio uses the lazy-greedy outcome as the baseline, then computes the normalized RMS of the difference versus lazier greedy. The multiple surfaces for lazier-greedy correspond to different decay factors \(\epsilon\).

Referring to the time cost graph, lazier greedy is 1-3 orders of magnitude lower than that of
lazy greedy, depending on $\epsilon$. The plot includes a constant reference plane of 10ms time cost (in blue). The preference is to lie near to-or below-this reference plane, which lazier greedy can achieve over large regions of its parameter space while lazy greedy cannot. Moving to the error ratio graph, an error ratio of 0.1 indicates that the subset selected with lazier greedy is less than 10% different from the lazy greedy baseline. Though slow, this baseline has good performance for Good Feature Selection. According to Fig 3.4, the average error ratio of lazier greedy is below 0.1 for the majority of configuration surfaces when $\epsilon \leq 0.1$.

To further identify an acceptable decay factor $\epsilon$, box-plots of time cost and error ratio under three configurations are presented in Fig 3.5, which vary by the number of matched features. We consider $\epsilon = 0.1$ a good option for Good Feature Selection: the time cost of corresponding lazier greedy is minimum under the requirement of less-than-0.1 error ratio. In what follows, all experiments run lazier greedy with $\epsilon = 0.1$.

### 3.5.3 Good Feature Matching Algorithm

Now we can tailor the lazier greedy to Good Feature Matching problem. Essentially, the assumption that all feature matchings are available shall be removed. At the beginning stage of Good Feature Matching, few feature matches is known. Under such a condition, the complete algorithm of Good Feature Matching is described in Alg 2.
Good Feature Matching applies to stereo cameras as well as to monocular cameras. Compared to monocular VSLAM pipeline, stereo VSLAM has an additional module in data association: stereo matching, which associates measurements between left and right frames. Since the stereo algorithm associates existing 3D mapped features to 2D measurements from both frames, each paired measurement provides twice the number of rows to the least squares objective (in pose-only and joint BA). Stereo methods also provide for instant initialization of new map points through triangulated 2D measurements from the left and right frames. However, optimization for the current pose (as pursued in pose tracking) only benefits from the stereo matchings associated with existing 3D mapped features! By exploiting this property, we can design a lazy-stereo VSLAM pipeline that has lower
latency than the original stereo pipeline. Stereo matching is postponed after map-to-frame
matching. Instead of searching for stereo matchings between all measurements, only those
measurements associated with 3D map points are matched. After pose optimization, the
remaining measurements are stereo-matched and triangulated as new 3D mapped features.

The lazy-stereo VSLAM pipeline should have the same level of accuracy and robustness
as the original pipeline, with reduced pose tracking latency. Implementing the stereo good
feature matching algorithm with the lazy-stereo pipeline will further reduce latency while
preserving accuracy and robustness. Compared with monocular Alg 2, the stereo Alg 3
has additional steps of stereo matching at each successful iteration of map-to-frame feature
matching (line 13 of Alg 3). Depending on the matching outcome, the block $H_c(i)$ contains
map-to-frame information only (no stereo matching found; line 11-12 of Alg 3), or both
map-to-frame and left-to-right information (stereo matching found; line 14-15 of Alg 3).

---

**Algorithm 3:** Good Feature Matching in stereo VSLAM.

<table>
<thead>
<tr>
<th>Data: $P = { p(1), ..., p(n) }$, $Z = { z(1), ..., z(m) }$, $Z^r = { z^r(1), ..., z^r(s) }$, $k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Result: $M = \langle p(i), z(j), z^r(r) \rangle$, $</td>
</tr>
</tbody>
</table>

// line 1-9 identical with monocular version

10 if found matched left measurement $z(j)$ for $p(i)$ then
11 \hspace{1em} $W(i) = \text{chol}(\Sigma_z(j) + H_p(i)\Sigma_p(i)H_p(i)^T)$;
12 \hspace{1em} $H_c(i) = W(i)^{-1}H_x(i)$;
13 if found matched right measurement $z^r(d)$ for $p(i)$ then
14 \hspace{1em} $W^r(i) = \text{chol}(\Sigma_z^r(d) + H_p^r(i)\Sigma_p(i)H_p^r(i)^T)$;
15 \hspace{1em} $H_c(i) = [H_c(i); W^r(i)^{-1}H_x^r(i)]$;
16 \hspace{1em} $M \leftarrow M \cup \langle p(i), z(j), z^r(d) \rangle$;
17 else
18 \hspace{1em} $M \leftarrow M \cup \langle p(i), z(j), \emptyset \rangle$;
19 break;

// rest of lines identical with line 15-21 of monocular
version
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3.6 Experiments

The Good Feature Matching algorithm is integrated into the map-to-frame matching function of monocular ORB-SLAM [4] and stereo ORB-SLAM [101]. For each input frame, the map-to-frame feature matchings are combined with keyframe-to-frame feature matchings, which are compute-economic to find. The combined matchings are feed into pose optimization for real-time camera pose estimation. In the following, the good-feature-matching enhanced ORB-SLAM is referred as $GF$, while the baseline ORB-SLAM is $ORB$. Two reference methods that prioritize feature matching with simple heuristics are also integrated into ORB-SLAM: 1) purely-randomized matching, i.e., $Rnd$; and 2) prioritizing map points with long tracking history, i.e., $Long$.

The EuRoC MAV benchmark [25] is chosen for the evaluation, since it covers a variety of challenging cases for pose tracking in VSLAM/VINS: fast motion, blurring, low light and low texture. For fair comparison between VSLAM and VO, the loop closing modules are disabled in all SLAM systems. Accuracy of real-time pose tracking is evaluated with the absolute root-mean-square difference (RMSE) between ground truth track and SLAM estimated track, as commonly used in SLAM evaluation [102]. The latency of real-time pose tracking per frame, i.e., time cost from receiving an image till publishing the state estimation, is also reported. The full evaluation results that include both RMSE and RPE/ROE are provided externally.

3.6.1 Monocular VSLAM with Latency Reduction

Apart from ORB-SLAM variants, we also report results of two state-of-the-art monocular VSLAM ($SVO$ [6], $DSO$ [7]), and two monocular VINS ($ROVIO$ [33], $VIMono$ [31]). Apart from the feature-based $ORB$, the other four baselines are with direct front-ends.

All results in the following are collected from desktops with the same spec: Intel i7-7700k quadcore 4.20GHz CPU (passmark score of 2583 per thread), Ubuntu 14.04 and

\[\text{https://github.com/ivalab/FullResults_GoodFeature}\]
ROS Indigo. To ensure the results are reliable, a 10-run repeat is performed for each configuration, i.e., the benchmark sequence, the VSLAM approach and the parameter (number of features tracked per frame). Any results with tracking failure are discarded in the following, as it indicates some issue in robustness. In addition to the monocular ORB-SLAM baseline (*ORB*), two state-of-the-art monocular direct VO methods serve as baselines: *SVO* \(^4\) [6] and *DSO* \(^5\) [7]. *SVO* is a light-weight direct VO system targeting low-latency pose tracking while sacrificing tracking accuracy. The multi-threaded option in *SVO* is enabled, so that the depth update/mapping runs on a separate thread from pose tracking.

The latency and accuracy of VSLAM systems can be adjusted through a few internal parameters. One key parameter that significantly impacts both latency and accuracy is the *max feature number*, i.e., the maximum number of features/patches tracked per frame. Running VSLAM with high *max feature number* is beneficial for accuracy and robustness. Meanwhile, lowering the *max feature number* is preferred for latency reduction. To evaluate the trade-off between latency and accuracy for baseline systems (*ORB*, *SVO*, and *DSO*), all of them are configured to run 10-repeats for *max feature number* parameters ranging from 150 to 2000.

For a given *max feature number*, ORB-SLAM latency can be reduced via the Good Feature Matching algorithm. Adjusting the *good feature number*, i.e., the number of good features being matched in pose tracking, varies the observed latency. Tests with the three ORB-SLAM variants (*GF*, *Rnd* and *Long*) are configured to run 10-repeat under *good feature number* values ranging from 60 to 240. Meanwhile, the *max feature number* is fixed to 800, which yields a good balance of latency and accuracy for baseline *ORB*.

Fig. 3.6 present the latency-accuracy trade-off curves for monocular VSLAM implementations on three example EuRoC sequences Amongst the baseline methods, *ORB* has the best accuracy while *SVO* has the lowest latency. Lowering the *max feature number* reduces the latency of *ORB* baseline to some extent, however, it comes with clear loss of

\(^4\) [http://rpg.ifi.uzh.ch/svo2.html](http://rpg.ifi.uzh.ch/svo2.html)  
\(^5\) [https://github.com/JakobEngel/dso](https://github.com/JakobEngel/dso)
tracking accuracy (e.g. the 1st blue marker in row 2), or even the risk of track failure (e.g. the first 2 blue markers are omitted in row 3). Meanwhile, better latency-accuracy trade-off is achieved with the proposed GF method. According to Fig 3.6, the latency of GF is in a similar range as SVO, but with the accuracy of GF being an order of magnitude better than both SVO and DSO. Furthermore, the accuracy-preserving property of GF is demonstrated
when comparing against reference methods *Rnd* and *Long*. The latency-accuracy curves of *GF* are almost flat and lower than the other two, once a reasonable number of good features are set to be matched (e.g. starting from the 3rd black marker).

![Box plots and latency vs. time trend](image)

Figure 3.7: Latency vs. *good feature number* on EuRoC sequence *MH 01 easy*. **Top**: box-plots for *GF* and baseline *ORB*. **Bottom**: the latency vs. time trend of *GF* under 100 *good feature number* (marked with red arrow on left) and *ORB* for 1 run.

The latency-reduction of *GF* is further illustrated in Fig 3.7, in which the *max feature number* is set to 800. Compared with *ORB*, the latency of *GF* has lower variance. A good setting for the *good feature number* is 100, as marked by a red arrow in Fig 3.7. The accuracy of *GF* with 100 *good feature number* is on par with *ORB*, as quantified by the 3rd black marker in each row of Fig 3.6.

Last, we report the accuracy and latency of all monocular VSLAM methods under example configurations: the RMSE values are in Table 3.1 (after a *Sim3* alignment to the ground truth), and the latency values in Table 3.2. For the three VSLAM baselines, the *max feature number* is 800. For the three *ORB* variants, the *max feature number* is 800 and the *good feature number* is 100. Results with any tracking failure are omitted from both tables.
<table>
<thead>
<tr>
<th>Seq.</th>
<th>VSLAM</th>
<th>SVO</th>
<th>DSO</th>
<th>ORB</th>
<th>GF</th>
<th>Rnd</th>
<th>Long</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>MH 01 easy</strong></td>
<td></td>
<td>0.227</td>
<td>0.407</td>
<td>0.027</td>
<td>0.025</td>
<td><strong>0.024</strong></td>
<td>0.029</td>
</tr>
<tr>
<td><strong>MH 02 easy</strong></td>
<td></td>
<td>0.761</td>
<td>-</td>
<td><strong>0.034</strong></td>
<td>0.043</td>
<td>0.038</td>
<td>0.040</td>
</tr>
<tr>
<td><strong>MH 03 med</strong></td>
<td></td>
<td>0.798</td>
<td>0.751</td>
<td>0.041</td>
<td>0.045</td>
<td>0.041</td>
<td><strong>0.040</strong></td>
</tr>
<tr>
<td><strong>MH 04 diff</strong></td>
<td></td>
<td>4.757</td>
<td>-</td>
<td>0.699</td>
<td><strong>0.492</strong></td>
<td>1.110</td>
<td>1.377</td>
</tr>
<tr>
<td><strong>MH 05 diff</strong></td>
<td></td>
<td>3.505</td>
<td>-</td>
<td>0.346</td>
<td>0.464</td>
<td><strong>0.216</strong></td>
<td>0.915</td>
</tr>
<tr>
<td><strong>VR1 01 easy</strong></td>
<td></td>
<td>0.726</td>
<td>0.950</td>
<td>0.057</td>
<td>0.037</td>
<td><strong>0.036</strong></td>
<td>0.037</td>
</tr>
<tr>
<td><strong>VR1 02 med</strong></td>
<td></td>
<td>0.808</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td><strong>VR1 03 diff</strong></td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td><strong>VR2 01 easy</strong></td>
<td></td>
<td>0.277</td>
<td>0.297</td>
<td>0.025</td>
<td>0.024</td>
<td>0.025</td>
<td><strong>0.023</strong></td>
</tr>
<tr>
<td><strong>VR2 02 med</strong></td>
<td></td>
<td>0.722</td>
<td>0.880</td>
<td>0.053</td>
<td><strong>0.051</strong></td>
<td><strong>0.051</strong></td>
<td>0.059</td>
</tr>
<tr>
<td><strong>VR2 03 diff</strong></td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td><strong>All Avg.</strong></td>
<td></td>
<td>1.477</td>
<td>0.637</td>
<td>0.160</td>
<td><strong>0.147</strong></td>
<td>0.193</td>
<td>0.315</td>
</tr>
<tr>
<td><strong>Int. Avg.</strong></td>
<td></td>
<td>0.550</td>
<td>0.657</td>
<td>0.041</td>
<td>0.036</td>
<td><strong>0.035</strong></td>
<td>0.038</td>
</tr>
</tbody>
</table>

GF subset selection does not impact the robustness of ORB-SLAM: it works on all eight sequences that ORB also tracks. The average RMSE for all tracked sequences per method is given (i.e., All Avg.), as well as the average RMSE of 5 sequences that all methods track successfully (i.e., Int. Avg.).

On each EuRoC sequence, the minimum RMSE is noted in bold. Interestingly, GF does not just preserve the accuracy and robustness of ORB; it further reduces the RMSE on several sequences. On average, GF has the lowest RMSE over all evaluated VSLAM methods. Furthermore, GF also has better overall accuracy when compared with two reference selection methods. Though Rnd seems to have lowest RMSE on multiple sequences, the margin between Rnd and GF small for them. Meanwhile, both Rnd and Long lead to large accuracy loss on the difficult sequence MH 04 diff, while GF improves RMSE.

According to Table 3.2, the average latency of GF is the lowest relative to all other methods: GF has an average latency 34% lower than ORB! Compared with the direct methods, the latency of GF has lower variance. The 1st quartile of GF latency is higher than direct methods, since feature extraction introduces a constant overhead. However, the 3rd quartile of GF latency is lower than direct methods, which might occasionally spend too much time on direct optimization.
Table 3.2: Latency (ms) on EuRoC Monocular Sequences

<table>
<thead>
<tr>
<th>VSLAM</th>
<th>SVO</th>
<th>DSO</th>
<th>ORB</th>
<th>GF</th>
<th>Rnd</th>
<th>Long</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1</td>
<td>7.4</td>
<td>5.8</td>
<td>13.9</td>
<td>10.3</td>
<td>10.0</td>
<td>10.0</td>
</tr>
<tr>
<td>Avg.</td>
<td>12.6</td>
<td>16.4</td>
<td>18.4</td>
<td>12.2</td>
<td>12.3</td>
<td>12.3</td>
</tr>
<tr>
<td>Q3</td>
<td>16.8</td>
<td>19.1</td>
<td>20.7</td>
<td>13.3</td>
<td>13.2</td>
<td>13.0</td>
</tr>
</tbody>
</table>

3.6.2 Stereo VSLAM with Latency Reduction

We also evaluate the latency-accuracy trade-off of stereo $GF$ against state-of-the-art stereo VSLAM systems. Four baseline stereo systems are included in the evaluation: stereo SVO, stereo DSO (only on KITTI since no open-source implementation available), canonical stereo ORB-SLAM (ORB), and Lz-ORB, a sped-up version of stereo ORB-SLAM based on the lazy-stereo pipeline described earlier.

The Good Feature Matching (Alg 3) is integrated into the sped-up ORB-SLAM, Lz-ORB. In what follows, we again refer to the good feature enhanced ORB-SLAM as GF. As before, two heuristics are integrated into Lz-ORB as reference methods, i.e., Rnd and Long.

The latency-accuracy trade-off of stereo VSLAM on three example EuRoC sequences can be found at Fig 3.8. Among all 3 baseline systems, Lz-ORB has the best accuracy, while SVO has the lowest latency. Simply lowering the max feature number leads to accuracy drop or even track failure in Lz-ORB. However, with GF the latency of pose tracking can be reduced to the same level as SVO, while the RMSE remains a magnitude lower than SVO. Two state-of-the-art stereo VINS systems, OKVIS$^6$ [16] and MSCKF$^7$ [10], are evaluated as well. Both VINS systems are assessed under the default parameters, therefore rather than having the full curve only one marker is presented in Fig 3.8. The latency of GF is clearly lower than filter-based MSCKF, while the accuracy is even better than BA-based OKVIS. However, when comparing with two heuristics (Rnd, Long), the advantage of GF is harder to identify than monocular results.

---

$^6$https://github.com/ethz-asl/okvis  
$^7$https://github.com/KumarRobotics/msckf_vio
Figure 3.8: Latency vs. accuracy on 3 EuRoC Stereo sequences: MH 01 easy, V2 02 med, and MH 04 diff (from top to bottom). Baseline systems are evaluated with max feature number ranging from 150 to 2000; ORB-SLAM variants are evaluated with good feature number ranging from 60 to 240, and max feature number fixed to 800.

The latency reduction of GF is further illustrated in Fig 3.9. The max feature number being used in Lz-ORB and ORB is 800, which balances accuracy and latency. Compared with the two non-GF baselines, the latency of GF is has a lower upper bound. A reasonable good feature number is 160, since it yields low latency as well as high accuracy (the 3rd black mark to the right, in Fig 3.8).

The RMSEs and latencies of all 6 stereo VSLAM methods under the example configurations (max feature number of 800 and good feature number of 160) are summarized.
in Table 3.3. The results of 2 stereo VINS systems under default parameters are reported as well. Different from monocular VSLAM, it is expected for stereo systems to estimate scale correctly. Therefore, in each cell of Table 3.8 we report both the RMSE after Sim3 alignment (as the 1st value) and the scale error percentage (as the 2nd value). The lowest error within each category, i.e., VSLAM or VINS, is highlighted in bold. Similar to the monocular experiment, GF is the lowest in terms of average RMSE and average scale error, compared with other stereo VSLAM methods. Furthermore, the accuracy of GF is better than the two stereo VINS systems, while the robustness of GF is at the same level as stereo VINS (each of them failed on 1 sequence). The advantage of GF over Rnd and Long can be verified as well: both Rnd and Long failed to track on MH 02 easy while GF succeed; both the average RMSE and the scale error of GF are lower than the other two as well.

The latency of all 8 stereo systems under the same configuration as Table 3.6 are summarized in Table 3.4. The lowest latency is achieved with SVO, though the accuracy of SVO is an order of magnitude higher than GF. The average latency reduction of GF is 27.4%
when compared against baseline $Lz$-$ORB$, and 46.2% when compared with $ORB$.

3.6.3 Real-time Tracking on Low-Power Devices

Last, the proposed $GF$ is deployed on three low-power devices with limited processing speed, which serve as on-board processing unit for light weight platforms. The low-power devices being tested include:

1) X200CA: a light-weight laptop with Intel Pentium 2117U processor (passmark score 1662 per thread) and 4 GB of RAM. The processor has 2 cores, and requires 17 W.
2) Jetson TX2: a 64-bit embedded single-board computer system, containing a hybrid processing unit (2 Denver2 + 4 ARM A57) and 8 GB of RAM. The power consumption is 7.5 W.
3) Euclid: a 64-bit embedded single-board computer system, with a Intel Atom x7-Z8700 processor (passmark score 552 per thread) and 4 GB of RAM. The processor has 4 cores, and consumes 4 W of power.

The proposed $GF$, as well as 3 monocular VSLAM baselines, are deployed on these devices, and evaluated with EuRoC monocular sequences. To run $ORB$ variants near real-time, the pyramid levels for ORB feature extraction were reduced to 3 from 8, and the $max$ feature number set to 400. As a consequence, the robustness performance of the $ORB$ variants is worse than the previous EuRoC Mono results. In what follows, we relax the robustness condition slightly, and report results with 1 tracking failure in 10 runs as well (marked with underline).

The RMSEs on all three low-power devices are summarized in Table 3.5, while the latencies are summarized in Table 3.6. The $max$ feature number is set to 400, and the $good$ feature number is set to 60.

1) When running on X200CA, $GF$ has the 2nd lowest average RMSE (23% higher than $ORB$). However, the robustness of $GF$ is slightly better than $ORB$ and SVO: it tracks on 8 sequences without failure, while the other 2 baselines track 7 sequences and with failure.
Table 3.3: RMSE (m) and Scale Error (%) on EuRoC Stereo Sequences

<table>
<thead>
<tr>
<th>Seq.</th>
<th>SVO</th>
<th>ORB</th>
<th>Lz-ORB</th>
<th>GF</th>
<th>Rnd</th>
<th>Long</th>
<th>OKVIS</th>
<th>MSCKF</th>
</tr>
</thead>
<tbody>
<tr>
<td>MH 01 easy</td>
<td>0.179 (0.6)</td>
<td>0.021 (0.7)</td>
<td><strong>0.012 (0.5)</strong></td>
<td>0.013 (0.5)</td>
<td>0.016 (0.5)</td>
<td>0.014 (0.5)</td>
<td><strong>0.196 (1.7)</strong></td>
<td>-</td>
</tr>
<tr>
<td>MH 02 easy</td>
<td>-</td>
<td>0.021 (0.3)</td>
<td><strong>0.018 (0.1)</strong></td>
<td>0.021 (0.1)</td>
<td>-</td>
<td>-</td>
<td>0.114 (1.4)</td>
<td>0.184 (2.0)</td>
</tr>
<tr>
<td>MH 03 med</td>
<td>0.514 (2.3)</td>
<td>0.029 (0.3)</td>
<td><strong>0.024 (0.4)</strong></td>
<td>0.025 (0.4)</td>
<td>0.025 (0.4)</td>
<td>0.025 (0.4)</td>
<td><strong>0.179 (0.9)</strong></td>
<td>0.273 (1.0)</td>
</tr>
<tr>
<td>MH 04 diff</td>
<td>3.753 (26.1)</td>
<td>0.140 (1.1)</td>
<td>0.120 (0.6)</td>
<td>0.106 (0.5)</td>
<td>0.104 (0.5)</td>
<td><strong>0.102 (0.6)</strong></td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>MH 05 diff</td>
<td>1.665 (4.9)</td>
<td>0.096 (0.2)</td>
<td><strong>0.059 (0.2)</strong></td>
<td>0.068 (0.3)</td>
<td>0.064 (0.2)</td>
<td>0.103 (0.2)</td>
<td><strong>0.266 (1.2)</strong></td>
<td>0.356 (2.1)</td>
</tr>
<tr>
<td>VR1 01 easy</td>
<td>0.264 (2.3)</td>
<td>-</td>
<td><strong>0.033 (0.8)</strong></td>
<td>0.035 (0.7)</td>
<td>0.035 (0.8)</td>
<td>0.036 (0.7)</td>
<td><strong>0.046 (0.4)</strong></td>
<td>0.090 (0.9)</td>
</tr>
<tr>
<td>VR1 02 med</td>
<td>0.629 (11.2)</td>
<td>0.064 (0.4)</td>
<td>0.047 (0.7)</td>
<td>0.038 (0.7)</td>
<td>-</td>
<td>0.036 (0.7)</td>
<td><strong>0.068 (0.5)</strong></td>
<td>0.123 (0.3)</td>
</tr>
<tr>
<td>VR1 03 diff</td>
<td>0.655 (17.4)</td>
<td>0.214 (2.2)</td>
<td>0.112 (2.9)</td>
<td><strong>0.075 (2.0)</strong></td>
<td>0.080 (2.1)</td>
<td>0.080 (2.1)</td>
<td><strong>0.120 (1.0)</strong></td>
<td>0.187 (1.1)</td>
</tr>
<tr>
<td>VR2 01 easy</td>
<td>0.074 (1.7)</td>
<td><strong>0.031 (1.1)</strong></td>
<td>0.033 (0.9)</td>
<td>0.044 (0.5)</td>
<td>0.041 (0.6)</td>
<td>0.042 (0.6)</td>
<td><strong>0.053 (0.8)</strong></td>
<td>0.071 (0.3)</td>
</tr>
<tr>
<td>VR2 02 med</td>
<td>0.447 (3.6)</td>
<td>0.091 (0.2)</td>
<td><strong>0.046 (0.8)</strong></td>
<td>0.049 (0.9)</td>
<td>0.053 (0.9)</td>
<td>0.053 (0.9)</td>
<td><strong>0.083 (0.7)</strong></td>
<td>0.149 (1.0)</td>
</tr>
<tr>
<td>VR2 03 diff</td>
<td><strong>1.618 (58.7)</strong></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td><strong>1.162 (39.9)</strong></td>
</tr>
<tr>
<td>All Avg.</td>
<td>0.980 (12.9)</td>
<td>0.074 (0.7)</td>
<td>0.050 (0.8)</td>
<td><strong>0.047 (0.6)</strong></td>
<td>0.050 (0.7)</td>
<td>0.054 (0.8)</td>
<td><strong>0.127 (0.9)</strong></td>
<td>0.285 (5.0)</td>
</tr>
<tr>
<td>Int. Avg.</td>
<td>1.000 (8.7)</td>
<td>0.087 (0.8)</td>
<td>0.059 (0.9)</td>
<td><strong>0.055 (0.7)</strong></td>
<td><strong>0.054 (0.8)</strong></td>
<td>0.060 (0.8)</td>
<td><strong>0.120 (0.7)</strong></td>
<td>0.189 (1.0)</td>
</tr>
</tbody>
</table>
When comparing on the 7 sequences that ORB tracks, GF only introduces 14% to average RMSE. The strength of SVO is the low-latency; though the average latency of GF is 24% less than ORB, it is still almost twice as much as the latency of SVO.

2) The released binary of SVO does not support 64-bit Jetson TX2, therefore only 3 methods are assessed on Jetson. Similar to the X200CA results, GF is slightly worse than ORB in terms of average RMSE (by 8%). Notice GF is also less robust than ORB, as it introduces additional tracking failure on sequences MH 02 easy and MH 04 diff. The latency reduction of GF is also small: 11% less than ORB.

3) When running on Euclid, GF introduces 20% more error in terms of average RMSE. Again, notice that GF works on MH 05 diff while ORB cannot. If we only take the 6 sequences that ORB tracks into account, GF only introduces 4% to average RMSE. However, the latency reduction of GF is smaller than the Jetson results: only 9% time savings. Apart from the 4 monocular VSLAM systems, we also include the VINS results [11] evaluated on a UP Board, which has almost identical hardware specifications as Euclid. The RMSE of the VINS methods, labeled SVOMSF[11] and VIMono[31], are obtained by Sim3 alignment to ground truth, which is identical with our evaluation. With additional input from inertial sensors, VINS are clearly more robust than vision-only systems. However, the accuracy of VINS is poorer than vision-only ones (when scale corrected). Furthermore, the latency of the VINS approaches is much higher than vision-only systems, which suggests the scalability of VINS is also poor for low-power devices. Therefore, for VSLAM and VINS, combination of algorithm improvements (e.g. Good Feature) and hardware improvements may be required to achieve low latency and good accuracy on embedded devices.
Table 3.5: RMSE (m) On EuRoC Monocular Systems, Running on Low-power Devices.

<table>
<thead>
<tr>
<th>Seq.</th>
<th>X200CA</th>
<th>Jetson</th>
<th>Euclid</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SVO</td>
<td>DSO</td>
<td>ORB</td>
</tr>
<tr>
<td>MH 01 easy</td>
<td>0.327</td>
<td>-</td>
<td>0.041</td>
</tr>
<tr>
<td>MH 02 easy</td>
<td>-</td>
<td>-</td>
<td>0.053</td>
</tr>
<tr>
<td>MH 03 med</td>
<td>1.14</td>
<td>-</td>
<td>0.050</td>
</tr>
<tr>
<td>MH 04 diff</td>
<td>-</td>
<td>-</td>
<td>0.281</td>
</tr>
<tr>
<td>MH 05 diff</td>
<td>2.54</td>
<td>-</td>
<td>0.289</td>
</tr>
<tr>
<td>VR1 01 easy</td>
<td>0.552</td>
<td>-</td>
<td>0.036</td>
</tr>
<tr>
<td>VR1 02 med</td>
<td>0.730</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>VR1 03 diff</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>VR2 01 easy</td>
<td>0.397</td>
<td>0.295</td>
<td>0.032</td>
</tr>
<tr>
<td>VR2 02 med</td>
<td>0.634</td>
<td>0.832</td>
<td>-</td>
</tr>
<tr>
<td>VR2 03 diff</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>All Avg.</td>
<td>0.903</td>
<td>0.564</td>
<td>0.112</td>
</tr>
<tr>
<td>Int. Avg.</td>
<td>-</td>
<td>-</td>
<td>0.112</td>
</tr>
</tbody>
</table>

Table 3.6: Latency (ms) On EuRoC Monocular Systems, Running on Low-power Devices.

<table>
<thead>
<tr>
<th>Seq.</th>
<th>X200CA</th>
<th>Jetson</th>
<th>Euclid</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SVO</td>
<td>DSO</td>
<td>ORB</td>
</tr>
<tr>
<td>Q1</td>
<td>8.6</td>
<td>12.4</td>
<td>9.3</td>
</tr>
<tr>
<td>Avg.</td>
<td>9.8</td>
<td>15.0</td>
<td>24.6</td>
</tr>
<tr>
<td>Q3</td>
<td>12.5</td>
<td>16.4</td>
<td>28.5</td>
</tr>
</tbody>
</table>
When the computation resources (e.g., processor speed, cache size) are highly limited, the latency reduction of $GF$ is less significant. The preservation of accuracy and robustness, on the other hand, scales relatively well on different devices (only with slight drop). The limited scalability to devices such as Jetson and Euclid is mostly due to the sequential nature of the proposed $GF$ algorithm. As embedded device hardware specifications improve, in terms of compute power and core quantity, we anticipate that improvements will favor the $GF$ variant (as demonstrated on desktop and X200CA). Even on current embedded platforms, the small amount of latency reduced by $GF$ could be important: it turns the near real-time $ORB$ into a real-time applicable VSLAM system, as illustrated in Fig 3.10.

### 3.7 Conclusion

This section presents an active map-to-frame feature matching method, Good Feature Matching, which reduces the computational cost (and therefore latency) of VSLAM, while preserving the accuracy and robustness of pose tracking. The feature matching effort is connected to the submatrix selection problem. To that end, the $Max-logDet$ matrix revealing metric was shown to perform best via simulated scenarios. For application to active feature
matching, the combination of deterministic selection (greedy) and randomized acceleration (random sampling) is studied. The described Good Feature Matching algorithm is integrated to both monocular and stereo feature-based VSLAM systems, followed by extensive evaluation on multiple benchmarks and computation platforms. Good Feature Matching is shown to be an efficiency enhancement for low-latency VSLAM, while preserving, if not improving, the accuracy and robustness of VSLAM.

In the future, Good Feature Matching can be combined with dedicate hardware (e.g. FPGA) to further boost the performance-efficiency of VSLAM on low-power devices, since the overhead of feature extraction (illustrated in Fig 3.10) can be greatly reduced. Another interesting direction is to combine the advantage of feature-based and direct front-end. Feature matching provides long-baseline associations that are beneficial to the overall accuracy of VSLAM, while direct measurements serve as the short-term constraints for the robustness of VSLAM.
CHAPTER 4
GOOD LINE CUTTING: ACCURACY IMPROVEMENT OF LINE-ASSISTED VSLAM

4.1 Introduction

In this chapter, we present the work of Good Line Cutting, which tackles a key problem in line-assisted VSLAM: accurately solving the least squares pose optimization with unreliable 3D line input. Line features serve as sensible alternatives or additions to point features, given that edges are also fairly abundant in images; especially within man-made environments where sometimes the quantity of points may be lacking to the detriment of VSLAM. The canonical examples being corridors and hallways, whose low-texture degrades the performance of point features methods. Under these circumstances, lines become more reliable constraints versus points.

Adding line features to VSLAM is not a trivial task. Triangulating a 3D line from 2D measurements requires more measurements and is more sensitive to measurement noise, compared to points. Lines are generally weak in constraining the correspondence along its direction of expansion. It is hard to establish reliable point-to-point correspondence between two lines (as segments), which degrades triangulation accuracy. In addition, lines are usually partially-occluded, which brings the challenge of deciding the endpoint correspondence. Examples of 3D lines reconstructed with state-of-the-art line-assisted VSLAM system, PL-SLAM [23], are provided in Fig 4.1. When compared against the ground truth floor plan, the reconstructed 3D lines are clearly off. To solve line-based pose estimation accurately when the 3D line references are potentially erroneous, the low-reliability of triangulated 3D lines has to be resolved.

To reduce the impact of unreliable 3D lines, a common practice is to model the un-
3D lines mapped with PL-SLAM Outline of floorplan (3D line GT)

Figure 4.1: The map that includes 3D points and 3D lines estimated with line-assisted PL-SLAM [23]. **Left:** map of gazebo simulate office environment. **Right:** map of EuRoC MAV sequence *V1 01 easy* captured in a room. The 3D lines maintained (and referred) in the map are in black solid lines. The outline of actual floor plan, which serves as the ground truth for 3D lines around, are in green dash lines. Notice the significant error in 3D line map, when compared against the ground truth floor plan.

...certainty of the 3D line, and weight the contribution of each line accordingly in pose optimization. The information matrix of the line residual [103, 104, 105, 23] is one of such weighting terms. The residuals of uncertain lines get less weight so that the optimized pose is biased in favor of the certain lines. However, uncertainty of line residual does not immediately imply incorrect pose estimation (though there is some correlation): a certain line residual term might barely contribute to pose estimation, whereby it would make no sense to weight it highly. We posit that, in lieu of the uncertainty of line residual, the uncertainty of pose estimation should be assessed and exploited.

Another way to reduce uncertainty is to simply drop highly-uncertain lines when numerically constructing the pose optimization problem. However, line features are typically low in quantity (e.g. tens of lines). Too much information could be lost by dropping line features. Furthermore, there is a high risk of forming ill-conditioned optimization problem.
As opposed to line weighting and dropping, this work aims to improve pose optimization through the concept of **Good Line Cutting**. The goal of Good Line Cutting is simple: for each 3D line, find the line segment that contributes the largest amount of information to pose estimation (a.k.a. a good line), and select only those informative segments to solve pose optimization. With line cutting, the conditioning of the optimization problem improves, leading to more accurate pose estimation than the original problem. An illustration of Good Line Cutting can be found at Fig 4.2. To the best of the authors’ knowledge, this is the first work discussing the role of line cutting in line-based pose optimization. The contributions of this chapter are:

1) Demonstration that Good Line Cutting improves the overall conditioning of line-based pose optimization;

2) An *efficient algorithm* for real-time applications that approaches the computationally more involved joint optimization solution to Good Line Cutting; and

3) Integration of **Good Line Cutting** algorithm *into a state-of-the-art line-assisted VSLAM* system. When evaluated in two target scenarios (motion blur and low-texture), the proposed line cutting leads to accuracy improvements over line-weighting, while preserving
the robustness of line-assisted pose tracking.

4.2 Background

There are continuous effort investigating line features in the SLAM community. In the early days of visual SLAM, lines features are used to improve the large view change in monocular camera tracking [17, 18]. In [17], the authors integrate lines into a point-based monocular Extended Kalman Filter SLAM (EKF-SLAM). Real-time pose tracking with lines only are demonstrated in [18] by using a Unscented Kalman Filter (UKF). Both methods model 3D lines as endpoint-pairs, project endpoint-pairs to image, then measure the point-wise residual. Alternatively, edges are extracted and utilized [106]. For the convenience of projection, a 12-DOF over-parameterization is used to model 3D edge. Again, the edge residual is measured after 3D-to-2D projection.

Line-assisted VSLAM has been studied with 3D visual sensors, such as RGB-D sensor and stereo camera. In [103], a line-assisted RGB-D odometry system is proposed. It involves parameterizing the 3D lines as 3D endpoint-pairs and minimizing the endpoint residual in $SE(3)$. However, directly working in $SE(3)$ has the disadvantage of being sensitive to inaccurate depth measurements. With the progress in line detectors (e.g. LSD [19]) and descriptors (e.g. LBD [20]), matching and triangulating 3D lines from 2D color image become feasible in real-time VSLAM. As a consequence, stereo [107, 21, 23] and monocular [108, 109, 105] line-assisted VSLAM systems are developed. Though alternative parameterizations have been explored (e.g. Plücker coordinate [22], orthonormal representation [110]), most line-assisted VSLAM continued to use the 3D endpoint-pair parametrization because it conveniently combines with the well-established point-based optimization. Pose estimation typically jointly minimizes the reprojection errors of both point and line matches. For line features, the endpoint-to-line distance is chosen as the reprojection error term, i.e., the line residual. To cope with the 3D line uncertainty, a covariance matrix is maintained for each 3D line. Each line residual term is weighted by the
inverse of the covariance matrix obtained by propagating the covariance from the 3D line to the endpoint-to-line distance.

Line-assisted methods building from direct VSLAM have also been developed [109, 105]. Interestingly, neither of them use direct measurements (e.g. photometric error) for line terms in the joint optimization objective. Instead, the line residual is the least squares of endpoint-to-line distance, which is identical to other feature-based approaches.

Research into line-assisted VSLAM is still ongoing. Among the systems described above, there is a set of modules employed in common: 1) 3D lines parameterized as 3D endpoint-pairs; 2) endpoint-to-line distance and variants serve as the line residual; 3) in the optimization objective (pose only and joint), line residuals are weighted by some weighting matrix. The Good Line Cutting approach described in this work expands on these three modules.

4.3 Conditioning of Line-assisted Pose Tracking Objective

Similar to the Good Feature Matching work, we begin with the general least squares objective in line-assisted VSLAM:

$$\hat{x} = \arg \min \{ \|p - h(x, P)\|^2 + \|L^T h(x, L)\|^2 \}$$

(4.1)

where $p$ and $l$ are stacked matrices of 2D point measurements $\{p_i\}$ and 2D line coefficients $\{l_i\}$, respectively. $P$ is the stacked matrix of 3D points $\{P_i\}$, while $L$ is the stacked matrix of all endpoints from the 3D line set $\{L_i\}$. $h(x, P)$ consists of the pose transformation (decided by $x$) and pin-hole projection. For simplicity, the least squares (4.1) is referred to as line-LSQ problem.

Solving the line-LSQ (4.1) often involves the first-order approximation of the non-linear measurement function. For instance, the endpoint-to-line distance $h(x, L)$ on image plane
can be approximated as,

\[ h(x, L) = h(x_0, L) + H_x(x - x_0) \]

(4.2)

so that the least squares of line residual term can be minimized with Gauss-Newton method, which iteratively updates the pose estimate:

\[ \hat{x} = x_0 - (1^T H_x)^+ 1^T (h(x_0, L)) \]

(4.3)

Accuracy of \( \hat{x} \) is affected by two types of error in line features: 2D line measurement error and 3D line triangulation error. As mentioned earlier, 3D line triangulation is sensitive to noise and less reliable than 3D point triangulation. Therefore, here we only consider the error of 3D line endpoint \( L \) while assuming the 2D measurement \( l \) is accurate. Again, with the first-order approximation of \( h(x_0, L) \) at the initial pose \( x_0 \) and triangulated 3D endpoint \( L_0 \), we may connect the pose optimization error \( \epsilon_x \) and 3D line endpoint error \( \epsilon_L \),

\[ \epsilon_x = (1^T H_x)^+ 1^T H_L \epsilon_L = H^T \epsilon_L \]

(4.4)

where \( H^T = (1^T H_x)^+ (1^T H_L) \). Here we intentionally ignore the error of point residual term. The reason is, when available, point features are known to be more accurate. Therefore, the main source of error in line-LSQ problem is from 3D line triangulation \( \epsilon_L \), which is propagated by \( H \).

Following the common error model of independent distributed zero-mean Gaussian in inverse-depth parametrization, we may derive the pose information matrix \( \Omega_x \) from Eq 4.4,

\[ \Omega_x = H^T \Omega_L H = \sum H_i^T \Omega_{L_i} H_i \]

(4.5)

where \( H_i \) is the corresponding row block in \( H \) for line \( L_i \), and \( \Omega_{L_i} \) is the information matrix of 3D endpoint-pair used to parametrize \( L_i \). \( \Omega_{L_i} \) is a block diagonal matrix under
the independent distributed assumption on 3D endpoint error. Set \( \Omega_{L_i(0)}, \Omega_{L_i(1)} \) as the two diagonal blocks of \( \Omega_{L_i} \), and \( H_i(0), H_i(1) \) the corresponding row block in \( H_i \), then (4.5) can be further broken down into:

\[
\Omega_x = \sum [H_i^T(0)\Omega_{L_i(0)}H_i(0) + H_i^T(1)\Omega_{L_i(1)}H_i(1)] = \sum H_i^T(\alpha_i)\Omega_{L_i(\alpha_i)}H_i(\alpha_i) \tag{4.6}
\]

where we extend the range of \( i \) from \( n \) lines to \( 2n \) endpoints, and set \( [\alpha_i] \) as a \( 2n \times 1 \) chessboard vector filled with 0 and 1.

As pointed out in the literature of point-feature selection (e.g. [93, 86, 87, 74] and chapter 3), the spectral property of the pose information matrix has strong connection with the error of least squares pose optimization. For example, the worst-case error variance is quantified by the inverse of minimum eigenvalue of \( \Omega_x \) [86, 87]. Large min-eigenvalue of \( \Omega_x \) is preferred to avoid fatal error in line-LSQ solving. Also, the volume of the confidence ellipsoid in pose estimation can be effectively measured with the log-determinant of \( \Omega_x \) [74]. For accurately solving the line-LSQ problem, the large log-determinant of \( \Omega_x \) is pursued. In what follows, we quantify the spectral property of \( \Omega_x \) with log-determinant, i.e., \( \log \det(\Omega_x) \).

### 4.4 Good Line Cutting using Max-LogDet

#### 4.4.1 Intuition of Good Line Cutting

Compared with points that are typically modeled as sizeless entity, lines are modeled to extend along one certain dimension. For a 3D line \( L_i \) defined by endpoint-pair \( L_i(0) \) and \( L_i(1) \) in Euclidean space, the following equations hold for any intermediate 3D point \( L_i(\alpha) \)
Figure 4.3: Illustration of Good Line Cutting intuition. The final line cutting behavior is jointly determined by two motivations: uncertainty-reduction and information-preservation.

that lies on $L_i$:

$$L_i(\alpha) = (1 - \alpha)L_i(0) + \alpha L_i(1)$$

$$\Omega_{L_i(\alpha)} = \Sigma_{L_i(\alpha)}^{-1} = \{(1 - \alpha)^2 \Sigma_{L_i(0)} + \alpha^2 \Sigma_{L_i(1)}\}^{-1},$$

where $\alpha$ is the interpolation ratio, and $\Sigma_{L_i(\ast)}$ is the covariance matrix of 3D point $L_i(\ast)$.

The covariance matrix of the intermediate 3D point, $\Sigma_{L_i(\alpha)}$, is convex to the interpolation ratio $\alpha$, as both $\Sigma_{L_i(0)}$ and $\Sigma_{L_i(1)}$ are positive semi-definite. At some specific $\alpha_m \in [0, 1]$, $\Sigma_{L_i(\alpha_m)}$ reaches a global minimum (and $\Omega_{L_i(\alpha_m)}$ a global maximum). In other words, at some intermediate 3D position $L_i(\alpha_m)$ (both endpoints included) the corresponding 3D uncertainty is minimized. The same conclusion holds when extending from a single 3D point to the 3D point-pair $\langle L_i(\alpha_1), L_i(\alpha_2) \rangle$ lying on the 3D line $L_i$: both 3D points share the least-uncertain position $L_i(\alpha_m)$. To minimize the amount of uncertainty introduced with 3D line endpoints, the 3D line $L_i$ will shrink to a single 3D point!

However, the pose information $\Omega_x$ is not only dependent on endpoint information matrix $\Omega_{L_i(\alpha)}$, but also the Jacobian term $H_i(\alpha) = (l_i^T H_x(\alpha))^+(l_i^T H_L(\alpha))$. Cutting 3D line into smaller segments will affect the corresponding Jacobian term as well. Intuitively, line cutting could hurt the spectral property of measurement Jacobian block $H_x(\alpha)$: if a 3D line gets cut to a single point, the corresponding measurement Jacobian will degenerate from
rank-2 to rank-1, thereby losing one of the two constraints provided by the original 3D line matching.

Therefore, the objective of Good Line Cutting can be written as follow,

\[
\begin{align*}
[\alpha_i] &= \arg \max \log \det(\Omega_x) \\
&= \arg \max \log \det(\sum H_i^T(\alpha_i)\Omega_{L_i}(\alpha_i)H_i(\alpha_i) + \Omega^pt_x)
\end{align*}
\] (4.7)

where we include a constant term \(\Omega^pt_x\) to capture the information from point features, if applicable. Naturally, this objective can be solved with nonlinear optimization techniques.

### 4.4.2 Validation of Good Line Cutting

Before describing the optimization of (4.7), we would like to validate the idea of line cutting. One natural question towards line cutting with (4.7) being, is it possible that the Jacobian term \(H_i^T(\alpha_i)\) has much stronger impact towards (4.7) than 3D uncertainty reduction, so that one should always use the full-length of 3D line? To address this question, we study the minimal case, single line cutting: only one pair of cutting ratio \(\langle \alpha_1, \alpha_2 \rangle\) can be changed, while the remaining \(n - 1\) lines are not cut.

It is cumbersome to derive the function from line cut ratio \(\alpha\) to Jacobian term \(H_i(\alpha)\): it is highly non-linear, and the Jacobian term varies under different \(SE(3)\) parameterizations of camera and 3D lines. Instead, a set of line-LSQ simulation are conducted to validate line cutting.

The testbed is developed based on the simulation framework of [99]. A set of 3D lines that form a cuboid are simulated, under homogeneous-points line (HPL) parameterization. To simulate the error in 3D line triangulation, the endpoints of 3D lines are perturbed with zero-mean Gaussians in inverse-depth space, as illustrated with blue lines in Fig. 4.4 left. For the 3D line in red, the optimal line cutting ratio, found through brute-force search, is plotted versus camera pose in Fig. 4.4 right. The boxplots indicate that cutting happens when the 3D line is orthogonal or parallel to the camera frame. In these cases, the
measurement Jacobian of the red 3D line scales poorly with line length. Taking a smaller segment/point is preferred so as to introduce less noise into the least squares problem. According to Fig. 4.4, line cutting adapts to the information and uncertainty of the tracked lines based on the relative geometry.

To visualize the outcomes of different line cutting ratios, we used brute-force sweep to generate the surface of $\log \det(\Omega_x)$ as a function of the line cutting ratio parameters. Three example surfaces are illustrated in Fig 4.5. In the 1st example, global maximum of $\log \det(\Omega_x)$ is at $\langle \alpha_1 = 0, \alpha_2 = 1.0 \rangle$, which indicates the full-length of 3D line should be used. The 2nd one has global maximum at $\langle \alpha_1 = 0, \alpha_2 = 0.76 \rangle$, which encourages cutting out part of the line. In column 3, $\log \det(\Omega_x)$ is maximized at $\langle \alpha_1 = 0.52, \alpha_2 = 0.52 \rangle$, which means the original 3D line should be aggressively cut to a 3D point. To maximize pose information, line cutting is definitely preferred in some cases (e.g. Fig 4.5 columns 2 and 3).

4.5 Efficient Good Line Cutting

4.5.1 Single Line Cutting

To begin with, consider the single line cutting problem as simulated previously. Based on Fig 4.5, we notice the mapping from $\langle \alpha_1, \alpha_2 \rangle$ to $\log \det(\Omega_x)$ is continuous, and is concave within a neighborhood. Therefore by doing gradient ascent in each of the concave regions, the global maximum of $\log \det(\Omega_x)$ is expected to be found. One possible triplet of initial pairs are: full-length $\langle \alpha_1 = 0, \alpha_2 = 1.0 \rangle$, 1st endpoint only $\langle \alpha_1 = 0, \alpha_2 = 0 \rangle$, and 2nd endpoint only $\langle \alpha_1 = 1.0, \alpha_2 = 1.0 \rangle$.

The effectiveness of the multi-start gradient ascent is demonstrated with 100-run repeated test. Two representative endpoint-pair parameterizations of 3D lines [99] are tested here: homogeneous-points line (HPL) and inverse-depth-points line (IDL). The error of endpoint estimation is simulated with i.i.d. Gaussian in inverse-depth space (standard deviation of 0.005 and 0.015 unit are used), and propagated to $SE(3)$ space. Five different
Figure 4.4: Line cutting behavior under different camera poses. A pair $\langle 0, 100 \rangle$ indicates full line selection. Identical ratio pair, e.g. $\langle 45, 45 \rangle$ indicates cutting to a point. At each camera pose, the 3D line in red is cut using the good line cutting objective 4.7. The resulting line cutting ratios are summarized as boxplots to the right side. According to row 1 and 2, line cutting happens when the 3D line is orthogonal or parallel to the camera frame, where the constraint of corresponding line degenerates. In row 3, meanwhile, a consistent cutting outcome of nearly $\langle 50, 50 \rangle$ appears. The outcome is sensible regarding the motion profile (rotation about an axis parallel to the blue dashed line). The line cutting strategy adapts to the information and uncertainty of the tracked lines based on the relative geometry.
sizes (6, 10, 15, 20 and 30) of 3D line set are tested. Under both HPL and IDL parametrization, we compare the best pair from the 3 gradient ascends with the brute-force result. The differences of line cutting ratios are smaller than 0.01 for over 99% of the cases. Therefore, single line cutting problem can be solved effectively using the outcomes from a combination of three gradient ascents.

4.5.2 Joint Line Cutting

Now extend the single line cutting to the complete problem of joint line cutting: how to find the line cutting ratios for all $n$ 3D lines, so that the $\log \det$ of pose information matrix generated from $n$ line matchings is maximized?

 Naturally, the joint line cutting objective (4.7) can be approached with nonlinear optimizers, e.g. interior-point [111], active-set [112]. Meanwhile, an alternative approach is simple greedy heuristic: instead of optimizing the joint problem (or a smaller subproblem), simply searching for the local maximum for each 3D line as single line cutting problem, and iterating through all $n$ lines. As demonstrated previously, single line cutting can be effectively solved with a combination of 3 gradient ascends. Besides, the 3 independent gradients ascends can execute in parallel. Compared with nonlinear joint optimization that typically requires $O(\epsilon^{-c})$ iterations of the full problem ($c$ is some constant), the greedy approach has a much well-bounded computation complexity. It takes $n$ iterations to complete,
while at each iteration the single line cutting is solved in $O(m)$ ($m$ the maximum number of steps in gradient ascend). The efficiency of joint line cutting is crucial, since minimum overhead (e.g. milliseconds) shall be introduced to the real time pose tracking of targeted line-assisted VSLAM applications.

The greedy algorithm for efficient joint line cutting is described in Alg 4. The component of pose information matrix from a full-length line $L_i$ is denoted by $\Omega_x^i(0, 1)$, while a line cut from $\langle \alpha_1, \alpha_2 \rangle$ is denoted by $\Omega_x^i(\alpha_1, \alpha_2)$. With the line-LSQ simulation platform, the effectiveness of greedy joint line cutting is demonstrated with 100-run repeated test. The Matlab implementations of interior-point [111], as well as three variants of active-set [112], are chosen to compare against the greedy algorithm. The results are presented as boxplots in Fig 4.6. Under both 3D line parameterizations (HPL and IDL), greedy algorithm provides the largest increase of $\log \det(\Omega_x)$ (on average and in the worst case).

**Algorithm 4:** Efficient greedy algorithm for joint line cutting.

```plaintext
Data: 3D line set $\{L(i)\}_n$, 2D measurement set $\{l(i)\}_n$
Result: $\{\langle \alpha_1(i), \alpha_2(i) \rangle\}_n$
1 $\Omega_x = \sum \Omega_x^i(0, 1)$;
2 for $i = 1 : n$ do
3 $\Omega_x^r = \Omega_x - \Omega_x^i(0, 1)$;
4 $\langle \alpha_1(i), \alpha_2(i) \rangle = \arg \max \log \det(\Omega_x^i(\alpha_1, \alpha_2) + \Omega_x^r)$;
5 $\Omega_x = \Omega_x^r + \Omega_x^i(\alpha_1(i), \alpha_2(i))$;
```

4.6 Experiments

4.6.1 Motion Blur Scenarios

The performance improvement of Good Line Cutting to line-assisted VSLAM is assessed on EuRoC MAV dataset. Instead of running on all 11 sequences, only the 6 fast-motion sequences recorded in a Vicon-equipped room (with high potential to exhibit motion blur) are used for motion blur evaluation. Still, the level of motion blur for the original EuRoC sequence is not severe: the shot of each camera is strictly controlled, and the vehicle is only
Figure 4.6: Boxplots of joint line cutting with different approaches. **Left:** with HPL parametrization. **Right:** with IDL parametrization. Boxplots are presented in order: 1) original \( \log \det(\Omega_x) \), 2) after line cutting with greedy approach, 3)-6) after line cutting with nonlinear joint optimizers.

doing fast motion at several moments during the entire sequence. To assess the performance under severe motion blur, we smooth the 6 Vicon sequences with a \( 5 \times 5 \) box filter, and include the 6 blurred ones in the evaluation as well.

An open-source stereo line-assisted VSLAM system, PL-SLAM [23], is chosen as the testbed. The Good Line Cutting algorithm is integrated into PL-SLAM in place of the original line-weighting scheme. It takes all feature matchings as input: lines are to be refined with line cutting, while points serve as constant terms in the line cutting objective. After line cutting, all features (points and cut lines) are sent to pose optimization. The loop closing module of PL-SLAM is turned off since the focus of this work is real-time pose tracking.

For comprehensively evaluating the value of line cutting, five variants of the modified PL-SLAM are assessed: 1) point-only SLAM \( (P) \), 2) line-only SLAM \( (L) \), 3) line-only SLAM with line cutting \( (L + Cut) \), 4) point and line SLAM \( (PL) \), and 5) point and line SLAM with line cutting \( (PL + Cut) \). Beside the five variants of PL-SLAM, two baselines are evaluated as well: stereo ORB-SLAM [4] (referred as \( ORB \)) and stereo SVO [6].

Accuracy of real-time pose tracking is evaluated with three metrics [102] between ground truth track and SLAM estimated track:

1) **Absolute Root-Mean-Square Error (RMSE)**, which captures the absolute error of the
entire trajectory estimated in VSLAM;

2) **Relative Position Error (RPE)**, which captures the average drift of pose tracking in a short period of time;

3) **Relative Orientation Error (ROE)**, which captures the average orientation error of pose tracking with the same estimation pipeline as RPE. Both RPE and ROE are estimated with a fixed time window of 3 seconds.

Due to the fact that most SLAM systems have some level of randomness (e.g. feature extractor, multi-thread), all experiments in the following are repeated with 10 times. For those failed more than 2 times in 10 trials, we ignore the results due to the lack of consistency. For the rest, the average metric values are reported.

The RMSEs on 6 EuRoC sequences with potential motion blur are summarized in the upper half of Table 4.1. Corresponding RPEs and ROEs are in the upper half of Table 4.2 and Table 4.3, respectively. For each sequence, we compare the line-assisted baseline with the line cutting version, and highlight the better one in bold. Among all 7 methods evaluated here, the one that leads to the lowest error is marked with parentheses.

Compared with the line-assisted baselines ($L$ and $PL$), the line cutting versions ($L+Cut$ and $PL+Cut$) clearly have better accuracy: both absolute RMSE and relative RPE/ROE are reduced in most rows of Table 4.1, 4.2 and 4.3. Meanwhile, the performance of $ORB$ is not as consistent: when tracking succeed, $ORB$ has the highest accuracy among all 7 methods. However it failed to function reliably on the last 2 sequences. This is not surpris-
Table 4.1: RMSE (m) on EuRoC Sequences with Fast Motion

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Approach</th>
<th>$L$</th>
<th>$L + \text{Cut}$</th>
<th>$PL$</th>
<th>$PL + \text{Cut}$</th>
<th>$P$</th>
<th>ORB</th>
<th>$SVO$</th>
</tr>
</thead>
<tbody>
<tr>
<td>V1-01-easy</td>
<td>$L$</td>
<td>0.379</td>
<td>0.512</td>
<td>0.397</td>
<td>1.586</td>
<td>3.748</td>
<td>(0.035)</td>
<td>0.988</td>
</tr>
<tr>
<td></td>
<td>$L + \text{Cut}$</td>
<td>0.205</td>
<td>0.498</td>
<td>0.345</td>
<td>1.426</td>
<td>(0.109)</td>
<td>-</td>
<td>0.396</td>
</tr>
<tr>
<td>V1-02-med</td>
<td>$P$</td>
<td>0.525</td>
<td>0.988</td>
<td>0.667</td>
<td>3.748</td>
<td>(0.430)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>ORB</td>
<td>1.489</td>
<td>0.890</td>
<td>0.621</td>
<td>0.875</td>
<td>(0.047)</td>
<td>0.609</td>
<td></td>
</tr>
<tr>
<td></td>
<td>SVO</td>
<td>1.448</td>
<td>1.516</td>
<td>0.995</td>
<td>(0.946)</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>V1-03-dif</td>
<td>PL</td>
<td>3.513</td>
<td>3.979</td>
<td>(3.449)</td>
<td>4.195</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>V1-01-easy blurred</td>
<td>$L$</td>
<td>0.630</td>
<td>0.713</td>
<td>0.660</td>
<td>1.051</td>
<td>(0.103)</td>
<td>0.251</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$L + \text{Cut}$</td>
<td>0.346</td>
<td>0.471</td>
<td>0.398</td>
<td>1.066</td>
<td>0.441</td>
<td>0.565</td>
<td></td>
</tr>
<tr>
<td>V1-02-med blurred</td>
<td>$P$</td>
<td>0.525</td>
<td>0.474</td>
<td>0.474</td>
<td>0.398</td>
<td>0.565</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>ORB</td>
<td>1.623</td>
<td>1.428</td>
<td>1.682</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>(0.506)</td>
</tr>
<tr>
<td></td>
<td>SVO</td>
<td>0.934</td>
<td>0.444</td>
<td>0.557</td>
<td>0.881</td>
<td>0.307</td>
<td>0.210</td>
<td></td>
</tr>
<tr>
<td></td>
<td>V2-01-easy blurred</td>
<td>$P$</td>
<td>1.825</td>
<td>1.411</td>
<td>1.612</td>
<td>(3.449)</td>
<td>4.195</td>
<td>-</td>
</tr>
<tr>
<td>V2-02-med blurred</td>
<td>$L$</td>
<td>0.525</td>
<td>0.474</td>
<td>0.474</td>
<td>0.398</td>
<td>0.565</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>$L + \text{Cut}$</td>
<td>(0.375)</td>
<td>0.398</td>
<td>0.398</td>
<td>0.565</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>V1-03-dif blurred</td>
<td>$P$</td>
<td>1.623</td>
<td>1.428</td>
<td>1.682</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>(0.506)</td>
</tr>
<tr>
<td></td>
<td>ORB</td>
<td>0.934</td>
<td>0.444</td>
<td>0.557</td>
<td>0.881</td>
<td>0.307</td>
<td>0.210</td>
<td></td>
</tr>
<tr>
<td></td>
<td>SVO</td>
<td>1.825</td>
<td>1.411</td>
<td>1.612</td>
<td>(3.449)</td>
<td>4.195</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>V2-01-easy blurred</td>
<td>$L$</td>
<td>0.054</td>
<td>0.048</td>
<td>0.048</td>
<td>0.058</td>
<td>(0.041)</td>
<td>0.128</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$L + \text{Cut}$</td>
<td>0.043</td>
<td>0.048</td>
<td>0.048</td>
<td>0.058</td>
<td>(0.041)</td>
<td>0.128</td>
<td></td>
</tr>
<tr>
<td>V1-02-med blurred</td>
<td>$P$</td>
<td>0.135</td>
<td>0.046</td>
<td>0.046</td>
<td>0.043</td>
<td>0.072</td>
<td>(0.034)</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>ORB</td>
<td>0.169</td>
<td>0.133</td>
<td>0.164</td>
<td>0.156</td>
<td>0.402</td>
<td>(0.108)</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>SVO</td>
<td>0.200</td>
<td>0.059</td>
<td>0.042</td>
<td>0.030</td>
<td>0.053</td>
<td>(0.011)</td>
<td>0.109</td>
</tr>
<tr>
<td></td>
<td>V2-02-med</td>
<td>$P$</td>
<td>0.126</td>
<td>0.112</td>
<td>0.179</td>
<td>0.126</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>ORB</td>
<td>0.483</td>
<td>0.450</td>
<td>0.431</td>
<td>(0.364)</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>SVO</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 4.2: RPE (m/s) on EuRoC Sequences with Fast Motion

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Approach</th>
<th>$L$</th>
<th>$L + \text{Cut}$</th>
<th>$PL$</th>
<th>$PL + \text{Cut}$</th>
<th>$P$</th>
<th>ORB</th>
<th>$SVO$</th>
</tr>
</thead>
<tbody>
<tr>
<td>V1-01-easy</td>
<td>$L$</td>
<td>0.044</td>
<td>0.048</td>
<td>0.048</td>
<td>0.058</td>
<td>0.058</td>
<td>(0.041)</td>
<td>0.128</td>
</tr>
<tr>
<td></td>
<td>$L + \text{Cut}$</td>
<td>0.043</td>
<td>0.048</td>
<td>0.048</td>
<td>0.058</td>
<td>(0.041)</td>
<td>0.128</td>
<td></td>
</tr>
<tr>
<td>V1-02-med</td>
<td>$P$</td>
<td>0.135</td>
<td>0.046</td>
<td>0.046</td>
<td>0.043</td>
<td>0.072</td>
<td>(0.034)</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>ORB</td>
<td>0.169</td>
<td>0.133</td>
<td>0.164</td>
<td>0.156</td>
<td>0.402</td>
<td>(0.108)</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>SVO</td>
<td>0.200</td>
<td>0.059</td>
<td>0.042</td>
<td>0.030</td>
<td>0.053</td>
<td>(0.011)</td>
<td>0.109</td>
</tr>
<tr>
<td></td>
<td>V2-02-med</td>
<td>$P$</td>
<td>0.126</td>
<td>(0.112)</td>
<td>0.179</td>
<td>0.126</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>ORB</td>
<td>0.483</td>
<td>0.450</td>
<td>0.431</td>
<td>(0.364)</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>SVO</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>V1-01-easy blurred</td>
<td>$L$</td>
<td>0.054</td>
<td>(0.047)</td>
<td>0.054</td>
<td>0.052</td>
<td>0.062</td>
<td>0.048</td>
<td>0.126</td>
</tr>
<tr>
<td></td>
<td>$L + \text{Cut}$</td>
<td>(0.047)</td>
<td>0.054</td>
<td>0.052</td>
<td>0.062</td>
<td>0.048</td>
<td>0.126</td>
<td></td>
</tr>
<tr>
<td>V1-02-med blurred</td>
<td>$P$</td>
<td>0.076</td>
<td>0.068</td>
<td>0.052</td>
<td>(0.049)</td>
<td>0.129</td>
<td>0.178</td>
<td>0.357</td>
</tr>
<tr>
<td></td>
<td>ORB</td>
<td>0.233</td>
<td>0.206</td>
<td>(0.148)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.277</td>
</tr>
<tr>
<td></td>
<td>SVO</td>
<td>0.144</td>
<td>0.054</td>
<td>(0.034)</td>
<td>0.037</td>
<td>0.040</td>
<td>0.049</td>
<td>0.096</td>
</tr>
<tr>
<td></td>
<td>V2-02-med</td>
<td>$P$</td>
<td>0.166</td>
<td>0.138</td>
<td>0.171</td>
<td>(0.127)</td>
<td>-</td>
<td>0.162</td>
</tr>
<tr>
<td></td>
<td>ORB</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>(0.289)</td>
</tr>
</tbody>
</table>

ing: when available, point features are known to be more accurate for pose tracking; they are just not as robust as lines under motion blur. Lastly, the direct $SVO$ failed to track on 4 out of 6 sequences, similar to the results reported in [6] (failed on 3 out of 6). It is expected since direct approaches are more sensitive to fast motion and lighting changes (e.g. the 3rd plot in Fig 4.7) than feature-based ones.

The level of motion blur for the original EuRoC sequence is not severe: the shot of each camera is strictly controlled, and the vehicle is only doing fast motion at several moments during the entire sequence. To assess the performance under severe motion blur, we smooth
Table 4.3: ROE (deg/s) on EuRoC Sequences with Fast Motion

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Approach</th>
<th>$L$</th>
<th>$L + Cut$</th>
<th>$PL$</th>
<th>$PL + Cut$</th>
<th>$P$</th>
<th>ORB</th>
<th>SVO</th>
</tr>
</thead>
<tbody>
<tr>
<td>V1-01-easy</td>
<td></td>
<td>0.52</td>
<td><strong>0.49</strong></td>
<td><strong>0.61</strong></td>
<td>0.63</td>
<td>0.83</td>
<td>(0.43)</td>
<td>4.23</td>
</tr>
<tr>
<td>V1-02-med</td>
<td></td>
<td>3.01</td>
<td><strong>1.52</strong></td>
<td>0.71</td>
<td><strong>0.64</strong></td>
<td>1.71</td>
<td>(0.32)</td>
<td>-</td>
</tr>
<tr>
<td>V1-03-dif</td>
<td></td>
<td>4.99</td>
<td><strong>3.82</strong></td>
<td><strong>2.38</strong></td>
<td>2.85</td>
<td>9.58</td>
<td>(1.96)</td>
<td>-</td>
</tr>
<tr>
<td>V2-01-easy</td>
<td></td>
<td>3.58</td>
<td><strong>2.56</strong></td>
<td>0.86</td>
<td><strong>0.77</strong></td>
<td>0.88</td>
<td>(0.26)</td>
<td>4.49</td>
</tr>
<tr>
<td>V2-02-med</td>
<td></td>
<td>(2.14)</td>
<td>2.35</td>
<td>4.38</td>
<td><strong>3.47</strong></td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>V2-03-dif</td>
<td></td>
<td>12.67</td>
<td><strong>11.77</strong></td>
<td>(10.77)</td>
<td>12.05</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>V1-01-easy blurred</td>
<td></td>
<td>0.80</td>
<td>(0.63)</td>
<td>0.77</td>
<td><strong>0.73</strong></td>
<td>0.95</td>
<td>0.66</td>
<td>4.24</td>
</tr>
<tr>
<td>V1-02-med blurred</td>
<td></td>
<td>1.69</td>
<td><strong>1.62</strong></td>
<td>0.84</td>
<td>(0.76)</td>
<td>3.08</td>
<td>2.63</td>
<td>8.63</td>
</tr>
<tr>
<td>V1-03-dif blurred</td>
<td></td>
<td>7.35</td>
<td><strong>6.65</strong></td>
<td>-</td>
<td>(3.17)</td>
<td>-</td>
<td>-</td>
<td>10.49</td>
</tr>
<tr>
<td>V2-01-easy blurred</td>
<td></td>
<td>2.94</td>
<td><strong>2.08</strong></td>
<td><strong>0.99</strong></td>
<td>1.07</td>
<td>(0.92)</td>
<td>2.25</td>
<td>3.96</td>
</tr>
<tr>
<td>V2-02-med blurred</td>
<td></td>
<td>3.47</td>
<td><strong>2.67</strong></td>
<td>3.15</td>
<td>(2.62)</td>
<td>-</td>
<td>5.48</td>
<td>8.38</td>
</tr>
<tr>
<td>V2-03-dif blurred</td>
<td></td>
<td>-</td>
<td>-</td>
<td><strong>10.60</strong></td>
<td>-</td>
<td>-</td>
<td>(8.58)</td>
<td>-</td>
</tr>
</tbody>
</table>

the 6 Vicon sequences with a $5 \times 5$ box filter, and rerun all 7 VSLAM methods on the blurred ones. Corresponding results are reported in the bottom half of Table 4.1, 4.2 and 4.3.

Under the severe motion blur, point-based approaches ($P$ and ORB) become less accurate than before, while also be prone to loss track. Meanwhile, the line-assisted approaches are more robust to the blur. More importantly, the accuracy of line-assisted approaches are clearly improved with line cutting. Interestingly, direct SVO tracks on all 6 blurred sequences, including 4 sequences that it failed to track originally. The reason is mostly likely due to the blurring applied, which acts to pre-condition the direct objective (original highly non-smooth). The convergence rate of optimizing the direct objective improves and positively impacts the tracking rate.

According to the RMSEs reported in Table 4.1, direct SVO seems having better performance than line-feature VSLAM variants under severe motion blur. However, the relative metrics suggest the opposite: $PL + Cut$ has the lowest RPE and ROE on 3 sequences, while $L + Cut$ has the best relative scores at another sequence. The difference between absolute, global RMSE and relative, local RPE/ROE indicates the proper use case of line features. Instead of incorporating line features to mapping and long-term re-usage, lines are mostly suited as temporal references in short-term pose tracking. Really, line features
should only be used for short and challenging durations that sufficient constraints cannot
be obtained with point features only.

Furthermore, we briefly discuss the computation cost of line cutting. Since the baseline
PL-SLAM does not maintain covariance matrix for each 3D line, we do so with a simple
error model: 1) assume a constant i.i.d. Gaussian at the inverse-depth space of each 3D
line endpoint; 2) propagate the endpoint covariance matrix from inverse-depth space of
the previous frame to the Euclidean space of current frame. Then we run the greedy line
cutting algorithm (Alg 4) with these covariance/information matrices. Most of compute
time is spent on the iterative greedy algorithm. When averaged over the EuRoC sequences,
the line cutting module takes 3 ms to process 60 lines per frame.

4.6.2 Low-Texture Scenarios

In addition, we evaluate the described approach on low-texture scenario. To the authors’
knowledge, no publicly available, low-texture stereo benchmark exists. We synthesized
a low-texture stereo sequence with Gazebo for this evaluation. An example frame of the
low-texture sequence is provided as the 1st plot in Fig 4.7.

Relative errors are summarized in Table 4.4. After applying line cutting to line-assisted
baseline ($L$ and $PL$), the average relative errors are cut down by almost 40%, as high-
lighted in bold. The lowest tracking error (i.e., best accuracy) is achieved when combining
point and line features, and cutting the lines with the described method ($PL+Cut$). Mean-
while, systems that only utilize point features perform poorly: point-only SLAM ($P$) has
high ROE; ORB-SLAM2 ($ORB$) failed to track. The direct approach SVO succeeded in
tracking the whole low-texture sequence, but has the highest relative errors.

The evaluation results suggest that, line features are valuable for pose tracking in low-
texture scenarios. However, simply using the full-length of lines for pose optimization may
cause large tracking error. With the described line cutting, the accuracy of line-assisted
pose tacking improves.
Table 4.4: Relative Error on Synthetic Low-Texture Sequence

<table>
<thead>
<tr>
<th>Metric</th>
<th>Approach</th>
<th>( L )</th>
<th>( L + Cut )</th>
<th>( PL )</th>
<th>( PL + Cut )</th>
<th>( P )</th>
<th>( ORB )</th>
<th>( SVO )</th>
</tr>
</thead>
<tbody>
<tr>
<td>RPE(m/s)</td>
<td></td>
<td>0.246</td>
<td><strong>0.141</strong></td>
<td>0.242</td>
<td><strong>0.126</strong></td>
<td>0.222</td>
<td>-</td>
<td>0.372</td>
</tr>
<tr>
<td>ROE(deg/s)</td>
<td></td>
<td>4.78</td>
<td><strong>3.01</strong></td>
<td>3.83</td>
<td><strong>1.68</strong></td>
<td>5.13</td>
<td>-</td>
<td>8.83</td>
</tr>
</tbody>
</table>

4.7 Conclusion

This chapter presents Good Line Cutting, which deals with the uncertain 3D line measurements to be used in line-assisted VSLAM. The goal of Good Line Cutting is to find the (sub-)segment within each uncertain 3D line that contributes the most information towards pose estimation. By only utilizing those informative (sub-)segments, line-based least squares is solved more accurately. We also describe an efficient, greedy algorithm for the joint line cutting problem. With the efficient approximation, line cutting is integrated into a state-of-the-art line-assisted VSLAM system. When evaluated on two target scenarios of line-assisted VSLAM (motion blur; low-texture), accuracy improvements are demonstrated, while robustness is preserved. There are a couple of further directions that can be investigated in the future. First, Good Line Cutting can be extended to infinite parametrizations of 3D lines, such as Plücker coordinates. The combination of point feature selection (i.e., Good Feature Selection) and line cutting (i.e., Good Line Cutting) is worth exploring as well. Last, the computation cost of state-of-the-art line feature extraction algorithm is still limited. Further investigation of active and efficient line extraction is crucial for applicable line-assisted VSLAM.
CHAPTER 5
MAP HASHING: APPEARANCE-ENHANCED COMPACT LOCAL MAP OF FEATURE-BASED VSLAM

5.1 Introduction

In this chapter, we present the work of Map Hashing, which bounds the cardinality of local map with strong appearance prior, therefore improving the long-term performance of VSLAM. Augmentation of the feature matching process of VSLAM systems with a local map matching sub-process aids data association and state optimization [4, 113]. Compared with a global map containing all historical 3D points, the local map includes only the subset of 3D points that are hypothesized to be currently visible. Conducting data association and downstream state optimization on a compact local map is more efficient than for the larger global map. By matching 2D features from the current frame to the local map (which includes 3D points observed at earlier frames), extra long-baseline feature matchings can be extracted and utilized in state optimization; see Figure 5.1 (top-left) depicting a histogram of matched local map points for ORB-SLAM, where the baseline is measured in terms of how long ago the features were seen (as opposed to how far spatially). These long-baseline matchings contribute to the accuracy and robustness of VSLAM. Not surprisingly, VSLAM systems employing a local map [16, 4] tend to be more accurate and robust than systems relying only on frame-to-frame tracking [114, 31, 32].

A compute-economic property to guide the building of the local map with relevant 3D points is co-visibility. Co-visibility was introduced for loop closing in VSLAM [115], and later extended to pose tracking [116, 4, 117, 118]. The assumption of co-visibility being: if an earlier keyframe shares many 3D points with a recent keyframe (i.e., co-visible), then all 3D points observed by the earlier keyframe are likely to be seen also. Co-visibility
Figure 5.1: Latency reduction of the described Map Hashing algorithm (MIH-x/32), when integrated into a state-of-the-art VSLAM system (ORB-SLAM[4]). **Top-Left:** Histogram of matched features baselines extracted from local map, with and without proposed algorithm **Top-Right:** Accuracy of VSLAM with or without proposed algorithm, measured with RPE (10-sec window). **Middle:** Size of the local map utilized in VSLAM, with or without proposed algorithm. **Bottom:** Latency profile of real-time pose tracking on the long-term *NewCollege* sequence.

Information is cheap to obtain as the by-product of earlier data association calculations, therefore it can be considered to be an efficient heuristic for local map building. However, co-visibility only utilizes the relatively-weak temporal prior (i.e., seen before, likely to be seen now). A local map generated with co-visibility could easily grow without bound, and introduce significant latency to VSLAM thereafter. Figure 5.1 (middle row) includes a plot of the ORB-SLAM local map versus time, where it is seen to occasionally grow to be one to two orders of magnitude more than the number of tracked features per frame (typically...
on the order of $10^2$ to $10^3$).

In this work, we propose to enhance the co-visibility local map building step with a strong appearance prior, which will lead to a compact yet relevant local map, as indicated in Figure 5.1 (middle row) where the proposed local map queried is bounded in size and can be up to an order of magnitude lower than ORB-SLAM. The idea is straightforward: only those 3D points that are visually similar to currently extracted features are potentially useful in data association (and state optimization thereafter). To utilize the appearance prior efficiently, we propose to index descriptors of historical 3D points with Multi-Index Hashing (MIH) [119]. By querying historical 3D points from a series of hash tables, we can collect the subset of 3D points that are similar to current measurements in appearance/descriptor space. The visually-similar 3D points are then verified with co-visibility, and put together as the local map for the costly computations, e.g. data association and state optimization.

Furthermore, an online table selection algorithm is developed to choose a subset of hash tables that cover the most relevant 3D points. By only querying 3D points from the subset, the overhead on hash table queries is reduced, while the quality of the local map is preserved, as indicated by comparable RPE in Fig 5.1 (top-right). The table selection process is rooted in the submodular property with regards to the table selection metric (e.g. information gain of feature matchings obtained from each table). Because of the submodular property of table selection metric, a greedy algorithm can achieve near-optimal table selection outcomes with good efficiency properties. Figure 5.1 (bottom row) shows better bounding of the SLAM latency per frame, with fewer outliers, relative to a 30ms threshold.

The described Map Hashing algorithm is generic; it can be easily extended to other visual(-inertial) SLAM systems utilizing a local map, i.e., [16, 120].
5.2 Background

Two closely-related fields are reviewed: Vision-based Localization (VBL) and Visual SLAM (VSLAM). Differences between existing works and the described work are discussed.

VBL aims to retrieve the 6DoF pose of a visual query (image or video) within a huge, pre-built spatial representation, e.g. a 3D point map. One key component of VBL is to index the spatial representation for efficient queries. Co-visibility was introduced to feature-based VBL [121, 122] as a cue to prioritize feature matching efforts. Researchers also proposed alternative indexing methods based on appearance/feature descriptors [123, 124]. Real-valued feature descriptors such as SIFT [125] and SURF [126] are typically indexed offline using a kd-tree. Appearance-based indexing are proven to yield more accurate and robust query results, while co-visibility is more computationally-efficient. Combining both cues was first explored in [127], and further refined in [128, 129]. The work [129] replaced the kd-tree data structure with a faster and more flexible indexing method, inverted multi-index. The appearance-based query results are then filtered with co-visibility. Such a combination scheme is efficient: the VBL system runs real-time on mobile device. Nevertheless, training the inverted index is still an offline process requiring a known 3D map.

Binary feature descriptors such as BRISK [13] and ORB [14] are used in VBL since they are more efficient to extract than real-valued ones. Conventional indexing data structures like kd-trees are better suited to real-valued descriptors, rather than binary ones, motivating the exploration of alternative indexing methods. For example, randomized trees were proposed to index binary descriptors [130], which were trained offline from the pre-built 3D map. Hashing has been proven to be a good indexing solution [131, 132] in binary-descriptor VBL. Coarse-to-fine searching schemes are commonly applied in these VBL systems, where an initial hashing query provides the coarse results that are later refined by a linear scan.

Apart from compatibility with binary descriptors, two other properties of hashing make
it particularly attractive to online and incremental pose estimation problem, e.g. VSLAM. First, hashing index can be updated efficiently for online processes. It is then possible to generate a more compact and relevant index by updating hash tables, e.g., according to changes in the map and the visibility constraints. Second, hashing relaxes the requirement for database pre-training (or prior offline database generation), therefore enabling VSLAM systems to operate in general and unknown environments. Hashing has been applied to modules of VSLAM where real-time performance is not required. In [133], binary descriptors are indexed with Locality Sensitive Hashing (LSH) [134]. Good relocalization performance in a VSLAM system is demonstrated thereafter. Multi-Index Hashing (MIH), which is firstly developed in data query [119], has been introduced to the loop closing module of VSLAM [135].

The described Map Hashing method is based on MIH, but with a key enhancement: an online table selection algorithm is developed to reduce the number of hashing queries, therefore enabling MIH to be used in VSLAM modules with real-time requirements, e.g. pose tracking. The local map queried with appearance/feature descriptors is further tailored with a co-visibility check. The final local map is more compact than the ones generated with either co-visibility or appearance only. Running data association and state optimization on the size-reduced local map is more efficient and leads to significant latency reductions in VSLAM based on a more efficient local map data association step. Furthermore, the quality of the local map (e.g. amount of long-baseline feature matchings) is preserved in the compact local map. Therefore, the performance of VSLAM is preserved. Preliminary quantification of these benefits can be seen in Figure 5.1 for a single sequence.

5.3 Local Map Building with Multi-Index Hashing

A diagram of the proposed local map building method is illustrated in Fig 5.2. The modules of our method are highlighted with shaded boxes, while those in a conventional VSLAM pipeline have clear boxes. This section describes the query and insertion stage of MIH. The
hash table selection algorithm will be introduced in the next section.

5.3.1 Query MIH

Assume that a frame with $m$ binary descriptors extracted is provided and that the MIH contains $t$ hash tables. Each binary descriptor will trigger a MIH query. In a MIH query, the $b$-bit binary query descriptor is first separated into $t$ disjoint contiguous substrings, as illustrated in Fig 5.3. Each substring gets queried with the corresponding hash table for an exact match. Query results from all $t$ hash tables are put together as the final query result. Repeating the MIH query for all binary descriptors from the input frame, aggregate the 3D point set $\{P_h\}$ that satisfy the appearance prior. The intersection of appearance-based point set $\{P_h\}$ and the 3D point set $\{P_c\}$ collected with conventional co-visibility is the final local map, i.e., $\{P_h\} \cap \{P_c\}$.

5.3.2 Insert to MIH

Updating MIH according to changes in the map and visibility constraints is essential for efficient local map building. As a trade-off between update frequency and computation cost, MIH updates are triggered only for keyframes sent to the mapping thread. Updating MIH in the mapping thread avoids introducing overhead during real-time pose tracking.

For each keyframe, the co-visible 3D points $\{P_c\}$ are inserted into the MIH. Similar to the query process, the $b$-bit binary descriptor of each 3D point in $\{P_c\}$ is separated into
t disjoint contiguous substrings, each of which is of length \( \lfloor b/t \rfloor \). Each substring is then inserted into a corresponding hash table. For 3D points already in the hash tables, their entries will shift to the front of the bucket, making them more likely to be queried in the future.

### 5.3.3 Choice of Hash Table Number

The quantity of hash tables \( t \) has strong impact on the performance-efficiency of MIH-based local map indexing. Recall the example of a frame with \( m \) features extracted. Each feature will trigger a MIH query consisting of \( t \) queries to hash tables. Therefore, the MIH-based local map building has a time complexity of \( O(mt) \), i.e., linear in \( t \). Meanwhile, the space complexity of MIH is \( O(tN2^{\lfloor b/t \rfloor}) \), where \( N \) is the bucket size in each hash table. The space complexity decreases exponentially with table number \( t \). Therefore, only a certain range of \( t \) works in practical applications due to time and space complexity limits.

Apart from time and space complexity, the robustness of MIH against perturbations in binary descriptors is largely decided by hash table number \( t \). Assuming \( \epsilon \) bits of the query descriptor are perturbed under a uniform distribution, the recall probability (i.e., probability that the query succeeds with a perturbed string) is connected to hash table number \( t \) as per
Figure 5.4: Simulation results evaluating the recall probability of hashing (the higher the better) vs. the number of bits perturbed for different numbers of tables in the MIH. For 256-bit descriptors, MIH with 32 tables is preferred: it remains high recall even under significant perturbation (50-100 bits).

\[ P_{\text{recall}}(t, \epsilon) = 1 - t! \frac{\Theta(\epsilon, t)}{t^\epsilon}, \]  

(5.1)

where \( \Theta(\epsilon, t) \) is the Stirling partition number [136].

When working with 256-bit binary descriptors such as ORB, the relationship described in Eq 5.1 is illustrated in Fig 5.4. The green and red dashed lines indicate example thresholds of bit-wise perturbations in typical SLAM applications. At least 32 tables are needed for high recall probability within the example perturbation levels (vertical dashed lines). Using 64 tables is also possible, but with the drawback of higher overhead due to the linear-growth in time complexity. In the described local map indexing method, 32 hash tables are maintained; each table covers an 8-bit descriptor substring.

5.3.4 Choice of Bucket Size

Another parameter affecting the performance-efficiency of MIH-based local map building is the bucket size \( N \) of each hash table. A bucket in MIH is implemented as ring buffer, where only the \( N \) most recent 3D points are stored. For the purpose of long-baseline feature matching, it is necessary to keep the entries of 3D points observed earlier in time within the bucket. However, an over-sized bucket will store entries of 3D points that are no longer visible nor relevant. As a consequence, the resulting local map will be less compact and
relevant, introducing overhead to data association. In what follows, the bucket size $N$ is set to 10 based on a parameter sweep.

### 5.4 Overhead Reduction with Hash Table Selection

For a frame with $m$ features extracted and a 32-table MIH, the number of hash table queries in local map building is $O(32m)$. While querying all 32 hash tables provides robustness against severe perturbation, querying a subset of hash tables is more efficient when the bit-wise perturbation level is low or medium. We propose an online table selection algorithm to identify the minimum subset of hash tables to be queried, which further improve the compactness of local map without performance degeneration.

#### 5.4.1 Objective Formulation

To begin, the metric used for table selection is introduced. Assume $F$ is the full set of true feature matchings between current frame and the full local map built with all 32 hash tables. For each hash table $T_i$, the true feature matchings that can be queried from it form a subset $F_i \subset F$, where $\bigcup_{i=1}^{32} F_i = F$. For each hash table $T_i$, the contribution towards current state optimization can be assessed with the information matrix of subset $F_i$.

Following the previous least squares definition of VSLAM pose tracking 2.1, we can derive the information matrix of camera pose $\Omega_x$ as

$$\Omega_x = \sum H(i)^T \Omega_r(i) H(i) = \sum \Omega_x(i), \quad (5.2)$$

where $H(i)$ and $\Omega_r(i)$ are the measurement Jacobian and residual information matrix of corresponding true matched features. Denote by $\Omega_x(i)$ the pose information matrix derived from a single feature match $i$.

As introduced for feature subset selection [74, 62], the $\logDet$ is especially suited for quantifying the contribution of matched features to VSLAM. Therefore, the value of a hash
towards current state optimization can be measured with

$$\log \det \left( \sum_{i \in F_i} \Omega_x(i) \right).$$  

(5.3)

There is a certain level of overlap between the *true* matched feature subsets for each hash table. In an ideal scenario without any perturbation to feature descriptor, the full set of *true* feature matchings can be retrieved from any one of the 32 hash tables, i.e., 100% overlapping between subsets, $\forall i, j F_i = F_j = F$. In practice perturbations reduce the subset overlap percentage to less than 100%, and each hash table covers a subset of *true* feature matchings $F$. Therefore, selecting a subset of hash table is equivalent to a problem of maximum coverage, with the objective formulated as:

$$\max_{S \subseteq \{1, 2, \ldots, 32\}, |S| \leq k} \log \det \left( \sum_{i \in \bigcup_{h \in S} F_h} \Omega_x(i) \right),$$  

(5.4)

where $k$ is the cardinality constraint.

5.4.2 Greedy Table Selection

The maximum coverage problem is studied in the field of computational theory, where it is known to have submodular properties. Recall the proposition 1, that a monotone and submodular problem can be approximated with greedy method with the approximation guarantee of $(1 - 1/e)$. Furthermore, logDet meets both requirements [73]. Solutions to the subset selection problem, and the equivalent hash table selection problem, can be approximated using greedy algorithms. More importantly, a greedy algorithm is guaranteed to be near-optimal, with approximation ratio of $1 - 1/e$. Based on this outcome, we present a greedy, online hash table selection algorithm in Alg 5. Two control parameters are fixed after parameter sweeping: cardinality constraint $k = 8$, target contribution $d_{\text{thres}} = 80.0$.

The above discussion assumes that the *true* feature matchings are known before performing hash table selection. In practice, however, we do not know the *true* matchings
Algorithm 5: Online hash table selection algorithm.

**Data:** feature matching subset from each hash table \( \{F_1, F_2, \ldots, F_32\} \),
cardinality constraint \( k \), target contribution \( d_{thres} \)

**Result:** indices of hash tables selected \( S \)

1. **foreach** feature matching \( j \in \bigcup_{i=1}^{32} F_i \) **do**
2.   collect pose information matrix \( \Omega_x(j) \);
3.   \( S \leftarrow \emptyset, d_{acc} = 0 \);
4.   **while** \( |S| < k \land d_{acc} < d_{thres} \) **do**
5.     **foreach** \( i \not\in S \) **do**
6.       \( d(i) = \log \det \left( \sum_{i \in \bigcup_{h \in S \cup F_i} F_h} \Omega_x(i) \right) \)
7.     \( j \leftarrow \arg \max_i d(i) \);
8.     \( d_{acc} = d(j) \);
9.     \( S \leftarrow S \cup j \);
10. **return** \( S \).

Beforehand. To mitigate that, we assume that the content of hash tables is a slowly-varying function of time, and execute the hash table subset selection algorithm on keyframes rather than all regular frames. After finishing map-to-frame feature matching for a keyframe, the selection of hash tables gets updated using Alg 5. The updated subset of hash tables is utilized for the incoming regular frames, till another keyframe is taken. The above implementation enables efficient query and construction of the local map, without having noticeable performance loss.

5.5 Experiments

This section evaluates the performance-efficiency trade off of the Map Hashing algorithm on a state-of-the-art VSLAM system, ORB-SLAM [4]. Applying the described algorithm to the real-time tracking thread of ORB-SLAM reduces pose tracking latency. Meanwhile, tracking accuracy is either improved (on short sequences) or remains near the same level as canonical ORB-SLAM (on long sequence), and the robustness is preserved (i.e., avoid tracking failure).
5.5.1 Long-Term VSLAM in Unknown Environment

The latency reduction and strong performance of the Map Hashing algorithm is demonstrated by comparing with other state-of-the-art VSLAM systems on a long-term VSLAM benchmark, NewCollege [137]. NewCollege contains a 43-minutes stereo sequence collected with a robot traversing a campus and adjacent parks. There are multiple loops/revisits within the sequence. The sequence is well-suited for evaluating the long-term performance and efficiency of VSLAM system (with loop closure). Due to the lack of 6DoF pose ground truth, offline Bundle Adjustment is executed with stereo video, and the jointly optimized camera poses are taken as the ground truth. We only evaluate monocular VSLAM (e.g. with left camera) against the ground truth in this experiment.

The Relative Position Error (RPE) [102, 138] is chosen to evaluate the long-term performance of VSLAM on NewCollege. Compared with absolute RMSE, RPE is less sensitive to the inevitable scale drift of monocular VSLAM. Therefore, it is better for evaluating monocular systems on long-term sequences.

The efficiency of VSLAM is evaluated with the latency of real-time pose tracking per frame, which has been described in the experiment section of Chapter 3. Latency of mapping and loop closing is less of a concern in this work due to the relaxed time constraints of those processes. The same configuration as Chapter 3 is applied: 10-run repeat; discarding any track failure; running on Intel i7-7700K quadcore 4.20GHz CPU (passmark score of 2583 per thread).

To demonstrate the benefit of online hash table selection (Alg 5), we performed additional 10-run repeats of MIH-based local map building with a predefined set of fixed hash table subsets, ranging 1 table ($MIH$-$1/32$) to all 32 tables ($MIH$-$32/32$). Results of these tests are compared to MIH-based local map building with online hash table selection, i.e., $MIH$-$x/32$ ($x = 10$).

The latency profiles of different hash table subsets are presented in Fig 5.5. $MIH$-$x/32$ has the lowest latency for data association, when compared to other predefined hash table
subsets. The latency of hash table queries is also lower with online hash table selection. Performance evaluation of the methods collected the average RPE (with a 10-sec window), and also logged the average latency of each module in the real-time pose tracking process. Performance (RPE) and efficiency (latency) outcomes are summarized in Fig 5.6. MIH-x/32 has the lowest latency for pose tracking while preserving the performance of VSLAM relative to the fixed table subsets.

Two state-of-the-art VSLAM systems are chosen as baselines: DSO with loop closure (LDSO) [139] and ORB-SLAM (ORB) [4]. In addition to the proposed MIH-x/32, we integrate two reference methods into ORB-SLAM that enhance co-visibility local map building with simple heuristics. One heuristic is random sampling, i.e., Rnd. The other heuristic prioritizes map points with a long track history, denoted as Long, since feature points tracked for a long time are more likely to be mapped accurately.

![Figure 5.5: Top: Latency of data association from 1 run on NewCollege. Bottom: Latency of hash table query (part of data association) from 1 run on NewCollege. The first 5 profiles have predefined hash table subsets, e.g. first 1, first 4, etc. The last profile employs online hash table subset selection.](image-url)
Figure 5.6: RPE and latency for different hash table subsets averaged over 10 runs on NewCollege. The first 5 columns are the fixed hash table subset methods, e.g. first 1, first 4, etc. The last column employs online selection. No RPE is reported for the single hash table (MIH-1/32) since track loss frequently occurred.

Figure 5.7: Latency vs. accuracy on NewCollege monocular sequence. System evaluation involved a sweep of features per frame: 800, 1000, 1500, 2000.

To capture the performance-efficiency trade off of VSLAM systems, we adjust the number of features/patches extracted per frame. All 5 VSLAM systems are configured to run 10-repeats on NewCollege, with feature/patch quantities ranging from 800 to 2000. The RPE under 10-sec window versus the average latency per frame is depicted in Fig 5.7. Relative to ORB-SLAM, the proposed MIH-x/32 leads to latency reduction for all configurations of feature number. Rnd also leads to latency reduction, but not as much as MIH-x/32. The Rnd case with 800 features leads to track loss, so it is not plotted. Both LDSO and Long failed to track the full New College sequence. The accuracy of MIH-x/32 is compara-
Table 5.1: RPE (m/s) on NewCollege Sequence

<table>
<thead>
<tr>
<th>Seq.</th>
<th>LDSO</th>
<th>ORB</th>
<th>MIH-x/32</th>
</tr>
</thead>
<tbody>
<tr>
<td>RPE₃</td>
<td>-</td>
<td>0.11 (2e-2)</td>
<td>0.12 (8e-3)</td>
</tr>
<tr>
<td>RPE₁₀</td>
<td>-</td>
<td>0.08 (8e-3)</td>
<td>0.08 (6e-3)</td>
</tr>
<tr>
<td>RPE₃₀</td>
<td>-</td>
<td>0.09 (5e-3)</td>
<td>0.10 (1e-2)</td>
</tr>
</tbody>
</table>

Table 5.2: Latency (ms) on NewCollege Sequence

<table>
<thead>
<tr>
<th>Seq.</th>
<th>LDSO</th>
<th>ORB</th>
<th>MIH-x/32</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q₁</td>
<td>-</td>
<td>13.2</td>
<td>10.4</td>
</tr>
<tr>
<td>Avg.</td>
<td>-</td>
<td>18.3</td>
<td>12.2</td>
</tr>
<tr>
<td>Q₃</td>
<td>-</td>
<td>21.5</td>
<td>13.3</td>
</tr>
</tbody>
</table>

ble to the best performing ORB realizations, but with a lower deviation as indicated by the shorter error bars. Lastly, we report the accuracy of the monocular VSLAM systems under the configuration of 800 features per frame in Table 5.1. Corresponding latency averaged per frame is reported in Table 5.2. Three RPE metrics are computed using different sliding windows: 3-sec, 10-sec and 30-sec. In addition to the average RPE over 10-run repeat, the standard deviation (STD) of the RPE is also reported in each cell of Table 5.1. The two heuristics Rnd and Long are excluded since they both failed to track on the full sequence. The best numbers (lowest average/STD of RPE, lowest latency) are highlighted with bold. The accuracy of MIH-x/32 remains at similar levels as ORB (equal or around 10%), as evaluated on all 3 RPE metrics. More importantly, the latency of described method is lower and more consistent than baseline ORB. It is 21%, 33%, and 40% lower for the first quartile, average, and third quartile values.

5.5.2 Long-Term VSLAM in Pre-Mapped Environment

The Map Hashing algorithm is especially suited when huge amount of map points are available. In the presence of pre-built map from previous runs, VSLAM with compact local map is able to track camera pose with low-latency and drift-free.

To demonstrate the applicability of Map Hashing algorithm in map re-using scenarios,
we collect five runs of stereo sequences in an office area. Details of the collected sequences are presented in Table 5.3. The prior map is collected by running VSLAM on the first two sequences, i.e., \(s1\) and \(s2\). The loop closing module, as well as the global pose graph optimization, are activated to improve the global consistency of generated map. The final map is illustrated in Fig 5.8, which contains 1,871 keyframes and 56,150 map points.

The prior map from first two sequences are loaded and utilized as prior when running VSLAMs on the rest sequences: \(s3\), \(s4\) and \(s5\). Though the collection date of last two sequences are quite different from the map, majority of the pre-mapped features are suc-
cessfully matched during the evaluation. Three stereo VSLAM methods that support map re-using are evaluated here: canonical ORB-SLAM (ORB), the proposed MIH-x/32, the combination method MIH-x/32 + GF that builds local map with MIH-x/32 and perform active good feature matching [63]. Some screen shots of MIH-x/32 + GF running on sequence s5 are presented in Fig 5.9. All evaluations are conducted on a desktop equipped with an Intel i7 quadcore 4.20GHz CPU (passmark score of 2583 per thread). Due to the lack of ground truth trajectory, we focus on latency reduction in this evaluation.

The pose tracking latency of three evaluated VSLAM methods are presented in Fig 5.10. Profiles of example runs on three testing sequences are illustrated at the left column; the summarized latency distribution over 3-repeats are illustrated at the right column. Compared with canonical ORB that builds local map using co-visibility only, pose tracking latency of proposed MIH-x/32 is significantly better bounded. The average latency of MIH-x/32 is around 40ms, which is half the latency of ORB. The maximum latency of MIH-x/32
Figure 5.10: Example profiles (left) and boxplots (right) of pose tracking latency for three VSLAM methods that support map re-using. **Top:** pose tracking latency on sequence s3. **Middle:** pose tracking latency on s4. **Bottom:** pose tracking latency on s5.
is also much less than ORB. The combination of MIH-x/32 and GF has slightly improved latency profile than with MIH-x/32 alone: on s3 and s4, MIH-x/32 + GF has fewer peaks than MIH-x/32 according to latency profiles. Nevertheless, the majority of latency reduction is because of the compact local map constructed with Map Hashing.

5.5.3 Short-Term VO

We also evaluate the Map Hashing algorithm on short-term VO task. The EuRoC [25] is used in this evaluation, which contains 11 stereo-inertial sequences comprising 19 minutes of video, recorded in 3 different indoor environments. Compared with NewCollege, videos in EuRoC are well-suited for evaluating the short-term performance and efficiency of VO (without loop closure). Ground-truth tracks are provided using motion capture systems (Vicon and Leica MS50). We evaluate only monocular VO implementations on EuRoC.

The short-term performance of VO on EuRoC is evaluated with absolute root-mean-square error (RMSE) between ground truth track and real-time VO estimation. Identical with previous VSLAM evaluation, the latency of real-time pose tracking per frame is recorded as well; 10-run repeat is conducted for each configuration, i.e., the benchmark sequence, the VSLAM approach and the parameter (number of features tracked per frame). Results for a tested VSLAM configuration are discarded if at least one run experiences track loss. The experiments are conducted on a desktop equipped with an Intel i7 quadcore 4.20GHz CPU (passmark score of 2583 per thread) running the ROS Indigo environment.

Two state-of-the-art VSLAM baselines are included: SVO[6] and DSO [7]. For fair comparison, the loop closing module is disabled on all ORB-SLAM variants: canonical ORB, MIH-x/32, Rnd, and Long. All VSLAM systems are configured to run 10-repeats on EuRoC under example configuration (800 features per frame). The RMSE versus the average latency per frame for two example EuRoC sequences are depicted in Fig 5.11.

RMSE results on all 11 EuRoC sequences are summarized in Table 5.4, while latency results are in Table 5.5. The best value (lowest RMSE, lowest latency) in each row is
Figure 5.11: Latency vs. accuracy on 2 EuRoC monocular sequence: MH 04 difficult (top) and V2 02 medium (bottom). System evaluation involved a sweep of features per frame: 800, 1000, 1500, 2000.

highlighted with bold in Table 5.4 and Table 5.5. According to Table 5.4, DSO and the 2 local map building heuristics are not robust enough (e.g. frequent track loss). SVO tracks 9 of 11 sequences, but with the highest RMSE over all VSLAM systems. Both ORB baseline and proposed MIH-x/32 track 8 of 11 sequences. Additionally, MIH-x/32 improves the accuracy relative to baseline ORB, with an RMSE average that is 41% lower.

The latency reduction of MIH-x/32 is less significant for these short-term sequences, when compared with the previous long-term VSLAM evaluations. Nevertheless, MIH-x/32 has the 2nd lowest average latency among all 6 VSLAM systems, second to SVO. When comparing the 3rd quantile of latency, MIH-x/32 is lower than SVO (by 3%), which suggests that tighter latency bounds can be achieved with the Map Hashing algorithm.
Table 5.4: RMSE (m) on EuRoC Sequences

<table>
<thead>
<tr>
<th>Seq.</th>
<th>SVO</th>
<th>DSO</th>
<th>ORB</th>
<th>MIH-x/32</th>
<th>Rnd</th>
<th>Long</th>
</tr>
</thead>
<tbody>
<tr>
<td>MH 01 easy</td>
<td>0.227</td>
<td>0.407</td>
<td>0.027</td>
<td>0.026</td>
<td><strong>0.025</strong></td>
<td>-</td>
</tr>
<tr>
<td>MH 02 easy</td>
<td>0.761</td>
<td>-</td>
<td>0.034</td>
<td><strong>0.031</strong></td>
<td>0.034</td>
<td>-</td>
</tr>
<tr>
<td>MH 03 med</td>
<td>0.798</td>
<td>0.751</td>
<td>0.041</td>
<td>0.086</td>
<td><strong>0.035</strong></td>
<td>-</td>
</tr>
<tr>
<td>MH 04 diff</td>
<td>4.757</td>
<td>-</td>
<td>0.699</td>
<td><strong>0.293</strong></td>
<td>0.746</td>
<td>0.329</td>
</tr>
<tr>
<td>MH 05 diff</td>
<td>3.505</td>
<td>-</td>
<td>0.346</td>
<td><strong>0.197</strong></td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>VR1 01 easy</td>
<td>0.726</td>
<td>0.950</td>
<td>0.057</td>
<td>0.040</td>
<td><strong>0.034</strong></td>
<td>-</td>
</tr>
<tr>
<td>VR1 02 med</td>
<td>0.808</td>
<td><strong>0.536</strong></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>VR1 03 diff</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>VR2 01 easy</td>
<td>0.277</td>
<td>0.297</td>
<td>0.025</td>
<td>0.032</td>
<td><strong>0.021</strong></td>
<td>-</td>
</tr>
<tr>
<td>VR2 02 med</td>
<td>0.722</td>
<td>0.880</td>
<td>0.053</td>
<td><strong>0.035</strong></td>
<td>0.216</td>
<td>-</td>
</tr>
<tr>
<td>VR2 03 diff</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Avg.</td>
<td>1.477</td>
<td>0.637</td>
<td>0.160</td>
<td><strong>0.093</strong></td>
<td>0.159</td>
<td>0.329</td>
</tr>
</tbody>
</table>

Table 5.5: Latency (ms) on EuRoC Sequences

<table>
<thead>
<tr>
<th>Seq.</th>
<th>SVO</th>
<th>DSO</th>
<th>ORB</th>
<th>MIH-x/32</th>
<th>Rnd</th>
<th>Long</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1</td>
<td>7.4</td>
<td><strong>5.8</strong></td>
<td>13.9</td>
<td>11.4</td>
<td>12.0</td>
<td>11.3</td>
</tr>
<tr>
<td>Avg.</td>
<td><strong>12.6</strong></td>
<td>16.4</td>
<td>18.4</td>
<td>15.7</td>
<td>16.0</td>
<td>17.7</td>
</tr>
<tr>
<td>Q3</td>
<td>16.8</td>
<td>19.1</td>
<td>20.7</td>
<td>16.3</td>
<td><strong>16.1</strong></td>
<td>21.0</td>
</tr>
</tbody>
</table>

5.6 Conclusion

In this chapter, we demonstrate how an appearance prior can be exploited to build a compact yet relevant local map in VSLAM. Working with the compact local map leads to latency reduction in time-sensitive VSLAM modules, i.e., pose tracking. Meanwhile, the accuracy and robustness of VSLAM is preserved, thanks to the preservation of long-baseline feature associations in the local map. On both long-term VSLAM and short-term VSLAM applications, the described Map Hashing algorithm leads to significant latency reduction in real-time pose tracking, while keeping (if not improving) VSLAM performance relative to the baseline variant and having the best performance relative to other state-of-the-art systems.
CHAPTER 6
GOOD GRAPH SELECTION: COST-EFFECTIVE, BUDGET-AWARE BUNDLE
ADJUSTMENT IN VSLAM

6.1 Introduction

In previous chapters, we discussed algorithm improvements for VSLAM front-ends. These algorithm improvements, alongside with recent hardware developments such as FPGA-based feature extraction [26, 27, 28], render highly cost-effective VSLAM front-end reachable. However, the cost-efficiency of VSLAM back-end, especially the local optimization that runs at a high-rate, remains to be a bottleneck for applicable VSLAM.

In VSLAM community, it is favored to use Bundle Adjustment (BA) in local optimization (i.e., local BA), since BA estimates both camera poses and maps with high accuracy and robustness. However, local BA is computationally expensive due to the cubic computational complexity and the iterative computation process. Though recent study starts to explore the usage of FPGA in certain step of BA (e.g. FPGA-based Schur elimination [140]), the rest of BA steps such as re-linearization and factorization still place limitation on the cost-efficiency of BA-based back-end.

Due to the computational cost of local BA, some state-of-the-art VSLAM systems [40, 10] use less expensive filter as back-end solution. The computation complexity of carefully designed EKF variant, i.e., MSCKF [39], is linear to the size of map states. However, MSCKF has the downside of inconsistency and degraded mapping [38]. The majority of state-of-the-art VSLAM systems still utilize BA-based back-end. Several strategies have been developed to reduce of the cost of local BA by only optimizing a scale-limited subset of states. Some systems [6, 7, 31, 45] only take recent states (e.g. camera frames and map points) that stay within a sliding-window. While sliding-window suits for scenarios
Figure 6.1: BA example on full graph vs. subgraph. **Left**: BA on full graph that has 92 cameras and 58k points. **Middle**: BA on subgraph generated with co-visibility information, which has 46 cameras and 40k points. **Right**: BA on subgraph generated with proposed Good Graph, which has 46 cameras and 51k points. Compare with co-visible subgraph, BA on Good Graph has better accuracy (lower RMSE).

with little re-visit, e.g. infinite-tunnel, it fails to exploit rich historical data when re-visit happens frequently. Other systems [116, 101, 120] use co-visibility graph to organize historical keyframes, and query the co-visible subgraph for local BA. However, the heuristic strategies described above cannot provide any insight on the conditioning of downstream local BA. In the presence of computational limits, the small subset of states selected with these heuristic strategies could form an ill-conditioned local BA, which is slow to converge, or leads to erroneous results.

In this work, we describe a novel, rigorous method to determine the state subset in local BA (i.e., Good Graph), with strong performance guarantee. The theorem backbone of the described Good Graph algorithm is submodular submatrix selection, which is introduced in Chapter 2. Furthermore, the size of desired Good Graph is determined on-the-fly by predicting the amount of valid budget. A small-sized Good Graph is selected for local BA when the budget is tight, e.g. when the camera moves rapidly or computation resource is limited. Otherwise a large-sized Good Graph is selected since the budget can afford
it in local BA. The proposed Good Graph algorithm is integrated into a state-of-the-art VSLAM system [101]. When combined with cost-efficient VSLAM front-end [63], the final VSLAM system achieves superior performance than state-of-the-art VSLAMs under a variety of computational limits. The combined VSLAM system is released \(^1\).

### 6.2 Background

As pointed out in the pioneering work [38], VSLAM with BA-based back-end has better accuracy and robustness than filter-based ones. Using BA in VSLAM, especially in the high-rate local optimization module, requires careful effort in bounding the scale of states to be optimized. The sliding window strategy has been employed to bound the scale of states in local BA [16, 6, 7, 31, 45]. Only the recent states (camera frames and map points) that stay within the sliding window are optimized in local BA. The older states that are outside the sliding window are either dropped [16, 6] or fixated as linear priors [7, 31, 45]. Though sliding window strategy is applied in visual-inertial odometry that assumes the environment as a infinite tunnel, it is not the optimum solution for SLAM environments with revisits. The ability to reuse historical information that goes outside of sliding window is limited. Fixing historical information as linear prior introduces bias to the optimization, therefore leading to inferior performance when re-visit happens frequently.

Another representative strategy is to bound the scale of the optimization states with co-visibility information. As introduced in [116], co-visibility approximates the amount of mutual information between keyframes. Ideally, a subset of keyframes that have strong co-visibility to each other forms a well-conditioned optimization problem, which can be reliably solved in local BA. For fast query and update, state-of-the-art VSLAM systems [16, 101, 120] typically stores co-visibility information as a graph of historical keyframes, i.e., co-visibility graph. Compared with the sliding window, the co-visibility graph encodes more historical information, which is preferred in general SLAM scenarios. In the pres-

\(^1\)https://github.com/ivalab/gf_orb_slam2
ence of revisits, co-visibility graph enables querying and taking early keyframes (and map points) in local BA. Meanwhile in the absence of revisit, the co-visibility graph behaves similar to the sliding window. Nevertheless, co-visibility information is only a rough approximation of frame-to-frame mutual information. Therefore, the actual conditioning of local optimization problem formed with the co-visibility graph is not guaranteed. In practice, local BA with co-visibility graph typically over-selects states, therefore is limited in cost-efficiency.

Apart from bounding the scale of local BA, the incremental nature of SLAM problem has been looked into. Incremental algorithms have been developed to speed up certain matrix manipulations that are compute-intense, such as QR factorization [43, 44], Cholesky factorization [49, 45], and Schur elimination [50]. The method presented in this work is related to the incremental Cholesky factorization work [49]. However, the goal of our work is complementary to these incremental BA algorithms. We are pursuing efficient algorithm to formulate scale-limited BA problem, while the incremental BA algorithms aim at solving a sequence of BA problem efficiently. Cost-efficiency of local BA will be mostly improved by combining proposed BA formulation and incremental solving.

6.3 Good Graph Selection in General BA

Based upon the least squares BA objective (2.1) and linear approximation (2.2) defined in the preliminary chapter, we can write down the normal equation solved in each iteration of non-linear solver:

\[ \Lambda \delta = \eta, \]

where \( \Lambda = J^TJ \), \( \eta = J^Tb \). The spectral property of system matrix \( \Lambda \) is important: 1) a well-conditioned \( \Lambda \) suggests fast convergence of iterative solving; 2) the volume of \( \Lambda \) is also connected to the information/uncertainty level of corresponding BA problem.

Recall that the BA problem can be equivalently represented as Jacobian matrix or factor
Figure 6.2: Toy example of subgraph selection on complete system vs. camera-only system (best viewed in color). Working on a camera-only system is desired for efficiency purpose. Subgraph selected from camera-only system (and recovered to include map states) will be identical to the one selected from complete system, if all map states that are visible to selected camera subsets are taken.
graph [68]. In the rest of the chapter, following terminology are used: the term vertex represents state entity (e.g. camera, map point), edge represents measurement, and graph represents the BA problem defined by vertex and edge set.

Due to the cubic complexity of BA solving, working on a subproblem of original BA with smaller scale could be more cost-effective if the full BA solution is not required. Hence we are interested in selecting a subgraph from the full graph (i.e., the full BA problem). As discussed in the Chapter 2, the spectral property of the system matrix is important for BA solving. Naturally, it is desired to select a subgraph with less states, while preserving (if not improving) the spectral property of corresponding system matrix.

Various metrics that measure the spectral property of matrices have been studied in the literature [73, 72]. Similar to Chapter 3, the spectral property of the system matrix is quantified with logDet in this chapter, because of the benefit in cost-efficiency. With logDet metric, the objective of Good Graph Selection can be formulated as submatrix selection problem:

$$\max_{S \subseteq \{1,2,...,m+n\}, |S|=k} \log \det ([\Lambda(S)])$$

(6.2)

where the complete system matrix $\Lambda$ contains $m$ camera states and $n$ map states, $S$ is the index subset of selected camera and map states, $[\Lambda(S)]$ is the corresponding submatrix, and $k$ is the cardinality constraint. Only the choice of states (vertices) is optimized with submatrix selection objective (6.2), while the choice of non-zero fillings (edges) is conducted implicitly. In other word, we only select a subgraph that has less vertices than the full graph, while the sparsity of the subgraph remains to the same level.

6.3.1 Subgraph Selection on Camera-only System

Now that we have formulated Good Graph Selection as submatrix selection, it is possible to run submatrix selection algorithms on complete system matrix $\Lambda$. Ideally, this will lead us to a well-conditioned submatrix, as illustrated at the second column of Fig 6.2. The corresponding subgraph, which is presented at the first column of Fig 6.2, should meet
both the size constraint and \( \log \text{Det} \) maximization.

In practice, it is undesirable to work on complete system matrix \( \Lambda \). The size of \( \Lambda \) is too large, therefore slows down the submatrix selection drastically. In addition, submatrix selection on the fused system matrix with both camera and map point states may create undesirable behaviors, as indicated in [74]. In BA literature, the map states are marginalized out with Schur elimination. A marginalized matrix that only includes camera states can be obtained:

\[
M = \Lambda_{cc} - \Lambda_{cp} \Lambda_{pp}^{-1} \Lambda_{cp}^T, \quad \Lambda = \begin{bmatrix}
\Lambda_{cc} & \Lambda_{cp} \\
\Lambda_{cp}^T & \Lambda_{pp}
\end{bmatrix}.
\]  

(6.3)

An example of marginalized matrix \( M \) can be found at the top of fourth column of Fig 6.2, while the corresponding camera-only graph is at the top of third column. Notice the size of \( M \) is much smaller than \( \Lambda \).

Selecting a subgraph with \( k \) cameras from the marginalized, camera-only matrix \( M \) can be formulated as

\[
\max_{S \subseteq \{1, 2, \ldots, m\}, |S| = k} \log \det([M(S)]).
\]  

(6.4)

More importantly, the corresponding map states can be recovered, by extracting all map points that are visible to the selected camera subsets. An example of recovered subgraph that contains both camera and map states can be found at the bottom of column 3 and 4 of Fig 6.2.

The objective (6.4) for camera-only system is not equivalent to the original objective (6.2). Ideally, the subgraph selected with (6.2) might have better conditioning since both camera and map states can be selected explicitly. However, optimizing (6.2) is both expensive and inconsistent. Map states are selected implicitly in the more efficient and consistent camera-only (6.4): all map points visible to the selected camera subset are taken.
6.3.2 Submatrix Selection with Lazier Greedy

To solve the camera-only objective (6.4) efficiently while limiting the loss in optimality, submodularity of the logDet set function is exploited. As described in Chapter 2, the combinatorial optimization objective (6.4) can be approximately solved with greedy methods. Greedy submatrix selection works as follow: starting from submatrix $M(0)$ of a root camera vertex, e.g. the current keyframe, iteratively searching for the best submatrix that has one more state than $M(0)$. After $k - 1$ iteration, the selected submatrix contains $k$ camera states and the selection stops. Finally, all map states that are visible in the camera subset are included as well.

Further speed-up of greedy selection can be achieved with lazier greedy, as presented in Chapter 3. Compared with greedy method, lazier greedy only evaluate a random subset of candidate states (row and column blocks) at each iteration. The size $s$ of random candidate subset is controlled by decay factor $\epsilon$: $s = \frac{m}{k} \log(\frac{1}{\epsilon})$. Computation complexity of lazier greedy is $O(\log(\frac{1}{\epsilon})m)$, which is much less than the $O(km)$ of greedy.

The approximation ratio and computational speed up of lazier greedy hinge on the decay factor $\epsilon$. Lazier greedy with a decay factor of 0 converges to classical greedy, which is with the best approximation ratio and computation cost. Meanwhile lazier greedy with the maximum decay factor (i.e., $e^{-\frac{k}{n}}$) is equivalent to randomized sampling, which is computationally cheap but inconsistent. As discussed in Chapter 3, inconsistent randomized sampling should be avoided in sequential estimation problems such as VSLAM. In this chapter, the decay factor $\epsilon$ is fixed to a small positive value 0.05, which enables efficient selection with sub-optimal guarantee. For those interested, a comprehensive evaluation on choice of decay factor can be found in [63].

6.3.3 LogDet with Incremental Cholesky

One bottleneck of lazier greedy algorithm is the cost of computing logDet metric. For positive definite square matrix $M$, efficient computation of logDet involves Cholesky fac-
torization $M = LL^T$: $\log \det(M) = 2 \sum \log(diag(L))$. However, simply plugging the Cholesky-based $logDet$ computation in lazier greedy is undesired. As the size of selected submatrix grows during lazier greedy iterations, the cost of Cholesky factorization grows in cubic, therefore affects the cost-efficiency of submatrix selection.

Cost-efficiency of $logDet$ computation can be significantly improved with a key observation: Cholesky factorization in iterative submatrix selection is incremental. At each iteration of lazier greedy, system matrix of current selection, dubbed $M(i)$, only gets updated partially. By re-ordering the row and column blocks, we easily append updated blocks to the bottom right of current submatrix $M(i)$:

$$M(i + 1) = \begin{bmatrix} M(i) & B \\ B^T & D \end{bmatrix}.$$  \hspace{1cm} (6.5)

Assuming Cholesky factorization of $M(i)$ is known: $M(i) = L(i)L(i)^T$. According to [141], Cholesky factorization of new submatrix $M(i + 1)$ can be written as:

$$L(i + 1) = \begin{bmatrix} L(i) & L_1 \\ 0 & L_2 \end{bmatrix},$$  \hspace{1cm} (6.6)

$$L_1 = (L(i)^+)^T B,$$

$$L_2 = \text{chol}(D - L_1^TL_1).$$

Computing $logDet$ with incremental formula (6.6) avoids redundant Cholesky factorization, therefore improves the cost-efficiency of Good Graph Selection.

6.3.4 Validation of Good Graph Selection

The proposed Good Graph algorithm contains the three improvements described above. In addition, the system matrix $\Lambda$ is obtained with the analytical approximation of Jacobian [142], which is cheaper to compute than numerical ones. Good Graph algorithm is integrated to a state-of-the-art BA solver, SLAM++ [48]. To validate the cost-efficiency of
Table 6.1: Time Cost Breakdown (ms) of Subgraph BA

<table>
<thead>
<tr>
<th>Methods</th>
<th>Full</th>
<th>N.C.G.</th>
<th>N.C.L.</th>
<th>N.I.L.</th>
<th>A.I.L.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subgraph</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jacob.</td>
<td>-</td>
<td>588</td>
<td>584</td>
<td>592</td>
<td>474</td>
</tr>
<tr>
<td>Schur</td>
<td>-</td>
<td>344</td>
<td>342</td>
<td>341</td>
<td>341</td>
</tr>
<tr>
<td>Chol.</td>
<td>-</td>
<td>609</td>
<td>105</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>Misc.</td>
<td>-</td>
<td>121</td>
<td>17</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>Total</td>
<td>-</td>
<td>1662</td>
<td>1048</td>
<td>960</td>
<td>842</td>
</tr>
<tr>
<td>Optim.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jacob.</td>
<td>3410</td>
<td>2183</td>
<td>2184</td>
<td>2199</td>
<td>2180</td>
</tr>
<tr>
<td>Chi2</td>
<td>1042</td>
<td>619</td>
<td>609</td>
<td>609</td>
<td>600</td>
</tr>
<tr>
<td>Linear</td>
<td>10299</td>
<td>4139</td>
<td>4138</td>
<td>4135</td>
<td>4136</td>
</tr>
<tr>
<td>Misc.</td>
<td>31</td>
<td>18</td>
<td>30</td>
<td>19</td>
<td>44</td>
</tr>
<tr>
<td>Total</td>
<td>14782</td>
<td>6959</td>
<td>6961</td>
<td>6962</td>
<td>6960</td>
</tr>
</tbody>
</table>

| Total Time | 14782 | 8621 | 8009 | 7922 | 7802 |
| Size (cam)  | 92    | 46   | 46   | 46   | 46   |
| Diff. (cam) | -     | -    | 3    | 3    | 3    |

Good Graph, BA experiments are conducted on the cathedral dataset, which includes 92 cameras and 58k map points.

Apart from the full BA with all camera and map states, four BA with subgraphs that include 46 cameras are evaluated. Subgraphs are chosen with variants of subgraph selection algorithm: with greedy (G) or lazier greedy (L); with batch (C) or incremental Cholesky (I); with numerical (N) or analytical Jacobian (A). Time cost breakdown of subgraph selection and corresponding BA solving are reported in Table 6.1. The lowest time cost of each subgraph selection step is highlight in bold.

According to Table 6.1, the time consumption of Good Graph Selection (A.I.L.), as well as the total time including downstream subgraph BA, is the lowest among all 4 subgraph BA variants. Each feature described above has clear positive impact to the cost-efficiency of Good Graph Selection. Meanwhile, the difference between efficient Good Graph and slower greedy selection (N.C.G.) is small: only 3 camera states are different within 46 selections. The final RMSE of subgraph BA can be found at Fig 6.1, where the RMSE of Good Graph BA is only slightly higher than that of full BA. In the meantime, full BA takes twice amount of time to compute.
6.4 Budget-Awareness of Local BA in VSLAM

The Good Graph algorithm boosts the cost-efficiency in solving the general BA problem. Compared with general BA, the local BA in VSLAM back-end has more strict budget limits. To provide accurate map points and prevent track failure, local BA has to finish in-time before new measurements accumulate. Similar to general BA, the time cost of the local BA can be adjusted using Good Graph Selection. A general strategy that determines the budget of local BA, and the size \( k \) of desired Good Graph, is described in this section.

6.4.1 Predicting Budget of Local BA

The primary role of local BA in VSLAM is to provide accurate map points as localization references for future camera frames. When few map points will be visible in future camera frames, it is necessary to execute local BA at a fast rate so that new map points are fixed in time. When sufficient map points last in future frames, local BA can run at a slower rate, thereby provide a complete and fully-optimized map. Intuitively, the budget of local BA is connected to the amount of persistently visible map points in the future.

Similar to the feature selection work [74], camera poses (with noise) is assumed available for the near future. This assumption is reasonable: for closed-loop systems such as mobile robots, poses in the near future are available from the controller; for open-loop systems such as AR headset, near future poses can be predicted by propagating IMU measurements. If the camera pose at the near future \( t + \Delta t \) is available, we can project map points in the predicted camera frame, and count the number of visible map points \( N_{t+\Delta t} \). Assuming the number of visible map points decays linearly with time, the budget of local BA \( t_{BA} \) can be predicted

\[
t_{BA} = \Delta t (N_t - N_{min}) / (N_t - N_{t+\Delta t}), \quad (6.7)
\]

where \( N_t \) is the number of points visible at current (key)frame, and \( N_{min} \) is the minimum
number of map points required to remain visible in near future. We set $\Delta t$ to 0.5 second in the experiments.

The budget of local BA predicted with (6.7) reflects structure and motion information implicitly. A large budget is more likely to appear when the structure is texture-rich (as abundant map points are visible), or when the camera motion is slow (as the parallax of most visible points are limited). A small budget, on the other hand, is typically triggered when the structure has limited texture or the camera is moving rapidly.

6.4.2 Determining the Size of Good Graph

Given a certain budget $t_{BA}$ for local BA, a size-reduced subgraph needs to be selected using Good Graph algorithm, so that the downstream local BA fits within the budget. The key parameter to be sent into good graph selection is the desired size $k$, characterized by the number of keyframes.

The mapping between keyframe number and local BA budget, dubbed $t_{BA} = f(k)$, is known to be cubic. Coefficients of the actual cubic function, however, vary according to the compute resources available on the target device. For each target device, it is possible to learn the cubic $f(k)$ a priori. Two example mappings used in the experiments are illustrated in Fig 6.3: one for a PC that equips an Intel CPU, the other for an embedded device that has an ARM SoC. The size of desired Good Graph is determined: $k = f^{-1}(t_{BA})$. 

![Figure 6.3: Mappings between keyframe number and local BA budget, on two target devices. Left: mapping learned on PC with Intel i7 quadcore 4.20GHz CPU. Right: mapping learned on Jetson TX2 with ARM SoC (Cortex A57).](image-url)
6.5 Experiments

This section evaluates the performance of the proposed Good Graph method on a state-of-the-art BA-based stereo VSLAM system, GF-ORB-SLAM \((GF)\). Compared with canonical ORB-SLAM \((ORB)\), the front-end of \(GF\) has better cost-efficiency thanks to active feature matching. The back-ends of \(GF\) and \(ORB\) are identical: they both use co-visibility to bound local BA, which has limited cost-efficiency. The proposed Good Graph algorithm is integrated to the BA-based back-end of \(GF\), dubbed as \(GF+GG\). We implement Good Graph algorithm with SLAM++ \([48]\), a state-of-the-art BA solver that supports block matrix manipulation and incremental factorization. The budget-awareness module takes noisy pose prediction (ground truth pose with 10% error) as input. The mapping between local BA budget and desired subgraph size is trained a priori.

Apart from the proposed \(GF+GG\), we include two GF-ORB-SLAM variants as evaluation baselines as well. The sliding window strategy is implemented for the BA back-end of \(GF\), leading to a combined system \(GF+SW\). We also implement an aggressive state selection strategy based on co-visibility: only the top-N co-visible camera states are optimized in local BA. The combined system is referred to as \(GF+CV\). Last, the original \(ORB\) and front-end improved \(GF\) are evaluated.

Four state-of-the-art visual(-inertial) SLAM systems that support stereo vision are included. \(SVO\) \([6]\) is a lightweight, visual-only odometry system that has a direct front-end. By skipping explicit feature extraction and matching, \(SVO\) consumes much less computation than feature-based \(GF\). VINS-Fusion \([31]\), or \(VIF\), is a visual-inertial SLAM system that tracks sparse optical flow in the front-end and performs sliding window BA in the back-end. ICE-BA \([45]\), or \(ICE\), is an incremental and sliding window BA visual-inertial system. A visual-inertial implementation \([10]\) of MSCKF, dubbed as \(MSC\), is also included to represent filter-based VSLAM. All three visual-inertial systems, namely \(VIF, ICE\) and \(MSC\), track sparse optical flow in the front-end.
6.5.1 Computational Limits Simulation

The goal of this evaluation is to assess the performance of VSLAM under different computational limits. Instead of configuring VSLAM systems on multiple devices with different computational resources, we choose to evaluate VSLAM on the same device, but with different speed in playing back data. Inspired by the idea of slo-mo introduced in VSLAM benchmarking [143], we develop fast-mo evaluation to simulate different level of computational limits. In fast-mo, VSLAM systems are configured on one single device (a PC with an Intel i7 quadcore 4.20GHz CPU), but are evaluated under different rates of visual data input. Performance of a VSLAM running on a PC with 4x real-time data feed serves as the upper bound of its actual real-time performance on a 4-time slower device (with less cache, lower transmission rate, etc.). Five levels of fast-mo speeds are evaluated, ranging from 1x to 5x real-time speed. As indicated in [144], low-power CPU can be simulated with 2x and 3x fast-mo, while ARM SoC can be simulated with 4x and 5x fast-mo.

EuRoC MAV benchmark [25], which contains 11 stereo-inertial sequences recorded in 3 different indoor environments, is used in fast-mo evaluation. The performance of each VSLAM system is reflected by the real-time pose tracking output. The accuracy of real-time pose tracking is measured by the absolute root-mean-square error (RMSE) [102] between ground truth track and real-time VSLAM output. For each configuration (benchmark sequence, VSLAM system and computational limits), a 10-run repeat is executed. Results are reported only if zero tracking failure occurred during the 10-run repeat. Otherwise results of corresponding configuration are discarded since the VSLAM system cannot work reliably.

Three examples of fast-mo results are presented in Fig 6.4. At 1x fast-mo, multiple GF variants share the best performance (no track failure, lowest RMSE). However, these methods start losing the edge when fast-mo speed increases. GF, GF+SW and GF+CV either have quickly increased RMSE or fail to track. Same goes for ORB. Two visual-inertial systems with sliding window BA (ICE and VIF) have significantly higher RMSE,
Figure 6.4: Fast-mo results on 3 EuRoC sequences: MH 03 med (top), V1 02 med (middle) and V2 02 med (bottom). The proposed GF+GG tracks on 1x to 4x fast-mo, while keeping the best tracking accuracy in all cases (except for 1x on V1 02 med). For V1 02 med, only GF+GG works reliably on 1x to 4x fast-mo while other BA-based VSLAM have track failure.

and fail to track on 4x fast-mo. The two light-weight systems, namely direct SVO and filter-based MSC, work on all 5 fast-mo speeds, yet with high RMSE. The proposed GF+GG consistently has one of the lowest RMSE. The track failure of GF+GG on 5x fast-mo is due to the front-end bottleneck, as revealed in the following.

Though the scope of this work is on algorithm improvement for VSLAM, it is still inter-
Figure 6.5: Time cost breakdown of BA back-end on sequence MH 03 med, under 2x fast-mo. **Top:** GF that takes all co-visible keyframes into local BA. **Bottom:** GF+GG that only optimizes the Good Graph in local BA. Since the camera remains static between 7 sec and 15 sec, no local BA is triggered during that slot.

It is interesting to assess the potential of the Good Graph BA back-end when a hardware-accelerated front-end is available. Again, a simulation is conducted by running four GF variants with pre-computed keypoints. In this way the overhead of front-end feature extraction is only several milliseconds. The performance of the actual VSLAM system that contains both algorithm and hardware improvements should fall between the regular fast-mo results and the pre-computed results. Both the regular fast-mo results and the pre-computed results for are summarized in Table 6.2.

According to Table 6.2, most VSLAM systems except for MSC track on all 11 sequences under 1x fast-mo. The RMSE of GF+GG reaches the lowest, yet only gets improved over GF baseline by a small margin. Under 2x and 3x fast-mo, the results become interesting: only 3 VSLAM systems, i.e., SVO, VIF and GF+GG, track all 11 sequences. The RMSE of GF+GG is an order-of-magnitude lower than the other two. The other 2 GF variants with alternative baseline subgraph selection heuristics suffer from track failure. Furthermore, state-of-the-art BA-based VSLAM systems such as ICE and ORB failed to
track on multiple sequences. Some failures of filter-based MSC could be caused by improper initialization; nevertheless the average RMSE of MSC is twice that of GF+GG on successful sequences. With pre-computed keypoints, GF+GG has the lowest RMSE on 2x fast-mo, and full track success on 3x fast-mo. Though GF+GG starts to have track failure on 4x fast-mo, it still achieves top-of-the-line robustness (with 3 failed sequences) and accuracy (lowest RMSE on almost all working sequences). We further argue that these track loss are due to front-end processing speed. When coupled with pre-computed keypoints, GF+GG tracks on all 11 sequences on 4x fast-mo. In general, the performance degradation of GF+GG is quite graceful from 2x fast-mo to 4x fast-mo. Further increasing the fast-mo speed to 5x leads to track failure in most VSLAM systems. SVO is the only system that works on all 11 sequences in this case, though has quite high RMSE. After releasing the bottleneck of feature extraction in VSLAM font-end with pre-computed keypoints, GF variants track most sequences as well. The RMSE of GF+GG is the lowest among 4 variants on 8 out of 9 working sequences.

Finally, the time cost breakdown of BA back-end on 2x fast-mo simulation is illustrated in Fig. 6.5. Compared with GF that takes all co-visible keyframes into local BA, the time cost of local BA in GF+GG is better bounded. Furthermore, the time cost of Good Graph algorithm is quite small, compared to the time spent on state optimization.

### 6.5.2 VSLAM on Low-Power Device

To further validate the conclusion drawn from fast-mo simulation, we evaluate VSLAM systems on an embedded device, Jetson TX2 with ARM SoC (Cortex A57). Due to compatibility issues, two VSLAM systems VIF and SVO are dropped. To resolve the bottleneck on front-end feature extraction, GPU-acceleration is enabled for 5 ORB-based systems. Evaluation results on embedded device are summarized in the last block of Table 6.2. Incremental ICE tracks on all sequences, while filter-based MSC only failed on 1 sequence. However, the RMSE achieved with either methods is quite high. The proposed GF+GG,
<table>
<thead>
<tr>
<th>Cfg</th>
<th>Methods</th>
<th>MH 01</th>
<th>MH 02</th>
<th>MH 03</th>
<th>MH 04</th>
<th>MH 05</th>
<th>V1 01</th>
<th>V1 02</th>
<th>V1 03</th>
<th>V2 01</th>
<th>V2 02</th>
<th>V2 03</th>
<th>All Avg.</th>
<th>ORB Avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>PC 1x</td>
<td>MSC</td>
<td>-</td>
<td>0.139</td>
<td>0.239</td>
<td>0.273</td>
<td>0.245</td>
<td>0.092</td>
<td>0.105</td>
<td>0.168</td>
<td>0.063</td>
<td>0.136</td>
<td>1.290</td>
<td>0.275</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>ICE</td>
<td>0.115</td>
<td>0.075</td>
<td>0.119</td>
<td>0.233</td>
<td>0.237</td>
<td>0.066</td>
<td>0.096</td>
<td>0.153</td>
<td>0.115</td>
<td>0.101</td>
<td>0.175</td>
<td>0.135</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>VIF</td>
<td>1.152</td>
<td>1.324</td>
<td>1.490</td>
<td>2.243</td>
<td>2.310</td>
<td>0.345</td>
<td>0.350</td>
<td>0.533</td>
<td>0.474</td>
<td>0.373</td>
<td>0.268</td>
<td>0.987</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>SVO</td>
<td>0.126</td>
<td>0.102</td>
<td>0.242</td>
<td>1.942</td>
<td>0.292</td>
<td>0.092</td>
<td>0.269</td>
<td>0.359</td>
<td>0.159</td>
<td>0.236</td>
<td>2.471</td>
<td>0.572</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>ORB</td>
<td>0.030</td>
<td>0.025</td>
<td>0.032</td>
<td>0.166</td>
<td>0.089</td>
<td>0.037</td>
<td>0.034</td>
<td>0.310</td>
<td>0.049</td>
<td>0.083</td>
<td>0.304</td>
<td>0.105</td>
<td>0.105</td>
</tr>
<tr>
<td></td>
<td>GF</td>
<td>0.023</td>
<td>0.018</td>
<td>0.029</td>
<td>0.119</td>
<td>0.066</td>
<td>0.036</td>
<td>0.026</td>
<td>0.053</td>
<td>0.042</td>
<td>0.046</td>
<td>0.186</td>
<td>0.059</td>
<td>0.059</td>
</tr>
<tr>
<td></td>
<td>GF+SW</td>
<td>0.023</td>
<td>0.018</td>
<td>0.029</td>
<td>0.094</td>
<td>0.062</td>
<td>0.036</td>
<td>0.025</td>
<td>0.051</td>
<td>0.046</td>
<td>0.045</td>
<td>0.220</td>
<td>0.059</td>
<td>0.059</td>
</tr>
<tr>
<td></td>
<td>GF+CV</td>
<td>0.021</td>
<td>0.019</td>
<td>0.030</td>
<td>0.115</td>
<td>0.065</td>
<td>0.036</td>
<td>0.026</td>
<td>0.044</td>
<td>0.046</td>
<td>0.046</td>
<td>0.194</td>
<td>0.058</td>
<td>0.058</td>
</tr>
<tr>
<td></td>
<td>GF+GG</td>
<td>0.027</td>
<td>0.019</td>
<td>0.031</td>
<td>0.107</td>
<td>0.073</td>
<td>0.036</td>
<td>0.048</td>
<td>0.030</td>
<td>0.042</td>
<td>0.042</td>
<td>0.161</td>
<td>0.056</td>
<td>0.056</td>
</tr>
<tr>
<td>PC 2x; Pre</td>
<td>GF</td>
<td>0.025</td>
<td>0.019</td>
<td>0.029</td>
<td>0.109</td>
<td>0.064</td>
<td>0.035</td>
<td>0.024</td>
<td>0.055</td>
<td>0.043</td>
<td>0.040</td>
<td>0.228</td>
<td>0.061</td>
<td>0.061</td>
</tr>
<tr>
<td></td>
<td>GF+SW</td>
<td>0.023</td>
<td>0.018</td>
<td>0.030</td>
<td>0.104</td>
<td>0.064</td>
<td>0.036</td>
<td>0.026</td>
<td>0.047</td>
<td>0.046</td>
<td>0.040</td>
<td>0.183</td>
<td>0.056</td>
<td>0.056</td>
</tr>
<tr>
<td></td>
<td>GF+CV</td>
<td>0.021</td>
<td>0.018</td>
<td>0.028</td>
<td>0.113</td>
<td>0.061</td>
<td>0.036</td>
<td>0.026</td>
<td>0.042</td>
<td>0.046</td>
<td>0.042</td>
<td>0.160</td>
<td>0.054</td>
<td>0.054</td>
</tr>
<tr>
<td></td>
<td>GF+GG</td>
<td>0.024</td>
<td>0.018</td>
<td>0.030</td>
<td>0.110</td>
<td>0.070</td>
<td>0.036</td>
<td>0.047</td>
<td>0.058</td>
<td>0.043</td>
<td>0.046</td>
<td>0.173</td>
<td>0.060</td>
<td>0.060</td>
</tr>
<tr>
<td>PC 2x; Pre</td>
<td>MSC</td>
<td>-</td>
<td>0.169</td>
<td>0.228</td>
<td>0.244</td>
<td>0.283</td>
<td>0.102</td>
<td>0.127</td>
<td>0.189</td>
<td>0.077</td>
<td>0.150</td>
<td>-</td>
<td>0.174</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>ICE</td>
<td>0.116</td>
<td>0.074</td>
<td>0.147</td>
<td>0.276</td>
<td>0.249</td>
<td>0.062</td>
<td>0.094</td>
<td>0.146</td>
<td>0.113</td>
<td>0.102</td>
<td>0.299</td>
<td>0.152</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>VIF</td>
<td>1.153</td>
<td>1.324</td>
<td>1.505</td>
<td>2.255</td>
<td>2.316</td>
<td>0.345</td>
<td>0.350</td>
<td>0.552</td>
<td>0.467</td>
<td>0.374</td>
<td>0.264</td>
<td>0.991</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>SVO</td>
<td>0.127</td>
<td>0.106</td>
<td>0.220</td>
<td>2.081</td>
<td>0.438</td>
<td>0.097</td>
<td>0.292</td>
<td>0.409</td>
<td>0.186</td>
<td>0.260</td>
<td>2.391</td>
<td>0.601</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>ORB</td>
<td>0.032</td>
<td>0.026</td>
<td>0.059</td>
<td>0.190</td>
<td>0.097</td>
<td>0.037</td>
<td>-</td>
<td>-</td>
<td>0.174</td>
<td>-</td>
<td>-</td>
<td>0.088</td>
<td>0.088</td>
</tr>
<tr>
<td></td>
<td>GF</td>
<td>0.028</td>
<td>0.021</td>
<td>0.034</td>
<td>0.133</td>
<td>0.083</td>
<td>0.037</td>
<td>-</td>
<td>0.202</td>
<td>0.044</td>
<td>0.071</td>
<td>0.113</td>
<td>0.077</td>
<td>0.058</td>
</tr>
<tr>
<td></td>
<td>GF+SW</td>
<td>0.030</td>
<td>0.021</td>
<td>0.052</td>
<td>0.108</td>
<td>0.085</td>
<td>0.036</td>
<td>-</td>
<td>-</td>
<td>0.046</td>
<td>0.068</td>
<td>0.117</td>
<td>0.062</td>
<td>0.057</td>
</tr>
<tr>
<td></td>
<td>GF+CV</td>
<td>0.025</td>
<td>0.022</td>
<td>0.032</td>
<td>-</td>
<td>0.099</td>
<td>0.036</td>
<td>-</td>
<td>0.134</td>
<td>0.048</td>
<td>0.058</td>
<td>0.123</td>
<td>0.064</td>
<td>0.045</td>
</tr>
<tr>
<td></td>
<td>GF+GG</td>
<td>0.024</td>
<td>0.022</td>
<td>0.035</td>
<td>0.118</td>
<td>0.084</td>
<td>0.036</td>
<td>0.037</td>
<td>0.178</td>
<td>0.041</td>
<td>0.051</td>
<td>0.194</td>
<td>0.075</td>
<td>0.053</td>
</tr>
</tbody>
</table>

Table 6.2: RMSE (m) on EuRoC Stereo Sequences
Table 6.3: RMSE (m) on EuRoC Stereo Sequences (cont’d)

<table>
<thead>
<tr>
<th>Cfg</th>
<th>Methods</th>
<th>MH 01</th>
<th>MH 02</th>
<th>MH 03</th>
<th>MH 04</th>
<th>MH 05</th>
<th>V1 01</th>
<th>V1 02</th>
<th>V1 03</th>
<th>V2 01</th>
<th>V2 02</th>
<th>V2 03</th>
<th>All Avg.</th>
<th>ORB Avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>PC 3x</td>
<td>MSC</td>
<td>-</td>
<td>0.151</td>
<td>0.274</td>
<td>-</td>
<td>0.329</td>
<td>0.108</td>
<td>0.136</td>
<td>0.230</td>
<td>0.078</td>
<td>0.158</td>
<td>-</td>
<td>0.183</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>ICE</td>
<td>0.112</td>
<td>0.261</td>
<td>0.420</td>
<td>0.236</td>
<td>0.232</td>
<td>0.066</td>
<td>0.094</td>
<td>0.190</td>
<td>0.121</td>
<td>-</td>
<td>-</td>
<td>0.192</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>VIF</td>
<td>1.029</td>
<td>1.042</td>
<td>1.476</td>
<td>2.273</td>
<td>2.313</td>
<td>0.320</td>
<td>0.347</td>
<td>0.549</td>
<td>0.434</td>
<td>0.365</td>
<td>0.262</td>
<td>0.946</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>SVO</td>
<td>0.117</td>
<td>0.117</td>
<td>0.282</td>
<td>1.872</td>
<td>0.447</td>
<td>0.094</td>
<td>0.293</td>
<td>0.339</td>
<td>0.220</td>
<td>0.399</td>
<td>2.514</td>
<td>0.609</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>ORB</td>
<td>0.029</td>
<td>0.026</td>
<td>0.047</td>
<td>-</td>
<td>0.095</td>
<td>-</td>
<td>-</td>
<td>0.131</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.066</td>
<td>0.066</td>
</tr>
<tr>
<td></td>
<td>GF</td>
<td>0.031</td>
<td>0.024</td>
<td>0.082</td>
<td>0.174</td>
<td>0.090</td>
<td>0.040</td>
<td>0.127</td>
<td>-</td>
<td>0.048</td>
<td>0.093</td>
<td>-</td>
<td>0.079</td>
<td>0.055</td>
</tr>
<tr>
<td></td>
<td>GF+SW</td>
<td>0.033</td>
<td>0.022</td>
<td>0.042</td>
<td>0.151</td>
<td>0.099</td>
<td>0.038</td>
<td>-</td>
<td>-</td>
<td>0.050</td>
<td>-</td>
<td>0.153</td>
<td>0.073</td>
<td>0.049</td>
</tr>
<tr>
<td></td>
<td>GF+CV</td>
<td>0.035</td>
<td>0.027</td>
<td>0.046</td>
<td>0.160</td>
<td>0.095</td>
<td>0.039</td>
<td>0.133</td>
<td>-</td>
<td>0.061</td>
<td>0.094</td>
<td>-</td>
<td>0.077</td>
<td>0.053</td>
</tr>
<tr>
<td></td>
<td>GF+GG</td>
<td>0.027</td>
<td>0.023</td>
<td>0.037</td>
<td>0.154</td>
<td>0.098</td>
<td>0.037</td>
<td>0.059</td>
<td>0.152</td>
<td>0.048</td>
<td>0.059</td>
<td>0.169</td>
<td>0.078</td>
<td>0.047</td>
</tr>
<tr>
<td>PC 3x; Pre</td>
<td>GF</td>
<td>0.033</td>
<td>0.021</td>
<td>0.039</td>
<td>0.155</td>
<td>0.083</td>
<td>0.038</td>
<td>0.091</td>
<td>-</td>
<td>0.043</td>
<td>0.088</td>
<td>0.158</td>
<td>0.075</td>
<td>0.044</td>
</tr>
<tr>
<td></td>
<td>GF+SW</td>
<td>0.029</td>
<td>0.022</td>
<td>0.031</td>
<td>0.138</td>
<td>0.083</td>
<td>0.045</td>
<td>0.102</td>
<td>-</td>
<td>0.042</td>
<td>-</td>
<td>0.195</td>
<td>0.076</td>
<td>0.041</td>
</tr>
<tr>
<td></td>
<td>GF+CV</td>
<td>0.026</td>
<td>0.023</td>
<td>0.036</td>
<td>0.145</td>
<td>0.072</td>
<td>0.052</td>
<td>0.084</td>
<td>-</td>
<td>0.045</td>
<td>-</td>
<td>0.159</td>
<td>0.071</td>
<td>0.040</td>
</tr>
<tr>
<td></td>
<td>GF+GG</td>
<td>0.023</td>
<td>0.021</td>
<td>0.035</td>
<td>0.156</td>
<td>0.087</td>
<td>0.036</td>
<td>0.059</td>
<td>0.169</td>
<td>0.042</td>
<td>0.059</td>
<td>0.169</td>
<td>0.080</td>
<td>0.042</td>
</tr>
<tr>
<td>PC 4x</td>
<td>MSC</td>
<td>-</td>
<td>0.223</td>
<td>0.262</td>
<td>1.319</td>
<td>0.317</td>
<td>0.149</td>
<td>0.162</td>
<td>-</td>
<td>0.096</td>
<td>0.150</td>
<td>-</td>
<td>0.335</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>ICE</td>
<td>0.096</td>
<td>0.808</td>
<td>-</td>
<td>0.258</td>
<td>0.225</td>
<td>0.070</td>
<td>-</td>
<td>-</td>
<td>0.113</td>
<td>-</td>
<td>-</td>
<td>0.262</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>VIF</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>SVO</td>
<td>0.122</td>
<td>0.114</td>
<td>0.457</td>
<td>2.173</td>
<td>0.400</td>
<td>0.093</td>
<td>0.445</td>
<td>0.485</td>
<td>0.183</td>
<td>0.493</td>
<td>2.311</td>
<td>0.661</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>ORB</td>
<td>0.031</td>
<td>0.024</td>
<td>-</td>
<td>0.210</td>
<td>0.118</td>
<td>0.039</td>
<td>0.105</td>
<td>-</td>
<td>0.210</td>
<td>0.101</td>
<td>-</td>
<td>0.105</td>
<td>0.661</td>
</tr>
<tr>
<td></td>
<td>GF</td>
<td>-</td>
<td>0.022</td>
<td>-</td>
<td>0.189</td>
<td>0.123</td>
<td>-</td>
<td>0.098</td>
<td>-</td>
<td>0.065</td>
<td>-</td>
<td>-</td>
<td>0.100</td>
<td>0.099</td>
</tr>
<tr>
<td></td>
<td>GF+SW</td>
<td>-</td>
<td>0.022</td>
<td>0.075</td>
<td>0.178</td>
<td>0.142</td>
<td>-</td>
<td>0.127</td>
<td>-</td>
<td>0.113</td>
<td>0.145</td>
<td>-</td>
<td>0.136</td>
<td>0.121</td>
</tr>
<tr>
<td></td>
<td>GF+CV</td>
<td>-</td>
<td>0.023</td>
<td>0.112</td>
<td>0.201</td>
<td>0.115</td>
<td>-</td>
<td>0.085</td>
<td>-</td>
<td>0.081</td>
<td>-</td>
<td>-</td>
<td>0.103</td>
<td>0.101</td>
</tr>
<tr>
<td></td>
<td>GF+GG</td>
<td>-</td>
<td>0.024</td>
<td>0.036</td>
<td>0.178</td>
<td>0.095</td>
<td>-</td>
<td>0.069</td>
<td>0.230</td>
<td>0.047</td>
<td>0.064</td>
<td>-</td>
<td>0.093</td>
<td>0.080</td>
</tr>
<tr>
<td>PC 4x; Pre</td>
<td>GF</td>
<td>0.035</td>
<td>0.028</td>
<td>0.068</td>
<td>0.147</td>
<td>0.088</td>
<td>0.050</td>
<td>0.111</td>
<td>-</td>
<td>0.043</td>
<td>-</td>
<td>0.202</td>
<td>0.086</td>
<td>0.072</td>
</tr>
<tr>
<td></td>
<td>GF+SW</td>
<td>0.037</td>
<td>0.025</td>
<td>0.035</td>
<td>0.166</td>
<td>0.089</td>
<td>0.039</td>
<td>0.092</td>
<td>-</td>
<td>0.048</td>
<td>-</td>
<td>0.144</td>
<td>0.075</td>
<td>0.071</td>
</tr>
<tr>
<td></td>
<td>GF+CV</td>
<td>0.032</td>
<td>0.023</td>
<td>0.034</td>
<td>0.182</td>
<td>0.103</td>
<td>0.039</td>
<td>0.120</td>
<td>-</td>
<td>0.043</td>
<td>-</td>
<td>-</td>
<td>0.072</td>
<td>0.077</td>
</tr>
<tr>
<td></td>
<td>GF+GG</td>
<td>0.027</td>
<td>0.023</td>
<td>0.038</td>
<td>0.161</td>
<td>0.082</td>
<td>0.036</td>
<td>0.113</td>
<td>0.231</td>
<td>0.045</td>
<td>0.063</td>
<td>0.202</td>
<td>0.093</td>
<td>0.069</td>
</tr>
</tbody>
</table>
Table 6.4: RMSE (m) on EuRoC Stereo Sequences (cont’d)

<table>
<thead>
<tr>
<th>Cfg</th>
<th>Methods</th>
<th>MH 01</th>
<th>MH 02</th>
<th>MH 03</th>
<th>MH 04</th>
<th>MH 05</th>
<th>V1 01</th>
<th>V1 02</th>
<th>V1 03</th>
<th>V2 01</th>
<th>V2 02</th>
<th>V2 03</th>
<th>All Avg.</th>
<th>ORB Avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>PC 5x</td>
<td>MSC</td>
<td>-</td>
<td>-</td>
<td>0.361</td>
<td>-</td>
<td>0.817</td>
<td>0.129</td>
<td>0.178</td>
<td>-</td>
<td>-</td>
<td>0.259</td>
<td>1.341</td>
<td>0.514</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>ICE</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>VIF</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>SVO</td>
<td>0.106</td>
<td>0.112</td>
<td>0.446</td>
<td>1.883</td>
<td>0.355</td>
<td>0.094</td>
<td>0.524</td>
<td>0.475</td>
<td>0.216</td>
<td>0.518</td>
<td>2.363</td>
<td>0.645</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>ORB</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>GF</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.094</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>GF+SW</td>
<td>0.046</td>
<td>0.024</td>
<td>0.062</td>
<td>0.182</td>
<td>0.117</td>
<td>0.043</td>
<td>0.114</td>
<td>0.048</td>
<td>0.050</td>
<td>0.112</td>
<td>0.048</td>
<td>0.048</td>
<td>0.070</td>
</tr>
<tr>
<td></td>
<td>GF+CV</td>
<td>0.048</td>
<td>0.025</td>
<td>0.083</td>
<td>0.202</td>
<td>0.112</td>
<td>0.048</td>
<td>0.130</td>
<td>0.067</td>
<td>0.132</td>
<td>-</td>
<td>-</td>
<td>0.094</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>GF+GG</td>
<td>0.028</td>
<td>0.026</td>
<td>0.037</td>
<td>0.173</td>
<td>0.100</td>
<td>0.038</td>
<td>0.110</td>
<td>0.048</td>
<td>0.067</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>PC 1x</td>
<td>Pre</td>
<td>GF</td>
<td>0.039</td>
<td>0.025</td>
<td>0.060</td>
<td>0.181</td>
<td>0.104</td>
<td>0.051</td>
<td>-</td>
<td>-</td>
<td>0.078</td>
<td>0.112</td>
<td>0.200</td>
<td>0.094</td>
</tr>
<tr>
<td></td>
<td>GF+SW</td>
<td>0.046</td>
<td>0.024</td>
<td>0.062</td>
<td>0.182</td>
<td>0.117</td>
<td>0.043</td>
<td>0.114</td>
<td>-</td>
<td>-</td>
<td>0.048</td>
<td>0.050</td>
<td>0.206</td>
<td>0.094</td>
</tr>
<tr>
<td></td>
<td>GF+CV</td>
<td>0.048</td>
<td>0.025</td>
<td>0.083</td>
<td>0.202</td>
<td>0.112</td>
<td>0.048</td>
<td>0.130</td>
<td>-</td>
<td>-</td>
<td>0.067</td>
<td>0.132</td>
<td>0.131</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>GF+GG</td>
<td>0.049</td>
<td>0.033</td>
<td>0.102</td>
<td>0.234</td>
<td>0.052</td>
<td>0.099</td>
<td>0.062</td>
<td>-</td>
<td>-</td>
<td>0.090</td>
<td>0.052</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Embedded 1x</td>
<td>MSC</td>
<td>-</td>
<td>0.136</td>
<td>0.249</td>
<td>0.228</td>
<td>0.355</td>
<td>0.087</td>
<td>0.105</td>
<td>0.179</td>
<td>0.065</td>
<td>0.119</td>
<td>0.970</td>
<td>0.249</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>ICE</td>
<td>0.100</td>
<td>0.320</td>
<td>1.174</td>
<td>0.247</td>
<td>0.224</td>
<td>0.067</td>
<td>0.107</td>
<td>0.146</td>
<td>0.136</td>
<td>0.155</td>
<td>0.538</td>
<td>0.292</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>ORB</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.442</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.442</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>GF</td>
<td>-</td>
<td>0.045</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.048</td>
<td>-</td>
<td>-</td>
<td>0.058</td>
<td>-</td>
<td>0.050</td>
<td>0.048</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>GF+SW</td>
<td>-</td>
<td>0.042</td>
<td>-</td>
<td>-</td>
<td>0.458</td>
<td>0.050</td>
<td>-</td>
<td>0.063</td>
<td>-</td>
<td>-</td>
<td>0.153</td>
<td>0.050</td>
<td>0.066</td>
</tr>
<tr>
<td></td>
<td>GF+CV</td>
<td>0.053</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.346</td>
<td>0.066</td>
<td>-</td>
<td>0.059</td>
<td>-</td>
<td>-</td>
<td>0.131</td>
<td>0.066</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>GF+GG</td>
<td>0.049</td>
<td>0.033</td>
<td>0.102</td>
<td>0.234</td>
<td>0.052</td>
<td>0.099</td>
<td>0.062</td>
<td>-</td>
<td>-</td>
<td>0.090</td>
<td>0.052</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
Table 6.5: RMSE (m) on UZH-FPV Stereo Sequences

<table>
<thead>
<tr>
<th>Methods</th>
<th>if 3</th>
<th>if 5</th>
<th>if 6</th>
<th>if 7</th>
<th>if 9</th>
<th>if 10</th>
<th>Avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSC</td>
<td>5.36</td>
<td>8.11</td>
<td>1.59</td>
<td>1.38</td>
<td>2.31</td>
<td>2.08</td>
<td>3.47</td>
</tr>
<tr>
<td>ICE</td>
<td>-</td>
<td>-</td>
<td>5.27</td>
<td>7.46</td>
<td>4.51</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>VIF</td>
<td>-</td>
<td>-</td>
<td>9.43</td>
<td>5.25</td>
<td>8.41</td>
<td>6.68</td>
<td>3.95</td>
</tr>
<tr>
<td>SVO</td>
<td>2.03</td>
<td>2.34</td>
<td>1.95</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>2.11</td>
</tr>
<tr>
<td>ORB</td>
<td>1.91</td>
<td>2.92</td>
<td>-</td>
<td>-</td>
<td>3.33</td>
<td>3.77</td>
<td>2.98</td>
</tr>
<tr>
<td>GF</td>
<td>2.81</td>
<td>2.92</td>
<td>2.28</td>
<td>2.42</td>
<td>-</td>
<td>-</td>
<td>2.55</td>
</tr>
<tr>
<td>GF+SW</td>
<td>2.81</td>
<td>2.92</td>
<td>2.28</td>
<td>2.42</td>
<td>-</td>
<td>-</td>
<td>2.55</td>
</tr>
<tr>
<td>GF+CV</td>
<td>2.28</td>
<td>2.42</td>
<td>-</td>
<td>-</td>
<td>2.57</td>
<td>2.91</td>
<td>2.11</td>
</tr>
<tr>
<td>GF+GG</td>
<td>2.28</td>
<td>2.42</td>
<td>-</td>
<td>-</td>
<td>2.57</td>
<td>2.91</td>
<td>2.11</td>
</tr>
</tbody>
</table>

on the other hand, has the lowest RMSE. The clear performance improvement from GF to GF+GG suggests that the bottleneck of BA back-end has been largely tackled. We further conjure that, when working with a FPGA-based front-end, the 4 failure cases shall be resolved for GF+GG.

6.5.3 VSLAM on Agile Camera Motion

Apart from compute limits, another challenging scenario for state-of-the-art VSLAM is the agile camera motion. To track the camera reliably, VSLAM systems have to process new visual measurements and fix new map points within a small budget. All 9 VSLAM systems mentioned above are evaluated on the UZH FPV benchmark [145], which is recorded with a racing quadrotor with max speed of 12.8 m/s. Six indoor sequences collected with front-facing fisheye camera and full ground truth coverage are selected in this evaluation. Ground truth trajectories are collected with Vicon motion tracking.

Similar to the previous evaluation, a 10-run repeat is executed for each configuration, and zero tracking failure is allowed. The RMSEs of VSLAM real-time tracking output are summarized in Table 6.5. Only 2 VSLAM systems manage to track all 6 agile-motion sequences without any failure: filter-based MSC and direct SVO. However, the RMSE of SVO is really high. MSC seems to perform quite well on multiple sequences; yet it does
Table 6.6: RPE (m/s) on UZH-FPV Stereo Sequences

<table>
<thead>
<tr>
<th>Methods</th>
<th>if 3</th>
<th>if 5</th>
<th>if 6</th>
<th>if 7</th>
<th>if 9</th>
<th>if 10</th>
<th>Avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSC</td>
<td>1.94</td>
<td>2.06</td>
<td>2.04</td>
<td>1.09</td>
<td>0.66</td>
<td>0.68</td>
<td>1.41</td>
</tr>
<tr>
<td>ICE</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>VIF</td>
<td>-</td>
<td>0.61</td>
<td>1.04</td>
<td>0.49</td>
<td>-</td>
<td>-</td>
<td>0.71</td>
</tr>
<tr>
<td>SVO</td>
<td>1.19</td>
<td>1.39</td>
<td>1.65</td>
<td>0.88</td>
<td>0.81</td>
<td>0.94</td>
<td>1.14</td>
</tr>
<tr>
<td>ORB</td>
<td>0.34</td>
<td>0.41</td>
<td>0.44</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.40</td>
</tr>
<tr>
<td>GF</td>
<td>0.30</td>
<td>0.51</td>
<td>-</td>
<td>0.39</td>
<td>0.51</td>
<td>0.43</td>
<td>0.43</td>
</tr>
<tr>
<td>GF+SW</td>
<td>-</td>
<td>0.50</td>
<td>-</td>
<td>-</td>
<td>0.53</td>
<td>-</td>
<td>0.51</td>
</tr>
<tr>
<td>GF+CV</td>
<td>-</td>
<td>0.51</td>
<td>-</td>
<td>0.43</td>
<td>0.51</td>
<td>-</td>
<td>0.48</td>
</tr>
<tr>
<td>GF+GG</td>
<td>0.34</td>
<td>0.43</td>
<td>-</td>
<td>0.31</td>
<td>0.45</td>
<td>0.38</td>
<td></td>
</tr>
</tbody>
</table>

Figure 6.6: Time cost breakdown of BA back-end on agile motion sequence indoor forward 10. Top: GF that takes all co-visible keyframes into local BA. Bottom: GF+GG that only optimizes the Good Graph in local BA. Several frames are dropped at around 63 sec for both methods; but they are able to recover quickly afterwards.

really bad on certain sequences such as if 3 and if 5. The proposed GF+GG, on the other hand, tracks on 4 out of 6 sequences with relative stable accuracy: the RMSEs are around 2.50 meter. Other BA-based VSLAM systems either fail to track on most of the sequences (e.g. ICE, VIF, ORB, GF+SW and GF+CV), or have high RMSE (e.g. GF).

The RMSEs in Table 6.5 are much higher than those in EuRoC evaluation due to the challenging agile camera motion. As an alternative metric, we compute the relative posi-
tion error (RPE) of agile-motion results using 10-second sliding window. The RPEs are summarized in Table 6.6. Interestingly, the proposed $GF+GG$ has the lowest RPE on average, which suggests $GF+GG$ tracks camera motion well at local scale. Furthermore, the performance of $GF+GG$ could be further improved with inertial measurements; currently only visual data is used in $GF+GG$.

The time cost breakdown of the BA back-end on an agile motion sequence is illustrated in Fig. 6.6. Similar to the evaluation under computational limits, $GF+GG$ bounds the time cost of local BA better than $GF$; the time cost of Good Graph algorithm is also small.

6.6 Conclusion

This chapter describes a novel, rigorous method to improve the cost-efficiency of BA-based VSLAM back-end, which is essential for SLAM applications with compute limits. An efficient algorithm is developed to select a size-reduced graph for local BA with conditioning preservation. The budget of local BA, as well as the desired size of selected graph, are determined with budget-awareness. The proposed algorithm is integrated into a state-of-the-art VSLAM system. Superior performance is achieved under a variety of computational limits, when compared against state-of-the-art VSLAM systems.
CHAPTER 7
CLOSED-LOOP NAVIGATION WITH ROBUST, LOW-LATENCY VISUAL INERTIAL SLAM

7.1 Introduction

In this chapter, we study the performance of VSLAM in a representative robotics application, i.e., closed-loop navigation. Traditional benchmarking of VSLAM employs open-loop analysis (i.e., isolating VSLAM from rest of the autonomous system). Open-loop evaluation fails to fully address the impact of noise or measurement error on navigation performance. Therefore, it is hard to gain insights on VSLAM from published benchmark scores. Furthermore, open-loop evaluation does not measure the impact of latency in online VSLAM applications. In this chapter, we first describe the VSLAM computational components essential to high performance closed-loop navigation. Then we present a reproducible benchmarking simulation for closed-loop VSLAM evaluation.

The proposed approach employs a loosely-coupled visual-inertial SLAM setup. Visual and inertial sensors provide complementary constraints in state estimation. The visual sensor provides accurate, yet sparse and delayed measurements of absolute landmarks in the environment. Estimation drift is mitigated by observing and matching landmarks with a long but potentially intermittent measurement history during state optimization. The inertial sensor provides high-rate, almost-instantaneous, yet drifting measurements of robot motion. Inertial measurements constrain the unobservable scale of monocular vision and compensate for short duration visual feature loss (e.g. in texture poor settings). Closed-loop navigation benefits from visual-inertial sensor fusion when these properties are simultaneously leveraged; more so when the state estimation rate admits feedback control.

A critical characteristic of visual-inertial state estimation in closed-loop navigation is
Figure 7.1: Impact of visual processing latency in visual-inertial SLAM. Assuming 100%
correct visual estimation and purely-random IMU noise, the only source of error in visual-
inertial state estimation is accumulated IMU bias (quadratic in time). **Top:** visual-inertial
state estimation trend when visual estimation takes 75% of the visual processing budget.
**Bottom:** Trend of visual-inertial state estimation when visual estimation takes 50% of the
budget. Reduced latency yields a reduced state estimation error.

the latency of visual processing (e.g. feature extraction, data association, BA, etc.). As
illustrated in Fig 7.1, a slight latency-reduction on visual processing end could improve
the accuracy of fused visual-inertial state estimate due to the quadratic (in time) nature of
accumulated IMU bias. Therefore it is important that VSLAM exhibit the smallest latency
possible. As demonstrated in Chapter 3, an active feature matching algorithm, namely
Good Feature Matching \((GF)\), improves the cost-efficiency of feature matching signifi-
cantly. Through open-loop evaluation, the feature-based VSLAM system with Good Fea-
ture Matching achieves accurate and low-latency pose tracking. In this chapter, we integrate
\(GF\) VSLAM to a multi-sensor fusion framework [146]. The resulting visual-inertial SLAM
system has low latency and high performance. The impact of the system is demonstrated
in simulated closed-loop navigation scenarios. When deployed on a navigation planner
and controller system, the navigation performance of the described visual-inertial SLAM
outperforms state-of-the-art direct and feature-based visual(-inertial) SLAM systems.
7.2 Background

In this section, we first review existing works on visual-inertial state estimation for closed-loop navigation. The term **VI-SLAM** will be used to indicate both visual-inertial odometry (VIO) and visual-inertial SLAM. We also review the evaluation methods for closed-loop navigation.

7.2.1 VI-SLAM in Closed-Loop Navigation

Pioneering works developing VI-SLAM for closed-loop navigation tasks on ground [147] and aerial vehicle navigation [148, 149] utilize EKF-based visual inertial state estimation. Due to the cubic computation cost of the EKF in state dimension, only the pose is fully tracked. There is no long term mapping in these EKF solutions, which limits the performance of state estimation and closed-loop navigation.

Closed-loop navigation with full VI-SLAM running off-board was demonstrated in [150], based on the ground breaking PTAM [3]. Two important ideas were raised in [3]: 1) non-linear bundle adjustment (BA) can achieve better performance than filters in state estimation; 2) pose tracking and mapping can be parallelized and function semi-independently. In [151], a customized version of monocular PTAM was fit into the on-board budget of a Micro Aerial Vehicle (MAV). Still, PTAM with full BA is computationally expensive; when working with more than 1 camera, estimation is shifted off-board to meet real-time needs [152].

To reduce the on-board computational load of VI-SLAM, alternatives have been explored in both the image processing front-end and state optimization back-end. The combination of sparse optical flow (e.g. KLT [88]) and the linear-complexity filter (e.g. MSCKF [39]) has been chosen as an efficient VI-SLAM solution [153, 10, 154]. MSCKF-based VI-SLAM with both monocular [153] and stereo [10] vision runs in real-time, while still leaving room for other navigation modules, e.g. planning and control. One downside of
MSCKF is the low mapping quality. To compensate, a BA-based mapper was integrated into the monocular MSCKF-based VI-SLAM in [154].

Apart from the linear complexity filter, the sliding-window filter (SWF) [155] has also been used for efficient VI-SLAM. SWF keeps a finite set of historical information (keyframes and landmarks) in the window for performing BA within it. Compared to full BA, SWF has better bounding on the computation footprint while still allowing re-linearization of historical information. Representative works using the SWF include feature-based OKVIS [16] and KLT-based VINS-Fusion [156]. Closed-loop navigation with OKVIS has been demonstrated on both ground [157] and aerial robots [158]. For a high-rate feedback signal to the controller, OKVIS was enhanced with visual-inertial fusion [146]. In [156], a KLT-based image processing front-end is developed to further cut down the cost of feature extraction and matching. Full navigation has been demonstrated with VINS-Fusion on a MAV [159].

The efficiency of direct VI-SLAM has also been studied. Instead of extracting and matching features explicitly between visual frames, the direct method jointly solves data association and state optimization by optimizing a direct objective on raw image readings. Direct VI-SLAM systems such as SVO [6] and ROVIO [33] have been integrated into closed-loop navigation systems, e.g. monocular system [160], stereo system [161], and IR system [162]. While both KLT and direct VI-SLAM are computationally cheaper than feature-based VI-SLAM, they are more sensitive to navigation-based conditions: e.g. they require accurate pose prediction (from inertial) and constant light condition. Furthermore, both KLT and direct methods are mostly suited for extracting short-baseline feature matchings. Feature descriptor matching, on the other hand, can find reliable long-baseline feature matches that are of great value to state optimization (Fig 1.2).
7.2.2 Evaluation of Closed-Loop Navigation

Open-loop evaluation of different VI-SLAM methods has been extensively conducted in the literature, e.g. on multiple public benchmarks [63], on multiple computation devices [11, 163], and on multiple synthetic environments [164, 165]. Closed-loop evaluation of different VI-SLAM methods in navigation tasks, however, has not been pursued till very recently. One big challenge towards closed-loop evaluation is that closed-loop navigation is not just a software problem; the performance of the full system can be affected by sensor choice, computational resources, system kinematics and target environment. All these factors need to be determined and experimentally controlled to comprehensively evaluate the performance of closed-loop navigation using VI-SLAM.

One way to conduct comprehensive and repeatable closed-loop evaluation is via simulation. Several existing simulators are commonly used in the robotics community. Gazebo [166] is one of the best simulators in robotics field, with MAV-specific extensions such as RotorS [167]. AirSim [168] from Microsoft Research is another choice, with photorealistic renderings of visual data via Unreal Engine. A more recent development incorporates hardware in the loop [169]. By capturing the trajectory of the actual robot on the fly, while rendering virtual visual data on a remote workstation, [169] collects both actual data under real physics and virtual data from an easy-to-extend renderer. To the best of our knowledge, there is no comprehensive evaluation of different VI-SLAM methods for closed-loop navigation. In this paper, we provide evaluation results on closed-loop navigation using Gazebo.

7.3 Closed-Loop Navigation System Design

As illustrated in Fig 7.2, our closed-loop navigation system consists of three major subsystems: 1) a feature-based Visual SLAM subsystem taking stereo vision data to generate sparse yet accurate state estimates; 2) a sensor fusion subsystem taking both sparse visual
estimates and high-rate inertial readings for high-rate and accurate positioning; and 3) a controller taking high-rate output from sensor fusion to generate actuator commands. It falls into the category of loosely-coupled stereo inertial SLAM. Though tightly-coupled VI-SLAM systems tend to have better performance than loosely coupled ones, we choose loosely-coupled VI-SLAM in our navigation system because it is more open to future enhancement by additional sensing modules, such as wheel odometry and magnetic position. Though this paper only discusses a stereo implementation, the described SLAM system also supports an RGB-D camera as the visual sensor.

The visual SLAM subsystem is based on ORB-SLAM [4], which consists of three cascaded modules running as separate threads: pose tracking, mapping, and loop closing. The pose tracking module estimates the current pose at the same rate as visual sensory input (e.g. 30Hz). The mapping module accumulates the output of pose tracking, i.e., feature matchings and current pose estimate, and performs a lower-than-frame-rate (e.g. 3Hz) BA on historical measurements within a window. The loop closing module is only activated when the robot revisits previously explored places. It typically triggers at an extremely low rate, e.g. 0.01Hz.

The efficiency of pose tracking is essential in visual-inertial state estimation and therefore in closed-loop navigation. Pose tracking results are fused with high-rate inertial readings in EKF-based sensor fusion [146]. The fused high-rate position signal is fed into
position controller [170] to drive the robot. As mentioned earlier (e.g. in Fig 7.1), latency in pose tracking significantly impacts the performance of visual-inertial state estimation. Cost-efficiency of BA in mapping thread is also crucial, since it affects the quality and quantity of map points available in pose tracking. As described in Chapter 6, the budget of local BA is anticipated with controller feedback. Next we will briefly recap the algorithm improvements.

### 7.4 Robust, Low-Latency Stereo VSLAM

#### 7.4.1 Low-Latency Pose Tracking

The pose tracking thread in stereo VSLAM systems like ORB-SLAM [4] consists of three sequential steps (top row of Fig 7.3): stereo matching, map-to-frame matching, and state optimization. Stereo matching provide disparity/depth information for the current measured features. Map-to-frame matching associates these measurements to features in the 3D map (assumed to be static). State optimization recovers the current pose of the camera/robot based on matched and tracked features. Following this pipeline, all valid feature matchings are guaranteed to inform pose optimization. However, it is often unnecessary to use all valid feature matchings in pose optimization, which is already over-determined [62]. With the Good Feature Matching algorithm described in Chapter 3, it is possible to prioritize and re-sequence the feature matching effort (bottom row of Fig 7.3). As a consequence, pose tracking can have a lower latency than before, while preserve the accuracy.
7.4.2 Cost-Effective Local BA

The mapping thread in stereo VSLAM systems like ORB-SLAM [4] consists of three sequential steps (top row of Fig 7.4): new points triangulation, local BA, and map culling. The computational cost of local BA, which is cubic to the scale of states optimized, is the bottleneck of mapping task. In online applications such as closed-loop navigation, the budget for local BA varies according to multiple factors: the camera/robot motion, the texture level of working environment, the computational resources available, etc. The on-the-fly budget awareness module described in Chapter 6 is added to the original mapping pipeline (bottom row of Fig 7.4). When the budget is loose, all valid states are optimized by local BA, which is identical to original mapping method. When the budget is tight due to camera motion or computational limits, the Good Graph algorithm described in Chapter 6 is activated to select a subset of states in local BA with strong performance guarantee.

7.5 Feedback Control

The desired path $d^*(t) \in \mathbb{R}^2$ is constructed from a series of specified waypoints using splines. An exponentially stabilizing trajectory tracking controller for Hilare-style robots
generates a kinematically realistic trajectory for the robot to follow. In the following discussion, constraints on accelerations and velocities are omitted for clarity.

Let the robot pose as a function of time \( g(t) \in SE(2) \) follow the mixed first- and second-order control equations of motion,

\[
\dot{g} = g \cdot \begin{bmatrix} \nu \\ 0 \\ \omega \end{bmatrix} \quad \text{and} \quad \dot{\nu} = u^1, \quad \dot{\omega} = u^2 \tag{7.1}
\]

where \( \nu \) is the forward velocity and \( \omega \) is the angular velocity, both in the body frame. The signal \( u = (u^1, u^2)^T \) coordinates are the forward and angular acceleration (in body frame).

This controller relies on the differential flatness of the robot kinematics to achieve exponential stabilization of a virtual point in front of the robot by \( \lambda \). Define the \( \lambda \)-adjusted rotation matrix and angular velocity matrix to be

\[
R_\lambda = R \cdot \text{diag}(1, \lambda) \quad \text{and} \quad \hat{\omega}(\lambda, \dot{\lambda}) = \begin{bmatrix} 0 & -\lambda \omega \\ \frac{1}{\lambda} \omega & \frac{1}{\lambda} \end{bmatrix}, \tag{7.2}
\]

where \( R \) is the orientation from \( g \). For \( e_1 \) the unit body \( \hat{x} \)-vector in the world frame, the trajectory tracking control is

\[
u = c_p R_\lambda^{-1} (d^* - d - \lambda \ast R e_1) + c_d \left( R_\lambda^{-1} d^* - V \right) - c_d \dot{\lambda} e_1 - \hat{\omega}(\lambda, \dot{\lambda})V - (\hat{\omega}(\lambda, \dot{\lambda}) - c_\lambda I) \dot{\lambda} e_1, \tag{7.3}
\]

where \( c_p, c_d, c_\lambda \) are feedback gains and \( V = [\nu | \omega]^T \). The additional offset dynamics are

\[
\dot{\lambda} = -c_\lambda (\lambda - \epsilon), \quad \text{where} \quad \lambda(0) > \epsilon > 0, \quad c_\lambda > 0. \tag{7.4}
\]

The dynamical system represented by Eqs 7.1-7.4 yields a reference trajectory of robot
poses $g^*(t)$ and body velocity components $V^*(t)$ for tracking the desired path $d^*(t)$. The offset variable $\lambda^*(t)$ can be ignored.

The real time trajectory controller drives the robot to track the reference trajectory based on feedback of the robot’s state (a $SE(2)$ substate of the $SE(3)$ state estimation). These control commands are:

$$
\nu_{cmd} = k_x \* \ddot{x} + \nu^*
$$

$$
\omega_{cmd} = k_\theta \* \ddot{\theta} + k_y \* \ddot{y} + \omega^*
$$

where $[\ddot{x}, \ddot{y}, \ddot{\theta}]^T \simeq \ddot{g} = g^{-1}g^*$ is the relative pose error between the current state $g$ and the desired state $g^*$ in body frame. In the absence of error, the control signal is $V^*(t)$.

### 7.6 Experiments

This section describes a simulated closed-loop navigation environment for testing VI-SLAM systems using Gazebo/ROS. Experimental results show the proposed solution outperforms state-of-the-art VI-SLAM systems.

#### 7.6.1 Simulation Setup and Baseline Methods

A virtual office world is created for robot navigation (Fig 7.5). The world is based on the floor-plan of an actual office, with texture-mapped surfaces. The walls are placed 1m above the ground plane since collision checking and path planning is outside the scope of this chapter. Within this world, the differential drive robot TurtleBot2 [171] maneuvers. A 30fps stereo camera with an 11cm baseline is mounted to the TurtleBot. An IMU is placed at the base of TurtleBot. Two commonly-used IMUs are simulated: a high-end ADIS16448 and a low-end MPU6000. Data streams from both the stereo camera and IMU are input to the VI-SLAM which then outputs $SE(3)$ state estimates. The position controller described previously uses the $SE(2)$ subspace of the $SE(3)$ estimate to drive the TurtleBot to follow the desired path.
Figure 7.5: The virtual office world. **Left:** Top-down view. The robot starts at the top-left corner, facing the long corridor. **Right:** Example images captured by on-board stereo camera (left camera).

Figure 7.6: All 6 desired paths used in closed-loop navigation experiments. Each desired path is color-coded to show the direction of travel.

Six test paths were created for the closed-loop navigation experiments, each with different characteristics (Fig 7.6). The first 2 paths are relatively short (~50m), with few to none re-visits. The 3rd and 4th paths are both of medium length (~120m) with many to
few re-visits. The last 2 paths are long (∼240m) with many re-visits. All paths have the
same start point for the robot, the origin of the world. Three desired linear velocities are
tested: 0.5m/s, 1.0m/s, and 1.5m/s.

The methods tested were the following VI-SLAM systems:

1. **MSC**: MSCKF-VIO [10] is a tightly-coupled VIO system, with KLT-based front-end
   and MSCKF back-end. EKF-based sensor fusion [146] is used to densify the low-rate
   estimation output from MSC, before sending it to controller.

2. **VIF**: VINS-Fusion [156, 172] is a tightly-coupled VI-SLAM with KLT-based front-
   end and BA-based back-end (SWF). **VIF** has a large latency due to the SWF BA.
   It does provide a low-latency, high-rate IMU propagation signal, which is sent to
   controller.

3. **SVO**: SVO + MSF [173]. A loosely-coupled VIO system with SVO [6], a light-
   weight direct method.

4. **ORB**: ORB-SLAM + MSF. ORB-SLAM [4] has a feature-based front-end and BA-
   based back-end. **ORB** is computationally costly, so the latency is large.

5. **GF**: ORB-SLAM with GF front-end + MSF. As described in Chapter 3, a loosely-
   coupled **ORB**, with the low-latency Good Feature pose tracking.

6. **GF+GG**: ORB-SLAM with GF front-end and GG back-end + MSF. The combination
   of Good Feature pose tracking (in Chapter 3) and cost-efficient Good Graph mapping
   (in Chapter 6).

The methods with “+ MSF” are loosely-coupled systems with fusion via MSF [146]. All
6 VI-SLAM systems are set to reasonably good parameters found by parameter sweep, the
raw data of which is released online \(^1\). For each test configuration (desired path, desired

\(^1\)https://github.com/ivalab/FullResults_ClosedNav
linear velocity, VI-SLAM method, and IMU), we repeat each closed-loop navigation run 5 times.

### 7.6.2 Simulation on Low-Power Laptop

An Intel Xeon E5-2680 CPU workstation (passmark score 1661 per thread) is chosen to conduct Gazebo simulation and graph rendering. The computations of closed-loop navigation, including VSLAM, visual-inertial fusion and feedback control, are conducted on a laptop with low-power Intel Core i7-8550U CPU. The total power consumption of the low-power navigation laptop is 15W. The computing speed of the low-power laptop can be quantified with passmark score, which is 2140 per thread. For reference, most published closed-loop navigation systems [151, 158, 154, 160, 10, 159, 161] employ an Intel NUC whose CPUs score between 1900-2300 per thread. The communication between simulating workstation and navigation laptop is based on Ethernet.

First, we show that the proposed system does indeed reduce the image to pose latency. Fig 7.7 provides the time breakdown of the pose tracking computation, generated by averaging the latency across all test runs (180 in total). Compared with ORB, GF removes the overhead of stereo matching. The latency of map-to-frame matching is similar for both, which includes some stereo matching for GF. The Good Feature Matching and Lazy Stereo modifications lead to a 50% reduction in latency.

Next, we review the high-end IMU (ADIS16448) outcomes. The actual trajectories traveled by the robot with 0.5m/s desired linear velocity are illustrated in Fig 7.8, read...
Figure 7.8: Trajectories the robot traveled for each desired path, color-coded by method. Desired velocity is 0.5m/s and IMU is simulated as a high-end ADIS16448. Navigation-related computations are conducted on a low-power laptop.

from left to right, top to bottom row. When following short and mid-term paths (plots 1-4), VIF and SVO have the largest tracking error (red + green). The trajectory of ORB gets off when the length of desired path is medium or long (plots 3-6). The performance of MSC (blue) also degrades when following long-term paths (plots 5-6). Trajectories of the two low-latency VI-SLAM, namely GF (black) and GF+GG (yellow) are consistent and accurate (to the desired path). The trajectories for the low-end MPU6000 have similar outcomes, as illustrated in Fig 7.9. Though VIF appears better, many runs leave the figure bounds. Both SVO and ORB lead to large errors for the mid-term and long-term paths. On medium and long paths (plot 3-6), trajectories of GF also deviate from the desired ones. The best path following performance seems to be achieved with two methods: the light-weight VIO system MSC, and the low-latency BA-based GF+GG.

Navigation performance is quantified in Tables 7.1 and 7.2. The navigation perfor-
Figure 7.9: Trajectories the robot traveled for each desired path, color-coded by method. Desired velocity is 0.5 m/s and IMU is simulated as a low-end MPU6000. Navigation-related computations are conducted on a low-power laptop.

Performance metric is the root-mean-square (RMS) error between the desired path and the actual path, averaged over the 5-run repeats. Cases with average RMS over 10m are considered navigation failures and omitted (the dashes). For each sequence and desired linear velocity, the VI-SLAM system with the lowest navigation error is in bold. For reference, navigation performance with perfect visual estimation (no error or latency) is also presented under the column \( GT \) for each configuration.

According to Table 7.1, SVO, VIF and ORB fail under multiple configurations. The latency of visual estimation, as described earlier, contributes to these failures. Filter-based MSC, low-latency GF and GF+GG succeed in most configurations. However, MSC either has slightly more track loss or worse RMSE when compared with BA-based GF and GF+GG. The performance of GF+GG is further improved over GF when the desired velocity is greater or equal to 1.0 m/s. From Table 7.2, the similar observation can be made.
Table 7.1: Closed-loop Navigation Error (RMS; in m) on Laptop, with High-end IMU ADIS16448

<table>
<thead>
<tr>
<th>Seq.</th>
<th>0.5m/s</th>
<th>1.0m/s</th>
<th>1.5m/s</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GT</td>
<td>SVO</td>
<td>MSC</td>
</tr>
<tr>
<td>s1</td>
<td>0.13</td>
<td>2.00</td>
<td>0.34</td>
</tr>
<tr>
<td>s2</td>
<td>0.12</td>
<td>-</td>
<td>0.35</td>
</tr>
<tr>
<td>m1</td>
<td>0.13</td>
<td>-</td>
<td>0.50</td>
</tr>
<tr>
<td>m2</td>
<td>0.13</td>
<td>-</td>
<td>0.62</td>
</tr>
<tr>
<td>l1</td>
<td>0.13</td>
<td>-</td>
<td>0.56</td>
</tr>
<tr>
<td>l2</td>
<td>0.13</td>
<td>-</td>
<td>0.58</td>
</tr>
<tr>
<td>Avg.</td>
<td>0.13</td>
<td>2.00</td>
<td>0.49</td>
</tr>
</tbody>
</table>

Table 7.2: Closed-loop Navigation Error (RMS; in m) on Laptop, with Low-end IMU MPU6000

<table>
<thead>
<tr>
<th>Seq.</th>
<th>0.5m/s</th>
<th>1.0m/s</th>
<th>1.5m/s</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GT</td>
<td>SVO</td>
<td>MSC</td>
</tr>
<tr>
<td>s1</td>
<td>0.15</td>
<td>0.17</td>
<td>0.32</td>
</tr>
<tr>
<td>s2</td>
<td>0.16</td>
<td>-</td>
<td>0.34</td>
</tr>
<tr>
<td>m1</td>
<td>0.15</td>
<td>-</td>
<td>0.54</td>
</tr>
<tr>
<td>m2</td>
<td>0.16</td>
<td>-</td>
<td>0.43</td>
</tr>
<tr>
<td>l1</td>
<td>0.15</td>
<td>-</td>
<td>0.84</td>
</tr>
<tr>
<td>l2</td>
<td>0.16</td>
<td>-</td>
<td>0.63</td>
</tr>
<tr>
<td>Avg.</td>
<td>0.16</td>
<td>0.17</td>
<td>0.52</td>
</tr>
</tbody>
</table>
for the low-end IMU. Navigation performance degrades for most configurations. *SVO, VIF* and *ORB* still fail under multiple configurations. The performance of filter-based *MSC* is quite consistent; while *GF* and *GF+GG* are with lower RMSE, especially when the desired linear velocity is 1.0 or 1.5m/s.

To summarize, low-latency *GF* and *GF+GG* outperform the other 4 state-of-the-art VI-SLAM systems in a closed-loop navigation simulation, with *MSC* having next best performance. The navigation error of *GF+GG* is further reduced when the desired linear velocity is 1.0 or 1.5m/s. The improvement of navigation performance is significant in most configurations, with both high-end and low-end IMUs. Still, there are some cases that *GF* and *GF+GG* are prone to tack loss. A tighter integration of visual-inertial estimation is desired to improve the robustness of VI-SLAM state estimation.

### 7.7 Conclusion

This chapter tests two variants of latency-reduction VSLAM, *GF* and *GF+GG*, in closed-loop navigation. The relative performance of ORB-SLAM versus those of *GF* and *GF+GG* suggests a connection between visual estimation latency and navigation performance. In a comprehensive and repeatable simulated evaluation, the navigation performance of low-latency *GF* outperforms state-of-the-art direct and feature-based VI-SLAM systems. With *GG* enhancement, the navigation performance is further improved, especially in medium or high velocity configurations.
This thesis investigates the applicability of VSLAM on target applications in robotics and AR. The performance-efficiency trade-off of VSLAM is significantly improved by leveraging theorems on submodular submatrix selection. Multiple algorithmic components of modern VSLAM system are investigated and improved in this thesis, each of which pushed the applicability of VSLAM forward a little bit. The key contributions are summarized:

- **Good Feature Matching: Low-Latency Front-End of Feature-based VSLAM.**
  The concept of submodular submatrix selection is introduced to a compute-intense module in the VSLAM front-end, i.e., map-to-frame feature matching. The feature selection problem is formulated and tackled with submodular submatrix selection. It is then combined with active feature matching, leading to a low-latency, performance guaranteed feature matching algorithm, dubbed Good Feature Matching.

- **Good Line Cutting: Accuracy Improvement of Line-Assisted VSLAM.** The idea of point feature selection is extended to line features. A specific property of lines, i.e., extending along a specific direction, is exploited to enable line feature refinement. The underlying optimization objective of line refinement is a convex optimization. An efficient, multi-start algorithm for generating sub-optimal solutions, dubbed Good Line Cutting, is described and evaluated.

- **Map Hashing: Appearance-Enhanced Compact Local Map of Feature-based VSLAM.** An appearance-based enhancement is developed to construct, populate, and query the local map. Local map is a critical accuracy-improving sub-component of the VSLAM front-end. An efficient hashing technique is applied to store and query appearance prior. Furthermore, submodular submatrix selection provides a means to
reduce the quantity of hash queries through active, online table selection, thereby reducing the overhead of local map construction.

- **Good Graph Selection: Cost-Effective, Budget-Aware Bundle Adjustment in VSLAM.** The concept of submodular submatrix selection is introduced to general BA problem, which is frequently solved in the BA-based VSLAM back-end. A novel, rigorous method to determine the state subset in BA with strong performance guarantees is proposed, dubbed Good Graph Selection. Furthermore, we explore the potential of budget-awareness to determine the size of Good Graph on-the-fly.

- **Closed-Loop Navigation with Robust, Low-Latency Visual Inertial SLAM.** Two algorithmic improvements described in this thesis, namely the Good Feature Matching (Chapter 3) and the Good Graph Selection (Chapter 6), are applied to a visual-inertial fusion framework. The accurate and low-latency of described visual SLAM method is revealed in the closed-loop navigation scenario investigated. A reproducible benchmarking simulation for closed-loop VSLAM evaluation is presented, which supports comprehensive evaluation of VSLAM in closed-loop navigation tasks.

There are several research directions for the future work. From the algorithmic perspective, the combination of feature-based and direct front-end is promising: feature matching provides long-baseline associations that are beneficial to the overall accuracy of VSLAM, while direct measurements serve as the short-term constraints for the robustness of VSLAM. The combination of Good Graph and incremental BA solver could further improve the cost-efficiency of BA-based VSLAM back-end. Deep integration of dedicated hardwares such as FPGA and the efficient algorithms such as Good Feature is an interesting topic as well, which could have great impact to applications with computational limits. Finally, semantic clues extracted from visual input using deep learning algorithms (e.g. R-CNN) could be exploited to further improve the robustness of VSLAM. Studies on combining VSLAM and deep learning, however, is still under-going.
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