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There’s a lot of things you need to get across this universe. Warp drive. Wormhole refractors. You know the thing you need most of all? You need a hand to hold.

—The 11th Doctor
To Mummy Papa, To Akash, To Soumya.
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SUMMARY

We study the fate of Wiedemann-Franz law in one-dimensional spinless electrons. Luttinger liquid theory describes low-energy excitations of a gapless one-dimensional many-body system. We go beyond the assumptions of the Luttinger liquid theory to get the properties of real one-dimensional systems. Chapter 1 gives an introduction and background of the state of research in one-dimensional systems and discusses the Wigner crystal. Chapter 2 covers a brief review of the theoretical methods to study one-dimensional systems including Fermi liquid theory and various one-dimensional models and methods. It also discusses the violation of the famous Wiedemann-Franz law and why the conventional theories fail to explain thermalization of such systems. We introduce the new paradigm of extending these models to beyond Luttinger liquid framework such that they can be used to describe the phenomena that were missing. We specifically work on a perturbative calculation of the correction to thermal conductance of a Wigner crystal wire in chapter 4 by considering interaction and non-linear dispersion in a Wigner crystal. We then discuss our results and the fate of Wiedemann-Franz law in chapter 5. We end with a brief discussion of possible future work in chapter 5.
1.1 Historical background

Physicists have been fascinated with one-dimensional quantum many-body systems for more than 90 years now. From the traditional classical physics perspective, a one-dimensional model for a problem used to serve as a gateway to complex higher dimensional “real systems.” It was believed that since our world is three-dimensional, any physical system can only be described completely only in a three-dimensional framework. Study of one-dimensional systems used to be a theoretical exercise towards gaining insight in solving three-dimensional problems. This philosophy, however, has been proven to be inaccurate with the discovery of low-dimensional materials that show very rich and complicated behaviors. Today, one-dimensional and two-dimensional physical systems are just as real as everyday three-dimensional objects.

A low-dimensional system is the result of confinement of particles, living in three-dimensional space, by an external potential. For example, a two-dimensional electron gas device, commonly abbreviated as 2DEG, is a heterogeneous semiconductor junction of two similarly doped (p-p type or n-n type) semiconductor materials [1, 2, 3, 4]. The most commonly used 2DEG device is a GaAs layer sandwiched between two AlGaAs layers as shown in Figure 1.8. This leads to the formation of a layer of mobile electrons between the two parallel interfaces of AlGaAs layers. Under appropriate voltage this layer of electrons can be made essentially two-dimensional. Moreover, the same device can be modified to apply additional confinement to the two-dimensional electron gas such that it becomes a one-dimensional electron system.

The first experiment that showed a conclusive signature of a one-dimensional electron
system was conducted by van Wees et al. and Wharam et al. [5, 6]. The experiment measured electrical conductance of a narrow constriction, called a quantum point contact, QPC, created by confining a two-dimensional electron gas by an external potential. This historic observation showed a striking phenomenon known as conductance quantization as shown in the plot of gate voltage versus conductance, refer Figure 1.1. The plot shows essentially constant conductance between regular points where it increases in steps of universal conductance quantum

\[
G_0 = \frac{e^2}{\pi \hbar},
\]

where \( e \) is the charge of an electron and \( \hbar \) is the Planck's constant.

Figure 1.2 illustrates the experimental setup used for the aforementioned experiment. Metallic gates (green) on either side of the GaAs-AlGaAs heterostructure device are charged with a negative voltage. As a result, they repel the electrons and essentially squeeze the
two-dimensional electron gas (blue) into a single narrow channel. However, the thickness of the electron gas is not uniform. It is wider near the terminals but converges to a narrow one-dimensional channel in the center. Although the length of this one-dimensional region is negligible compared to the whole device, any current passing through this setup is forced to pass through the narrow constriction and thus has a component of the conductance of the one-dimensional constriction. Moreover, the quantized nature of the conductance plot also indicates that the transport in this system is basically one-dimensional.

1.2 Transport in one-dimension

1.2.1 The Wiedemann-Franz law

In 1853, Gustav Wiedemann and Rudolph Franz quantified the well-known phenomenon that metals that are good conductors of electricity turn out to be good thermal conductors as well. They stated that the ratio of thermal conductivity ($K$) to electrical conductivity ($G$)
at the same temperature is roughly the same for all metals:

\[ K = \frac{\pi^2 GT}{3e^2} \quad (1.2) \]

where, \( k_B = 1 \) in energy units. This relationship, known as the Wiedemann-Franz law, is a natural property of systems in which thermal energy and charge both are carried by electron excitations. The quantum of electrical conductance \( G_0 \) equation (1.1) and thermal conductance \( K_0 \) also satisfy the Wiedemann-Franz law:

\[ K_0 = \frac{2\pi^2 T}{3h} \quad (1.3) \]

It has been shown that this relation is satisfied in the presence of elastic scattering of electrons with impurities and crystal vibrations (phonons) [7] if there is no interaction between electrons. However, in the presence of electron-electron interaction, i.e., Fermi liquids in two and three dimensions, the Wiedemann-Franz law breaks down [8, 9]. This is because the inelastic scattering processes lead to different corrections to thermal and electrical conductance. Thus, violation of the Wiedemann-Franz law is a signature of electron-electron interaction effects and is of considerable experimental and theoretical interest.

1.2.2 Transport in Luttinger liquids

The interactions between electrons have a much stronger effect on the physics of the system in one-dimension as compared to higher dimensions. However, Fermi liquid theory fails in more than one way [10, 11], in one dimension as discussed in chapter (2). The most general mathematical description of one-dimensional interacting electrons is the Luttinger liquid theory [11], refer section (1.4.2). Theoretical study of conductance properties of ideal and isolated Luttinger liquid quantum wire models has shown no effect on the quantum of either electrical conductance \( G_0 \) [12, 13, 14] or the thermal conductance \( K_0 \) [15]. Therefore, an ideal Luttinger liquid conductor satisfies the Wiedemann-Franz law.
1.2.3 Violation of the Wiedemann-Franz law: Real quantum wires

In recent years, much of the research on one-dimensional quantum wires has been focused on the phenomena not explained by the Luttinger liquid theory [16, 17, 18, 19]. Equilibration of a one-dimensional electron liquid [20] is one such effect which requires scattering between the energy carrying excitations in one-dimension. Another example is the phenomena of Coulomb drag [21]. Here a current carrying quantum wire induces a voltage across another quantum wire close to it. This voltage is induced due to interaction between the electrons in two wires when there is an absence of particle-hole symmetry which requires a curved dispersion of excitations.

1.2.4 Backscattering changes transport coefficients

When the Luttinger liquid is non-ideal, the above conclusion does not hold. For example, Kane and Fischer [22] showed that the presence of very weak impurity inside a Luttinger liquid induces backscattering of electrons. Backscattering of carriers redistribute the energy and momentum currents and lead to new renormalized electrical \((G)\) and thermal \((K)\) conductance. This leads to violation of the Wiedemann-Franz law.

Another such example is the Luttinger liquid with inhomogeneities on long length scales [15]. The electrons participating in any dynamic process in a fermi system at low temperature are the ones that lie close to the Fermi surface (Fermi points in one dimension). Since the deBroglie wavelength of these electrons is much smaller than the length scale of the inhomogeneity, they see the slowly varying potential as an adiabatic change in potential and thus do not suffer backscattering. However, momentum conservation does not hold because of broken translational symmetry of space. Long wavelength (low energy) collective excitations see this inhomogeneity as sharp changes and thus have a finite amplitude of reflection and transmission in the wire. Therefore, a part of the energy current changes direction due to backscattering. The thermal conductance \(K\) is thus renormalized in this case while the electrical conductance \(G\) remains unchanged.
Figure 1.3: Marbles are confined to move in one dimension. Kinetic energy imparted to any of the marbles gets distributed to other marbles due to inevitable collisions. This leads to a collective motion of marbles.

1.3 What’s different about one-dimension?

The most important aspect of confining the fermions to one dimension is that they cannot move past each other. A simple analogy to one-dimensional systems is the well-known Newton’s cradle, see Figure 1.3, in which marbles are constrained by the threads to move in one-dimension. It is very intuitive to see that it is impossible to have any individual marble in motion without affecting the rest of the marbles. In fact, even if we choose to start the system by moving one marble, it quickly manifests in collective motion of many marbles.

Similarly, for a system of many particles, any energy given to the system manifests in the form of collective excitation of a large number of particles. In higher dimensions, the excitations of a many-particle system resemble single-particle excitations of some non-interacting system. Traditional approaches like the perturbation theory for weak interaction and the Fermi liquid theory [23] for strongly interacting fermions have been very successful in describing the behavior of electron systems in two and three dimensions. However, the physics of particles in one-dimension even with arbitrarily weak interactions is qualitatively
different from their higher dimensional counterparts [24, 11]. This is because interactions play a key role in one-dimensional systems. As a result, even a weak interaction between particles can dramatically change the physics of a one-dimensional system. The excitations of a one-dimensional system are more complicated than non-interacting quasiparticles and need a different theoretical approach towards understanding their properties. Therefore, a novel approach that is non-perturbative in nature was needed.

1.4 Models for one-dimensional interacting systems

1.4.1 Bethe Ansatz (1931)

One of the first approaches was used by Hans Bethe to study the Heisenberg model [11], a one-dimensional lattice of quantum spins. In 1930s, Hans Bethe gave an elegant solution [25], that starts from a microscopic description of the spin chain and yields very accurate energy spectra for the ground and excited states. This method came to be known as the Bethe-ansatz and has since been developed as a powerful tool with a wider applicability for lattice and continuum systems, especially in the case of gapped spectrum. Unfortunately, the wavefunctions calculated using Bethe-ansatz tend to have a complicated form and using them to derive the operators and correlation functions is a formidable task.

1.4.2 Tomonaga (1950) and Luttinger (1963)

A non-perturbative method for one-dimensional fermions was first used by Tomonaga [26] in his model of electrons with linearized dispersion (1950). Luttinger, who was unaware of the existence of Tomonaga’s model proposed a slightly different model [27] in 1956.

Tomonaga’s Model

In 1950, Tomonaga came up with a profound method that seemed to tackle one-dimensional fermions. He used Bloch’s method of sound waves [28, 29] for a many fermion problem in one-dimension. Bloch’s assertion as quoted from Tomonaga’s abstract [26] is as follows:
The fact implied by Bloch several years ago that in some approximate sense the behavior of an assembly of Fermi particles can be described by a quantized field of sound waves in the Fermi gas, where the sound field obeys Bose statistics… –Tomonaga, 1950.

It was this insight that inspired Tomonaga to study this assertion in mathematical detail in the case of an assembly of Fermi particles. This equivalence eventually culminated in the form of modern Bosonization [30] method that forms the bedrock of strongly interacting one-dimensional systems and strongly correlated quantum systems.

Tomonaga considered the high-density limit of interacting fermions in one dimension. In this regime, the Fourier transform of the two-body interaction potential is non-zero only for small wave numbers, i.e., $|k| \leq k_c$, where the cut-off threshold, $k_c$, is much smaller than the Fermi momentum, i.e.,

$$k_c \ll k_F.$$  

This implies that the ground state of the system contains a small number of particle excitations far above the Fermi surface and a small number of holes deep inside the Fermi sea:

$$|k| - k_F \ll k_c.$$
Since the relevant physics involves only the electrons near the two Fermi points (Fermi surface in one dimension), the electron dispersion can be linearized (1.5) near the Fermi level $k = \pm k_F$:

$$\varepsilon = \varepsilon_F \pm v_F (k \mp k_F).$$

The next crucial step was to define the density operator and the realization that it can be split into right-moving and left-moving components. The derivation presented in [26] leads to a quadratic form Hamiltonian in creation/annihilation operators and a linear excitation dispersion.

However, Tomonaga’s model falls short in the presence of interaction between the bosonic excitations of the model. Such interactions, as we will see, lead to divergent relaxation rates and thus cannot explain thermalization of the electron system.

**Luttinger Model**

After Tomonaga, Luttinger independently developed his own model for a one-dimensional electron gas in which he treated spinless and massless (in relativistic sense where $c \leftrightarrow v_F$) fermions. The basic difference between this model and Tomonaga’s model was that now the linear branches of the spectrum were extended to negative infinite energies as well, Figure 1.5. In addition to that, he also included the interaction between the fermions that were moving in the same direction and neglected the interaction between left and right moving fermions. According to his treatment, even the smallest amount of interaction destroys the discontinuity of the Fermi surface in one dimension [27].

$$\langle n_{k,+} \rangle - \frac{1}{2} \sim \frac{k-k_F}{k_c} |\alpha_L \cdot \text{sign}(k_F-k)|,$$

where $\alpha_L$, called the anomalous dimension, depends on the interaction strength.
1.4.3 Mattis and Lieb (1965)

Luttinger's model was later found to have mathematical inconsistencies [31] and the first mathematically complete solution was constructed in 1965 by Mattis & Lieb [32].

1.4.4 Haldane (1980s)

The Tomonaga-Luttinger model was later exactly solved and generalized as the universality class of one-dimensional interacting particles now known as “Luttinger liquids” [33, 34, 35]. The 1970s and 1980s experienced rapid progress in the development of theoretical tools in this field. It was around this time that technological progress in fabrication of isolated one-dimensional nanostructures and emergence of new materials opened doors for experimental investigation.
1.5 Role of interaction: Electron liquids and Wigner crystals

In a one-dimensional quantum wire, electrons repel each other via Coulomb forces. The strength of the interaction can be characterized by typical kinetic energy of an electron which is of the order of the Fermi energy,

\[ E_F \sim \hbar^2 n^2 / m. \]

The typical interaction energy is of the order of \( e^2 n / \kappa_D \), where \( n \) is electron density, \( m \) is the electron mass, \( \kappa_D \) is the dielectric constant of the material.

The properties of a many-electron system depend on these two scales of energies. When the density of particles is high, the kinetic energy dominates the total energy of the system. In such a situation the system is said to be in weakly interacting regime. A high kinetic energy means that the particles are travelling very fast and almost do not see the minima of interaction energy. The behavior of such a system is like a gas or a liquid of particles.

On the other extreme, is the case of a low electron density, i.e.,

\[ \rho a_B \ll 1, \] (1.6)

where, \( a_B = \hbar^2 \kappa / me^2 \) is the Bohr radius. Since the total energy is dominated by electron-electron interaction, to zeroth approximation, the system settles in the lowest interaction energy configuration. The electrons thus settle into the minima of interaction energy. The system is then said to be in the strongly interacting regime. The minimal energy configuration of this system is a crystalline state of equidistant electrons, called a Wigner crystal (see Figure 1.9) [36, 37].

Although the short-range order for a Wigner crystal is quite robust, for a classical model the long-range order disappears at any finite temperature due to thermal agitation. Moreover, in a quantum Wigner crystal, the quantum zero-point motion destroys the long-range
order even at absolute zero [38]. However, the average distance between any two neighbors stays close to

\[ \rho \sim \frac{1}{\rho_0}, \]

where \( \rho_0 \) is the particle density.

### 1.6 Physical realization of one-dimensional Wigner crystal

*Ultracold Dipolar Gases in Trapped Atomic Lattices*

Both fermionic and bosonic one-dimensional Wigner crystals can be realized by confining ultra-cold dipolar quantum gases [39] in one-dimensional traps [40]. One-dimensional traps are essentially two-dimensional optical lattices constructed by superposition of two sets of counter propagating laser beams. If the confining potentials are deep enough and at ultra-cold temperatures, neutral atoms (bosonic or fermionic) [41, 42] are tightly confined along a narrow tube and are effectively free to move along the longitudinal direction [43, 44]. Review of many-body ultracold gases can be found at [40].

We will focus on the conductance of a one-dimensional Wigner crystal and the corrections to the conductance due to interactions present in the system.
Figure 1.7: (a) Scanning electron microscope image of a suspended carbon nanotube, (b) Schematic of the experiment in [51]

1.6.1 Suspended carbon nanotubes

The one-dimensional Wigner crystal is expected to show magnetic and spin properties that are absent in the usual Luttinger liquid picture outside the Wigner crystal regime. Signature of Luttinger liquids for arbitrarily weak interactions have been observed experimentally in metallic and semiconductor based experiments [45, 46, 47, 48, 49, 50].

Carbon nanotubes are relatively clean high-mobility systems that can serve as a testing bed for the theory and has a promise for new technologies. The signature of a one-dimensional Wigner crystal formed by the hole gas in semi-conducting carbon nanotubes have been observed by Deshpande and Bockrath [51] using low temperature single electron transport spectroscopy in 2008. This was possible due to fabrication procedure by [52] where the disorder is controlled by growing carbon nanotubes while being suspended over the substrate and metallic contacts, see Figure 1.7.

1.7 Wigner crystal in one-dimension

A year after Deshpande et al., Hew et al. observed the initial stages of formation one-dimensional Wigner crystal in quantum wires formed by confining a two-dimensional depleted electron gas in a GaAs/AlGaAs semiconducting heterostructure [53].
In an experimental setup for measurements done on Wigner crystals, the presence of metallic gates surrounding the electron gas leads to an effective screening due to the image charges in the metallic gates. The screened Coulomb interaction takes the form:

\[ V(x) = \frac{e^2}{\kappa} \left( \frac{1}{|x|} - \frac{1}{\sqrt{x^2 + (2d)^2}} \right), \]  

(1.7)

where \( d \) is the distance of the quantum wire from the metallic gates. This means that for long distances the screening leads to a faster decay of interaction potential by a factor of \( 2d^2/x^2 \ll 1 \). This implies that as \( \rho_0 \to 0 \), the order will be washed out by quantum fluctuations. We don’t have to worry about \( \rho_0 \) being so small because a comparison of the Fermi energy with the screened Coulomb interaction gives a Wigner crystal regime in the region:

\[ a_Bd^{-2} \ll \rho_0 \ll a_B^{-1} \ln(d/a_B), \]  

(1.8)

where, the gate distance stays much larger than the Bohr radius

\[ d \gg a_B. \]

A typical experiment involving GaAs devices have \( a_B \sim 10nm \) and gate distance \( d \gg \)
Figure 1.9: Dependence of the ratio of the kinetic and potential energies on the density $\rho_0$ for a screened Coulomb interaction. In a typical quantum wire system, the Bohr radius $a_B$ is much smaller than the distance $d$ to the capacitively coupled gate electrode. In the Wigner crystal regime $E_{\text{kin}}/E_{\text{int}} \ll 1$.

100nm, thus ensuring spatial order. Only an extremely low density of the order of $10^{-3}\text{nm}^{-1}$ will compromise the spatial order of the electrons. It can be seen that the ratio $E_{\text{kin}}/E_{\text{int}}$ is a non-monotonic function of the density $\rho_0$ as shown in Figure 1.9. The minimum of this plot occurs at $E_{\text{kin}}/E_{\text{int}} \sim a_B/d \ll 1$. The velocity $v$ characterizing the low energy excitations (sound velocity) can be obtained using the thermodynamic relation:

$$v^2 = (\rho_0/m) \frac{d^2}{d\rho_0^2}(\rho_0 E_{GS}), \quad (1.9)$$

For the Wigner crystal where energy $E_{GS} \approx E_{int} \sim e^2\rho_0/\kappa_D$, the screening can be neglected for the limit where $\rho_0d \gg 1$. This gives the sound velocity to be:

$$v \sim (e^2\rho_0/\kappa_Dm)^{-1/2}, \quad (1.10)$$

where $\kappa_D$ is the dielectric constant. These excitations are waves of density. In the case of crystals, such waves are called phonons. We will use the term bosons, density waves
or phonons to mean excitations of a Wigner crystal. The classical equations also predict the same sound velocity for low energy excitations. However, this does not mean that low-energy excitations of a Wigner crystal are classical in nature. The semi-classical description breaks down at low energies as shown in [54, 55, 56, 57, 58, 59, 60, 61]. Semi-classical treatment of a Wigner crystal can be used when the classical oscillations of the electrons about their mean position is larger than the amplitude, $\delta x$, of their quantum zero-point motion. For our one-dimensional case this amplitude, $\delta x \sim \rho_0^{-1}(E_{\text{kin}}/E_{\text{int}})^{-1/4}$, is small compared to the lattice spacing, $\delta x \ll 1/\rho_0$. This condition ensures not just that the ground state will have a robust short-range order. There is, therefore, a classical-to-quantum crossover region as the energy is lowered [61, 60].

The thermal and electrical properties of macroscopic systems are statistical manifestations of the equilibrium and transport of their constituent particles and their interaction with each other. A key factor that governs the physics of a system is its dimensionality, which usually emerges due to constraints on the physical dimensions. Even at the macroscopic scale, quantum mechanics determines properties of bulk matter, e.g., thermal and electrical conductivity, specific heat, refractive index, thermal expansion, etc. The role of quantum mechanics becomes more important when the characteristic length of a system is comparable to the de Broglie wavelength of its constituents. A one-dimensional quantum wire is one such system in which electrons are confined in the transverse directions but are free to move in the longitudinal one. Another example of a confined system is a quantum dot which is confined along all three spatial directions.

While the properties of many-body quantum systems are affected by the interaction between particles in higher dimensions, interactions play a special role in the properties of one-dimensional systems. These properties are direct consequences of the effect of interactions on correlations functions which are power-law functions. In mesoscopic devices and applied systems of quasi one-dimensional fermions, the interaction can be approximated as short-ranged owing to screening of the interaction due to neighboring linear chains.
Detailed studies of such systems have been conducted on a continuum “g-ology” model by [62, 63] and one-dimensional Hubbard Model [62, 64, 65].

However, isolated systems exhibit long-range Coulomb interaction of the form

\[ V(r) \sim \frac{1}{r} \]

due to the absence of neighboring chains. Signatures of isolated one-dimensional quantum wire phonons were first observed through resonant inelastic light-scattering experiments done on GaAs/AlGaAs heterostructures [66]. The phonon modes observed showed a linear dispersion relation owing to very weak coupling between quantum wires. Later, Schulz used the method of bosonization [62, 63] to show that long-range Coulomb interaction, even with a weak interaction strength, results in quasi long-range order [38]. Thus, one-dimensional fermions with long-range interaction resemble a Wigner crystal more than a continuum electron liquid.

### 1.7.1 Experimental evidence of interaction and non-integrability

Advancements in fabrication technology has led to availability of high mobility tunable constrictions that can be used to study very sensitive thermal measurements in two-dimensional electron gas (2DEG). These experiments have demonstrated the effects of interactions in one-dimensional quantum systems. Thermal transport experiments [67, 68] on isolated single channel quantum wires have shown a violation of Wiedemann-Franz law. In these studies, a reduced thermal conductance in contrast to the value predicted by Wiedemann-Franz law was measured at the plateau of electrical conductance. In other experiments, measurements on low-density quantum wires [69, 70] and quantum Hall-edge state systems [71] have shown an enhanced thermopower. An evidence of broken integrability was observed in experiments using momentum-resolved tunneling spectroscopy in the form of very clear thermalization in one-dimensional quantum wire [72, 73, 74]. These ob-
Figure 1.10: Comparison between excitations of a one-dimensional system (right) and a higher dimensional system (right)

Observations are inconsistent with the conventional Luttinger liquid theory and clearly point towards the existence of interactions in one-dimensional quantum systems.

1.8 Applications and technology

In experiments conducted on carbon nanotubes [51], the exchange coupling for a rarefied Wigner crystal state (separation $\sim 100\text{nm}$) can be tuned individually using local gates. The spin lifetimes for carbon are much longer than traditional semiconductors which makes it a potential candidate for realization of a spin-based quantum bit (qubit).
CHAPTER 2
MODELS OF INTERACTING QUANTUM PARTICLES: A BRIEF OVERVIEW

Thermodynamic and transport properties of two-dimensional and three-dimensional systems of electrons have been studied under varying degrees of approximation [75, 76] from non-interacting to strongly interacting electrons. Landau Fermi liquid theory [23] and its subsequent development was a breakthrough in studying interacting electrons in two and three dimensions [77]. Landau’s Fermi liquid theory is out of the scope of this work. However, a brief summary of Landau’s quasiparticles and an understanding of its failure in one-dimension is instructive in motivating the study of one-dimensional systems.

2.1 Physics of interacting quantum particles

Fermions are particles that obey Pauli exclusion principle which means that no two fermions can occupy the same single particle quantum state. At absolute zero, a non-interacting one-dimensional Fermi gas, has its energy states completely occupied up to a maximum energy level called the Fermi energy level. There is a sharp separation between these states and the unoccupied states above the Fermi level. As the temperature is raised, a small number of particles transition from states below the Fermi level to the higher unoccupied states leaving a hole behind. These particle-hole excitations live in a small neighborhood near the Fermi level. This state can serve as the zeroth order approximation to interacting electron system. In the case of non-interacting electrons, there is essentially no difference between the physics of one, two and three dimensions [78].

However, introduction of a weak interaction between Fermions excites a relatively large number of particles and holes but these are still confined in a narrow region near the Fermi points. At this point, the quantum state of the system is made up of the sum of amplitudes of the zeroth order state and the excited states. Increasingly stronger interaction excites
larger number of particles to very high energies far from the Fermi surface. This adds a very large amplitude of high energy particle-hole excitations to the zeroth order state. It follows that perturbation theory in strong interaction cannot be employed as the states of a real system are too different from the zeroth order state. Therefore, there was a need to develop new non-perturbative methods.

2.2 Interacting particles in higher dimensions:

An interacting many-body system can be adequately described by its ground state and the excitations of the system. The concept of quasiparticles forms the very core of our understanding of interacting quantum particles. The idea was first brought forward by Landau in the context of interacting fermion gas (fermion liquid) where quasiparticles make up for a simpler and more effective description of thermodynamic and transport properties. We first give a brief summary of Landau’s quasiparticles and then associate that idea with excitations in one dimension.

A many particle quantum system is convenient to treat in the language of second quantization. The Hamiltonian of a many-particle system in the absence of an external potential can be written as:

$$\hat{H} = \sum_{ij} a_i^\dagger \hat{T}_{ij} a_j + \frac{1}{2} \sum_{ijkl} a_i^\dagger a_j^\dagger \hat{V}_{ijkl} a_k a_l,$$

(2.1)

with the statistics of the particles represented as commutation/anti-commutation relations $[a_i, a_j] = \delta_{i,j}$ for bosons and $\{a_i, a_j\} = \delta_{i,j}$ for fermions. For non-interacting particles, the inter-particle interaction $V(r_1, r_2)$ is zero and the Hamiltonian becomes:

$$\hat{H} = \sum_{ij} a_i^\dagger \hat{T}_{ij} a_j.$$

The system of non-interacting particles can be constructed by solution of a single free
particle. The time independent Schrödinger equation for a free particle is:

$$-\frac{\hbar^2}{2m} \frac{\partial \psi(\mathbf{r})}{\partial \mathbf{r}} = E \psi(\mathbf{r}).$$

(2.2)

This can be solved using a periodic boundary condition $\psi(\mathbf{r} + \mathbf{L}) = \psi(\mathbf{r})$ on a three-dimensional box with a volume $V = L_x L_y L_z$, where $\mathbf{L} = (L_x, L_y, L_z)$ which gives us the following eigenstates and eigenvalues:

$$\psi_k(\mathbf{r}) = \frac{e^{i \mathbf{k} \cdot \mathbf{r}}}{\sqrt{L_x L_y L_z}} = \frac{e^{i \mathbf{k} \cdot \mathbf{r}}}{\sqrt{V}}, \quad E_k = \frac{\hbar^2 k^2}{2m}. \quad (2.3)$$

Here, $k^2$ is written in terms of the cartesian components of $\mathbf{k}$, $k_j = \frac{2\pi n_j}{L_j}$ for $j \in \{x, y, z\}$.

For a system with a large number of electrons, Pauli’s exclusion principle forbids any two electrons to be in the same state. Thus, at 0 K, electrons occupy all the lowest available energy states starting from $k = 0$. The energy of the highest occupied state is called the Fermi energy or Fermi level. The occupation number, $n(k)$, of state with momentum $\hbar \mathbf{k} = \theta(k - k_F)$ suffers a discontinuity of unit amplitude at the Fermi surface. A system of volume $V$ with $N$ electrons and a density $\rho = N/V$ has a Fermi energy of

$$E_F = \frac{\hbar^2}{2m} \left( \frac{3\pi^2 N}{V} \right)^{2/3} = \frac{\hbar^2}{2m} (3\pi^2 \rho)^{2/3}. \quad$$

In contrast with the previous section’s fictitious electrons without spin or interaction (free), real electrons have $1/2$-spin and interact with each other via the long-range Coulomb interaction. Several modifications and increasingly accurate approximations to the free electron Hamiltonian have been devised to realistically model interacting electrons.

When the interactions are weak as compared to the kinetic energy of particles, for example in case of high-density electron gas, perturbation theory has been successfully employed. The independent electron picture acknowledges the presence of other electrons
Figure 2.1: Fermi-Dirac probability distribution for a single fermion. The unit discontinuity at $T = 0K$ gets smeared out over an energy range $\sim k_B T$ at any non-zero temperature.

Figure 2.2: Visual illustration of a quasiparticle [79]

in the system and models that as screening of interaction potential. One would expect that in case of strong interactions, the free electron or independent electron picture will break down and the properties of the system will be drastically different than that of a non-interacting system.

2.2.1 Adiabatic continuity in higher dimensions

However, it was observed that even a strongly interacting fermi-gas (‘Fermi-liquid’) gave unexpectedly good results if treated as a gas of non-interacting particles. While Landau agreed that single particle wavefunctions in such a system will be very different from the free model, he argued that the agreement of such an interacting model with the non-
interacting model pointed towards existence of ‘something’ free/independent in the interacting system. He postulated that when the interactions are turned-on slowly the non-interacting fermionic single particle states transform smoothly into states of the interacting system. Thus, the states of the interacting system have a one-to-one correspondence with the single particle states in a non-interacting system. He named these ‘quasiparticles’, which can be physically understood as the particle along with a region of its influence (electron density cloud) on its neighborhood. For example, in electrodynamics, the electron dresses itself in a cloud of photons. In many-body systems, the bare particles surround themselves with particle-hole excitations of the ground state.

**What does the interaction change?**

The non-interacting Fermi gas at zero temperature has a unit discontinuity in the occupation number at the Fermi momentum. Further, the spectral function $A(\omega,k)$ for a fermi gas is a delta function with zero width. The width of a peak in $A(\omega,k)$ is proportional to $1/\tau$, where $\tau$ is the typical lifetime of the excitation. A zero width of the peak implies that the excitations have infinite lifetimes, Figure 2.3. One would naively expect that as the interaction is turned on, some fermions will be pushed out of the Fermi sphere and lead to a smooth diffused boundary at $k = k_F$. On the contrary, the distribution maintains a sharp boundary at $k = k_F$ with a discontinuity of size $Z_k$, Figure 2.3. This discontinuity only gets smoothened at non-zero temperatures.

Figure 2.2 shows an imaginative illustration sketched by Mattuck in his book “A Guide to Feynman Diagrams in the Many-Body Problem” [79]. The image shows a horse running through a dusty terrain with a cloud of dust travelling with it. Any given dust particle does not travel with the horse for too long but there is always a cloud made out new particles leaving behind old ones. If the real horse is like a bare particle, for example the electron, gas atoms etc., the dust cloud that has a sustained presence, is a direct consequence of interaction of the horse with its environment. Such a quasi-horse serves as a very good
Figure 2.3: (a) Probability distribution of free fermions (Fermi-Dirac distribution) and (b) for a Fermi liquid with $Z_k$ discontinuity. Spectral function of (c) fermi gas vs (d) Fermi liquid.
analogy for the quasiparticle that is formed due to the influence of a bare particle on its environment. The quasi-particle contains the particle interaction effects within itself. The model thus emerges as a non-interacting or weakly interacting model of quasi-particles which can be studied using conventional methods including perturbation theory.

2.2.2 Properties of quasiparticles

Landau quasiparticles share the same charge and spin as those of ‘bare particles’ but have a different mass than the bare particles called the effective mass. Further, since they are dressed by density-fluctuations which are bosonic, the quasiparticles have the same spin-statistics as that of bare particles. As discussed before, the quasiparticles are either free or interact very weakly with each other. The weak interaction causes decay and scattering of quasiparticles. The amplitude of scattering can be calculated using Fermi Golden rule, but Landau used a more general phase-space argument for a simpler and intuitive description. A quasiparticle with momentum $k_1$ in the vicinity of the Fermi surface can scatter off another quasiparticle with momentum $k_2$. Energy and momentum conservation restrict the momentum $k_2$ of the other quasiparticle to lie in a phase space volume $\sim (\varepsilon - \varepsilon_F)^2$. The average lifetime, $\tau$, of a quasiparticle excitation goes as:

$$\tau \sim (\varepsilon - \varepsilon_F)^{-2},$$

Therefore, the volume of phase space available to a quasiparticle for a scattering process vanishes at the Fermi surface. Such states have infinite lifetimes. However, away from the Fermi surface, the quasiparticles decay and thus are not exact eigenstates. They are long-lived but not stationary as the quasiparticles can scatter in and out of the states present in a thin band near the Fermi surface.
2.3 Excitations of one-dimensional electrons

Unlike the Fermi liquid in higher dimensions, a one-dimensional electron system does not have stable quasi-particles when interactions are turned on. An elementary excitation forms when an electron is removed from below the Fermi level and placed at an energy level higher than the Fermi level. This creates a hole in the Fermi sea and a particle above it, hence the name particle-hole excitation. Considering such a particle with \( k < k_F \) promoted to \( k' = k + q > k_F \) leads to an excitation with well-defined momentum \( k' - k = q \).

Typically, the energy of such an excitation will depend on both \( \vec{k} \) and \( \vec{q} \). In higher dimensions, \( k \) and \( q \) can always be selected anywhere on the Fermi surface, (Figure 2.4), which is a circle and a sphere in one and two spatial dimensions respectively. This leads to a continuous range for allowed momenta, \( q \in [0, 2k_F] \), for collective excitations near the Fermi surface. However, in one dimension the Fermi surface is reduced to two points, \( k = \pm k_F \), which means that particle-hole excitations exist only for \( q \) values close to 0 or \( 2k_F \).

By expanding the quadratic dispersion for electrons (\( \xi(k) = k^2/(2m) \)) near the Fermi points, the excitation energy spectrum can be calculated from \( E_k(q) = \xi(k) - \xi(k-q) \). For a fixed excitation momentum \( q \), there exists a continuum of states (see Figure 2.5) lying between
Figure 2.5: Excitation spectrum for a generic one-dimensional Fermi system (left) and corresponding excitation spectrum for the Tomonaga-Luttinger model for $m \to \infty$ (right). Low energy excitations become sharply defined under the TL approximation.

the maximum and minimum of $E_k(q)$ as:

$$v_F q - \frac{q^2}{2m} < E(q) < v_F q + \frac{q^2}{2m}$$  \hspace{1cm} (2.5)

$$\delta E(q) = \max\{E_k(q)\} - \min\{E_k(q)\} = \frac{q^2}{m},$$  \hspace{1cm} (2.6)

where we have substituted $k/m$ by $v_F = k_F/m$ for small $q$. Here $1/m$ is like the interaction constant in Fermi liquid theory. Excitations for the Tomonaga-Luttinger model are obtained as we linearize the free electron dispersion with respect to the two Fermi points and let the mass $m \to \infty$ while keeping $v_F$ constant. As a result, $\delta E(q)$ goes to zero and the excitation energy becomes independent of free particle momentum $k$.

$$E(q) = v_F q \quad \text{low energy TL excitations.}$$  \hspace{1cm} (2.7)

2.4 Bosonic excitations: Road to the solution

The energy of an excitation in one dimension near the Fermi points depends only on its momentum $q$ and that both energy and momentum are well-defined. Furthermore, $\delta E(q)$ in one dimension decays faster than $E(q)$ similar to the quasiparticles in higher dimensional Fermi liquids. It follows that low energy excitations in the Luttinger model behave like
particles with well-defined energy and momentum. In second quantization, such a particle-hole excitation is obtained by the action of the density operator $\rho^\dagger(q)$:

$$\rho^\dagger(q) = \sum_k c^\dagger_{k+q} c_k$$ (2.8)

on the ground state. Such a product of fermion operators behaves like a boson operator and it is this insight that leads the way towards the solution of one-dimensional quantum many-body systems.

2.5 Solution of the Tomonaga-Luttinger (TL) model: Brief review

The excitations of the Tomonaga-Luttinger model are waves of density of charge, mass or spin and generally move with different/equal speeds. These excitations are essentially bosonic in nature and have a linear dispersion $\omega_q = v_F |q|$. Here $q$ is the wave number for excitations (momentum transfer) and $v_F$ is the constant velocity at which all excitations propagate. The strictly linear fermion dispersion is justified if we stay in the regime of low energy excitations which correspond to redistribution of electrons (constituent particles) that lie close to the Fermi surface. As a result of the linear dispersion relation the resulting bosons are free and do not interact.

2.5.1 The Hamiltonian

Both the Tomonaga model and the Luttinger model are based on linearization of the electron dispersion near Fermi points. However, the prescription for the large momentum cut-off $k_c$ is different in the two models. Tomonaga model used a finite cut-off on either side of the Fermi points that limited the k-space available for the momentum. While this prescription considers the natural bandwidth of a real system, it is only soluble asymptotically. Luttinger’s model on the other hand includes an infinite dispersion, $-\infty < k < \infty$, with the
unphysical negative energy states completely filled.

\[ H = H_0 + H_2 + H_4 \]  
(2.9)

\[ H_0 = \sum_{k, r = R, L} v_F (\varepsilon_r k - k_F) : c_{r,k}^+ c_{r,k} : \]  
(2.10)

\[ H_2 = \frac{1}{L} \sum_{p, s, s'} \left[ g_2 (p) \delta_{s,s'} + g_2 (p) \delta_{s,-s'} \right] : \rho_{+,s}(p) \rho_{-,s'}(-p) : ; \]  
(2.11)

\[ H_4 = \frac{1}{2L} \sum_{r, p, s, s'} \left[ g_4 (p) \delta_{s,s'} + g_4 (p) \delta_{s,-s'} \right] : \rho_{r,s}(p) \rho_{r,s'}(-p) : ; \]  
(2.12)

\[ (2.13) \]

where \( \varepsilon_r, +1 \) for right moving electrons and \(-1 \) for left moving electrons, characterizes the two infinite branches of the spectrum. To avoid the infinities due to an infinite number of filled states, a normal ordering convention is used which essentially represents fluctuations over the ground state, for example,

\[ \rho_{r,s} = \sum_k : c_{r,k+p,s}^+ c_{r,k,s} : = \sum_k \left( c_{r,k+p,s}^+ c_{r,k,s} - \delta_{q,0} \langle c_{r,k+p,s}^+ c_{r,k,s} \rangle_0 \right) . \]  
(2.14)

The coupling constants \( g_2 \) and \( g_4 \) represent the forward scattering. An exact solution of the Luttinger model is possible only if the dispersion is strictly linear and the backscattering process \( g_1 \) is neglected.

### 2.5.2 Bosonization

For simplicity, let us demonstrate bosonization on the Tomonaga-Luttinger (TL) model which has linear excitation spectrum in momentum \( q \). In this model, the dispersion relation is broken into two separate branches which are straight lines over the interval \((-\infty, \infty)\) to achieve true independence of the excitation energy \( E(q) \) on the momentum \( q \). Although, the Tomonaga-Luttinger model is qualitatively different from the original model, Figure 1.5, their low energy physics is similar. The excitation spectrum for this model is shown in
Figure 2.5.

The non-interacting part of the Hamiltonian of the Tomonaga-Luttinger model in terms of fermion creation and annihilation operators can be written as:

\[ H_0 = \sum_{k,r=R,L} v_F (\epsilon_r k - k_F) c_{r,k}^\dagger c_{r,k}. \] (2.15)

Let us forget about the normal ordering for the time being. For right moving excitations, the energy simplifies to \( E_{R,k}(q) = v_F (k+q) - v_F k = v_F q \). A natural basis for this problem is the density fluctuation basis 2.17 (see details in [11]). The interaction term in the Hamiltonian is quadratic in density operators and thus quartic in fermion creation/annihilation operators:

\[ H_{\text{int}} = \frac{1}{2 \Omega} \sum_q V(q) \rho(q) \rho(-q) \] (2.16)

In the density fluctuation basis the Hamiltonian takes a quadratic form and diagonalization becomes a trivial task. The details of derivation of the bosonized form can be found in [11]. We will only state the final form of the Hamiltonian and the commutation relations here:

\[ [\rho_r^\dagger(p), \rho_{r'}^\dagger(p')] = -\delta_{r,r'} \delta_{p,p'} \frac{rpL}{2\pi} \] (2.17)

Thus we see that the commutation relation of density operator is similar to that of bosonic operators. This allows us to write the boson creation and annihilation operators as linear combinations of density operators as:

\[ b_p^\dagger = \sqrt{\frac{2\pi}{L|p|}} \sum_r Y(rp) \rho_r^\dagger(p) \] (2.18)

\[ b_p = \sqrt{\frac{2\pi}{L|p|}} \sum_r Y(rp) \rho_r(-p), \] (2.19)

where \( Y(x) \) is the step function. The commutator of the boson operator \( b_{p_0} \) for any momentum \( p_0 > 0 \) with the Hamiltonian (2.15) can be found out using the definition of boson
operators above:

\[ [b_{p_0}, H] = v_F p_0 b_{p_0}. \]  

(2.20)

The Hamiltonian that satisfies the relation (2.20) can also be written as:

\[ H \approx \sum_{p \neq 0} v_F |p| b_p^+ b_p. \]  

(2.21)

This is a great simplification as the kinetic energy can be expressed as a quadratic form of bosonic operators. Even in the presence of interaction, the bosonization procedure makes the interaction part of the hamiltonian quadratic in boson operators.

Therefore, bosonization essentially reformulates the Hamiltonian and the second quantized operators into a new Hamiltonian,

\[ H = \frac{1}{2\pi} \int dx [u \kappa (\pi \Pi(x))^2 + \frac{u}{\kappa} (\nabla \phi(x))^2]. \]  

(2.22)

The net effect of interactions and the essential low energy physics of the system are contained within two parameters \( \kappa \) and \( u \),

\[ u \kappa = v_F \left( 1 + \frac{g_4}{2\pi v_F} - \frac{g_2}{2\pi v_F} \right) \]  

(2.23)

\[ u / \kappa = v_F \left( 1 + \frac{g_4}{2\pi v_F} + \frac{g_2}{2\pi v_F} \right) \]  

(2.24)

Digression: The continuum field representation

The most recognizable representation of the Luttinger liquid Hamiltonian is when it’s represented in terms of continuum quantum fields. It is convenient to introduce two fields at this point:

\[ \phi(x), \theta(x) = \pm (N_R \pm N_L) \frac{\pi x}{L} \pm \frac{i \pi}{L} \sum_{p \neq 0} \frac{1}{p} e^{-|\alpha p|/2 - ipx} (\rho_R^+(p) \pm \rho_L^+(p)) \]  

(2.25)
This is the main advantage of bosonization. Mathematically rigorous treatment can be found in the Appendix of [11]. The final form of the Hamiltonian in the continuum limit \((L \to \infty)\) is represented as:

\[
H = \frac{1}{2\pi} \int dx v_F [(\pi \Pi(x))^2 + (\nabla \phi(x))^2] \quad \text{Tomonaga-Luttinger model,} \quad (2.26)
\]

where

\[
\Pi(x) = \nabla \theta(x) = \pi [\rho_R(x) - \rho_L(x)]
\]

is the current operator in one dimension and

\[
\nabla \phi(x) = -\pi [\rho_R(x) + \rho_L(x)].
\]

### 2.6 Generalization of one-dimensional interacting particles: The Luttinger liquid conjecture

The successful exact solution of the Tomonaga-Luttinger model is attributed to the linearity of the free electron dispersion. We also saw that density interactions written in bosonized form do not remove the bilinearity of the Hamiltonian. The next obvious question is:

*Which properties of the Tomonaga-Luttinger model survive when the free electron dispersion is no longer linear?*

This question was answered by F.D.M. Haldane in the early 1980s, when he conjectured that the low energy physics of any *gapless* one-dimensional quantum many-particle system, (non-linear electronic dispersion) is robust against renormalization of the parameters \((\kappa_v, \nu_v)\), where \(v \in \rho, \sigma\) close to the Fermi surface. Further away from the Fermi points, the non-linearity (curvature) of the dispersion gives rise to finite lifetime effects and a resid-
ual boson-boson interaction which was earlier absent in the strictly linear dispersion. These effects fade away as we move closer to the Fermi surface. Haldane supported his conjecture by a series of case studies on solvable one-dimensional problems in his publications [34, 33]. These scattering processes are discussed in a later section where we discuss the Wigner crystal (4.5.1).

2.7 Inadequacy of the Tomonaga-Luttinger model and Luttinger liquid theory

The Luttinger model in its original form, although exactly solvable, cannot account for some of the richest effects observed in real one-dimensional systems [54]. Some of the inadequacies of the Tomonaga-Luttinger model are:

1. As we have discussed, the dispersion relation for the original particles in the Tomonaga-Luttinger model is strictly linear:

\[ \epsilon_p = \pm v_F p, \]

and is composed of two separate branches of right-movers and left-movers. Further, the absence of backscattering \((q \sim 2k_F)\) in the Tomonaga-Luttinger model conserves the number of right-movers and left-movers separately. In real systems, however, all particles belong to the same spectrum and can scatter from right(left)-moving states into left(right)-moving ones due to interaction induced scattering.

2. Due to the same reason, the absence of backscattering precludes all the effects that are caused by changing number of right and left movers, e.g., true thermal conductance, electric conductance, etc.

3. The solution consists of non-interacting bosonic excitations which prevents thermalization of the liquid.

4. Particle-hole symmetry which is also an artefact of linearized spectrum of parti-
cles, \((m \to \infty)\), results in a system that is devoid of interesting transport phenomena. Coulomb drag is a direct consequence of particle-hole asymmetry where a direct current flowing through one wire induces a potential difference across another wire placed close to it.
CHAPTER 3
BEYOND LUTTINGER LIQUID: CURVED DISPERSION

In this chapter, we will show that a linear dispersion relation, found in a Luttinger liquid and the harmonic Wigner crystal, leads to the failure of perturbation theory even in the presence of arbitrarily weak interaction. We will then introduce a non-linearity in the dispersion relation and demonstrate that this approach gets rid of the pathological divergences that prevent the calculation of transport coefficients.

We are breaking away from the historical terminology in this chapter in favor of clarity, as some of the jargon describing Luttinger liquids has evolved to mean different things based on when a study was conducted since Haldane’s breakthrough papers [33]. Haldane coined the term ‘Luttinger liquid’ as a generalization of the Tomonaga-Luttinger model, to include any gapless one-dimensional quantum system and its behavior at low energy. However, including the effects of interaction between bosonic excitations of these systems is difficult and a lot of initial research in 80s and 90s was based on non-interacting approximation. We will call this ‘standard Luttinger liquid approximation’ as opposed to the beyond Luttinger liquid paradigm where the effects like interaction and curved dispersion are included.

3.1 Failure of perturbation theory: Decay of linear bosons

We have established that general Luttinger liquid of gapless one-dimensional systems can be very simply represented as:

\[ H = \sum k \omega_k a_k^\dagger a_k \]  
\[ \omega_k = v|k|. \]  

(3.1)

(3.2)
The solution has bosonic excitations in the form of density waves travelling at speed \( v \). Equation (3.1), with linear dispersion, is the fixed-point Hamiltonian for any one-dimensional massless system even with a curved bare-fermion dispersion. Although, the Luttinger liquid description (3.1) can be used to exactly calculate the properties like correlation functions and phase diagrams for any generic one-dimensional system, it fails to describe non-equilibrium properties like \textit{lifetime of excitations} and \textit{thermalization} of boson distribution function.

The existence of an exact solution to the Luttinger liquid Hamiltonian suggests that it can serve as the starting point of a perturbative solution to a real \textit{one-dimensional Fermi liquid}. It seems that thermalization and decay of excitation can be achieved by augmenting the Luttinger liquid Hamiltonian with some \textit{irrelevant in renormalization group} sense perturbations [34]. Thus, an infinitesimal non-linearity \((1/m \neq 0)\) in dispersion can serve as a weak perturbation. This gives rise to a three-boson interaction with a coupling constant proportional to \( 1/m \). However, a naive approach falls into grave difficulties as is evident from the divergent rate of decay of one phonon decaying into two [80]:

\[
\tau^{-1}_q \propto \int dq_1 dq_2 \ldots \delta(q - q'_1 - q'_2) \delta(\omega_q - \omega_{q'_1} - \omega_{q'_2}).
\]  

(3.3)

The scattering rate (3.3) derived using Fermi golden rule represents decay of one phonon with wave number \( q \) into two phonons with wave numbers \( q'_1 \) and \( q'_2 \). The two Dirac delta functions ensure energy and momentum conservation before and after the event. For Luttinger liquid excitations with linear dispersion, \( \omega(q) = s|q| \), when \( q, q'_1 \) and \( q'_2 \) are all moving in the same direction, the energy conserving delta function takes the form \( v^{-1} \delta(q - q'_1 - q'_2) \). Thus, the linearity of the spectrum leads to divergent and unphysical decay rates on the mass shell \((1/m \to 0)\). This is an unphysical result and points towards failure in the perturbative treatment.
3.2 Fermionic description: Dynamic structure factor

We will first see the dynamic structure factor of Tomonaga-Luttinger model and how it reflects properties of TL excitations. Then we will start with a simple free fermion dynamic structure factor with natural quadratic dispersion and thereafter add interactions.

The failure of perturbation theory on standard Luttinger liquid in capturing the decay of its Bosonic excitations is a well-known problem [34]. Perturbation theory in this case needs a more careful summation method to get rid of the divergences. However, a more natural way to probe the excitations of a system is to study its dynamical response to external fields. Dynamic response functions can be used to investigate the effects of interaction and non-linearity of dispersion (of constituent particles) on the properties of a many-body quantum systems. The spectral function $A(k, \varepsilon)$ and the Dynamic Structure Factor, $S(q, \omega)$, are such functions and quantify the linear response of particle density of the many-body system to an external field and characterize the excitations of the system.

The dynamic structure factor is defined as the fourier transform of the density-density correlation for the bare particles (fermions here):

$$S(q, \omega) = \int_{-\infty}^{\infty} dt \int_{-\infty}^{\infty} dx e^{i(\omega t - qx)} \langle \rho(x, t) \rho(0, 0) \rangle,$$

where, $\rho(x, t)$ is the density operator and $\langle \cdots \rangle$ is the ensemble average. The dynamic structure factor probes the fermionic correlations and thus bypasses the problematic divergences in the bosonic description of the Luttinger liquid [21, 16]. At zero temperature, $S(q, \omega)$ is a measure of the absorption coefficient of external field by the excitations of the quantum liquid, i.e., imaginary part of the susceptibility. We shall focus only on its behavior close to the excitation spectrum of the one-dimensional fermions.
3.2.1 Linear spinless fermions (Tomonaga-Luttinger model)

The Tomonaga-Luttinger model is the bosonized representation of strictly linear fermion dispersion. Since the relevant physics at low temperatures happens close to the Fermi surface, the quadratic dispersion of free fermions, \( E(k) = k^2/2m \), can be expanded near the Fermi points as:

\[
E(k)_{R/L,k} = \pm v_F (k \pm k_F) + k^2/2m
\]

\[
\xi_{R/L,k} = \pm v_F k + k^2/2m \approx \pm v_F k
\]

The dynamic structure factor for such fermions is a Dirac delta function (3.2.1) at all temperatures even in the presence of interactions:

\[
S_{TL}(q, \omega) \propto q \delta(\omega - vq) \quad \text{Tomonaga-Luttinger.}
\]

The zero thickness of its peak implies that density waves travelling at a speed \( v \) are the true eigenstates of this system with infinite lifetimes. Any non-linearity in the dispersion leads to a broadening of the dynamic structure factor even at absolute zero. This leads to rich phenomena even in one-dimensional fermionic systems, for e.g, Coulomb drag is observed experimentally [81, 82, 83] and can be accounted for, theoretically, by considering
a finite width of the structure factor for small wave numbers [21].

3.2.2 Free spinless fermions

Let us now consider non-interacting fermions with the quadratic dispersion,

$$\xi(k) = \frac{k^2 - k_F^2}{2m}.$$  

Since there is no interaction to induce creation of particle-hole pairs, each particle-hole pair is generated by absorption of an external single photon of momentum ($h\bar{q}$) and energy ($h\omega$). The energy of such a particle-hole pair lies in the range:

$$h\omega_- < E(q) < h\omega_+, \quad \omega_\pm = u\bar{q} \pm \frac{q^2}{2m} \quad (3.8)$$

defined in equation (3.10). For a given wave number $q$, there is a continuous band of possible energies of particle-hole pairs as illustrated in Figure 3.2. The upper edge $\omega_+$ of this band corresponds to particle at Fermi point jumping to a higher energy state and leaving a hole behind. Similarly, a particle from deep inside the Fermi sea can jump to an empty state just above the Fermi energy. This corresponds to the lower edge of the energy band $\omega_-$ and leaves behind a hole deep in the Fermi sea. The corresponding dynamic structure factor has a “rectangular peak” of width $\delta\omega = \omega_+ - \omega_-$ as shown in Figure 3.2. Outside this range of energies, the dynamic structure factor vanishes. The corresponding dynamic structure factor for $0 < q < 2k_F$ is straightforward to calculate and comes out to be:

$$S_0(q, \omega) = \frac{m}{q} \theta\left(\frac{q^2}{2m} - |\omega - v_F q|\right), \quad (3.9)$$

which can serve as a reference for one-dimensional fermions. $S_0(q, \omega)$ for free fermions is
constant $m/q$ between $\omega_- (q)$ and $\omega_+ (q)$ where,

$$\omega_{\pm} = uq \pm q^2 / 2m,$$

(3.10)

branches of excitations and zero elsewhere. We can now turn-on a weak interaction and look at the dynamic structure factor of the new weakly interacting system.

### 3.2.3 Weakly interacting fermions

Even a small perturbation in interaction modifies the dynamic structure factor of non-interacting fermions in a non-trivial way. The sharp step-like discontinuity of the non-interacting dynamic structure factor at $\omega = \omega_-$ develops a power-law singularity:

$$\frac{S(q, \omega)}{S_0(q)} = \left( \frac{\delta \omega}{\omega - \omega_-} \right)^\mu, \quad 0 < \omega - \omega_- \ll \delta \omega,$$

(3.11)

where, $\delta \omega = \omega_+ - \omega_-$. However, the dynamic structure factor is still zero for all $\omega < \omega_-$. On the right of the peak, the amplitude of the structure factor exhibits decaying leaks into higher energies, $\omega > \omega_+$, as depicted in red color in Figure 3.2.
Non-linearity resolves divergences due to interaction

The bosonic excitations of a Luttinger liquid are exact eigenstates. Further, the concave curvature of the boson excitation dispersion relation does not allow for any decay caused by inter-electron interactions. As a result, these excitations have infinite lifetimes at zero temperature [55, 84]. An alternative approach to resolve this problem is based on the observation that a non-linear dispersion relation can get rid of the divergences in the scattering rates [55]. Consider a weak non-linearity of the form:

$$\omega_q = s|q|(1 - \xi q^2). \quad (3.12)$$

The non-linear part in equation (3.12), $\xi q^2$, is justified only in the limit of strong repulsion when the Luttinger parameter $\kappa = \pi \hbar \rho^2/mv$ is small. Now, if we consider the momentum deep within the classical regime ($p \gg p^*$) [55], we find that each extra phonon in a scattering event contributes a factor of $\sqrt{K}$ to the scattering amplitude. The dominant contribution will, therefore, come from scattering processes involving as few phonons as possible. For a weak non-linearity, i.e., $\xi q^2 \ll 1$, the decay of a single phonon into two violates energy and momentum conservation. The next best real process is the scattering of two phonons in the initial state into two phonons in the final state. Figure 3.4 shows such a scattering
Figure 3.4: (a) Linear dispersion of an ideal Luttinger liquid. The decay of a phonon (filled circle) with wave number $q$ into two phonons (hollow circles) with wavenumber $q'_1$ and $q'_2$ is allowed under energy and momentum conservation but diverges. (b) A non-linearity in the dispersion (3.12) allows a minimum of two phonons each in both initial and final state of a scattering event.

The non-linearity in the dispersion along with energy and momentum conservation dictates that three out of four phonons (two before and two after scattering) should belong to the same branch of the spectrum while the fourth one belongs to the other branch [55]. This can be seen in Figure 3.4b where $q_2$ belongs to the negative $q$-branch and the remaining three phonons $q_1, q'_1$ and $q'_2$ lie on the positive $q$-branch. The scale of $q_2$ as compared with other three phonons has the relationship [55]:

$$q_2 \approx -\frac{3}{2} \xi q_1 q'_1 q'_2$$  (3.13)

Equation (3.13) implies that $q_2$ is of the order of cube root of $q_1, q'_1$ or $q'_2$. This is the dominant scattering process and a parametrically small fraction of the energy of the right moving phonons is thus transferred to the left moving branch (negative $q$-branch) resulting in thermalization of energy in the system.
4.1 Wigner crystal

As discussed in section 1.7, a one-dimensional system of interacting particles condenses as a crystal in the limit of strong interaction. For Coulomb interaction, such a configuration is called a Wigner crystal. This happens when the density of electrons follows the following condition 1.8:

\[ a_B d^{-2} \ll \rho_0 \ll a_B^{-1} \ln(d/a_B). \]  

(4.1)

Consider \( N \) identical spinless particles labeled by the dummy index \( l \in [1,N] \) in one-dimension as shown in Figure 4.1. The Hamiltonian of such a system has the form

\[ H = \sum_l \frac{p_l^2}{2m} + \frac{1}{2} \sum_{l \neq l'} V(x_l - x_{l'}), \]  

(4.2)

where \( p_l \) is the linear momentum and \( x_l \) is the position of \( l^{th} \) particle. The particles interact via the interaction potential \( V(x) \) while the factor of \( 1/2 \) takes care of the double counting of pairs of particles. When the particle density is sufficiently low, i.e.,

\[ \left. \frac{d^2V}{dx^2} \right|_{1/\rho} \gg \frac{\hbar^2}{\rho^3m}, \]  

(4.3)

the system is in the strongly interacting regime and the particles arrange themselves at a constant distance from each other forming a one-dimensional lattice. In the case when the particles are electrons, such a lattice is called a Wigner crystal [19].

For a classical crystal any finite temperature will cause the particles to oscillate about their mean position. For electrons, the quantum zero-point motion will have the same
effect even at absolute temperature. These vibrations wash out the long-range order [19, 38]. The mean distance between two electrons, however, remains close to $a = 1/\rho$. Since the amplitude of vibration of a particle is small as compared to the lattice spacing, we can expand the potential $V(x_l - x_{l'})$ in terms of deviation $u_l = x_l - l/\rho$ of any particle, from its lattice site as:

$$V(x_l - x_{l'}) = V(al - al' + u_l - u_{l'})$$

$$= V(al - al') + (u_l - u_{l'})V'(al - al') + \frac{1}{2!}(u_l - u_{l'})^2V''(al - al') + \ldots$$

The second term in the above Taylor expansion vanishes because the first derivative of potential is zero at the lattice sites. The first term is a constant energy contribution and can be removed from the Hamiltonian (4.2),

$$H = \sum_{l,l'} \frac{p_l^2}{2m} + \frac{1}{4}(u_l - u_{l'})^2V''(al - al') + \ldots$$

(4.4)

The Hamiltonian for the Wigner crystal (4.2) thus takes the following form:

$$H = H_0 + H_3 + H_4 + H_5 \ldots,$$

(4.5)

where the $H_0$ is the zeroth order harmonic Hamiltonian:

$$H_0 = \sum_{l,l'} \frac{p_l^2}{2m} + \frac{1}{4}(u_l - u_{l'})^2V''(al - al')$$

(4.6)
The cubic and quartic anharmonic perturbations are

\[ H_3 = \sum_{l,l'} \frac{1}{12} (u_l - u_{l'})^3 V^{(3)}(al - al') \]
\[ H_4 = \sum_{l,l'} \frac{1}{48} (u_l - u_{l'})^4 V^{(4)}(al - al'). \]  
(4.7)

These perturbations give rise to coupling between the non-interacting phonons that form the solution of the zeroth order Hamiltonian \( H_0 \). In the next section we will consider only the \( H_0 \) part of the Hamiltonian. This is called the Harmonic approximation.

4.1.1 The Harmonic approximation: Phonons

At low energies the amplitude of oscillation of the particles is very small as compared to the lattice spacing \( 1/\rho \).

\[ |u_l - u_{l'}| \ll 1/\rho \]

and the displacement \( u_l - u_{l'} \) from a lattice position indexed by \( l' \) can be expanded in terms of \( l - l' \). Since the higher order perturbations have increasing powers of displacement, we can ignore the higher orders \( H_3 \) and \( H_4 \) factors and keep only the leading term in the series,

\[ H_0 = \sum_l \frac{p_l^2}{2m} + \frac{1}{2} \sum_{l,l'} V_{l-l'}^{(2)} (u_l - u_{l'})^2. \]  
(4.8)

Here, we defined the notation

\[ V_{l}^{(m)} = \frac{d^m V(x)}{dx^m} \bigg|_{x = l/\rho} \]  
(4.9)

We will now see that \( H_0 \), the harmonic term, gives rise to non-interacting phonons. We can write the dynamical variables \( u_l \) and \( p_l \) in terms of second-quantized operators

\[ u_l = \sum_q \sqrt{\frac{\hbar}{2mN\omega_q}} (b_q + b_q^\dagger) e^{iql} \]  
(4.10)
\[ p_l = -i \sum_q \sqrt{\frac{\hbar m\omega_q}{2N}} (b_q - b_q^\dagger) e^{iql}. \]  
(4.11)
The creation operators $b_q^\dagger$ create a phonon state of momentum $hq$ and the annihilation operators $b_q$ destroy a phonon with momentum $hq$. These phonon operators satisfy the commutation relation

$$[b_q, b_{q'}^\dagger] = \delta_{q,q'}.$$  

(4.12)

Since this is the commutation relation satisfied by bosonic operators, it follows that irrespective of whether the particles themselves are bosons or fermions, the excitations of the Wigner crystal (phonons) are always bosonic. The second-quantized Hamiltonian of the harmonic Wigner crystal is thus a quadratic form operator

$$H_0 = \sum_q \hbar \omega_q (b_{q}^\dagger b_q + 1/2)$$  

(4.13)

with quantized phonon frequencies

$$\omega_q = \frac{2}{m} \sum_{l=1}^{\infty} V_l^{(2)} [1 - \cos(ql)].$$  

(4.14)

The most defining characteristic of these phonons is that they are normal modes and do not couple with each other. The phonons of a harmonic Wigner crystal thus form a gas of non-interacting phonons that travel through the system at finite velocities and do not scatter off each other.

### 4.2 Wigner crystal as Luttinger liquid

Conventional Luttinger liquid theory is the description of a one-dimensional quantum many-body system with gapless bosonic excitations while the excitations of the one-dimensional Wigner crystal are also gapless phonons which are bosonic in nature. This qualitative agreement between the two models begs the question as to how much a Wigner crystal resembles a Luttinger liquid.

It is evident from the non-linear dispersion relation of phonons that they are not truly
identical to the bosonic excitations of a Luttinger liquid. However, if the interaction potential $V(x)$ between the bare particles falls off faster than $1/|x|$ at large $x$ and we restrict the model to low-energy long-wavelength phonons, the dispersion relation becomes linear,

$$\omega_q = v|q|. \quad (4.15)$$

For the purpose of calculational simplicity, we will substitute the group velocity $v$ with the dimensionless velocity $s$ such that:

$$s = v \rho. \quad (4.16)$$

These phonons travel at a speed

$$v = \frac{1}{\rho} \sqrt{\frac{V_{22}}{m}}, \quad (4.17)$$

where our notation $V_{mn}$ is defined as

$$V_{mn} = \sum_{l=1}^{\infty} V_{l}^{(m)} p^n. \quad (4.18)$$

These excitations and their dispersion relation are identical to the bosonic excitations of a Luttinger liquid which also has linear dispersion. Furthermore, the charge-density correlation calculated using the bosonization method is exactly the same as that of a Wigner crystal [38]. The Wigner crystal under the aforementioned approximations, thus, maps onto the Luttinger liquid with extremely small but positive Luttinger parameter [19],

$$\kappa = \frac{\pi \hbar \rho^2}{m s} \ll 1. \quad (4.19)$$

### 4.3 Ballistic thermal conductance: Harmonic Wigner crystal

A typical setup to measure thermal conductance of a Wigner crystal wire consists of two large thermal reservoirs at equilibrium connected via the wire. Figure 4.2 shows the setup where the temperature of the left reservoir is $T^+$ and that of the right reservoir is $(T^-)$. The
direction of the net thermal current is from left to right, as is expected from the second law of thermodynamics.

In this section, we will calculate the thermal conductance of the bulk of Wigner crystal quantum wire and disregard the behavior of the leads that connect the wire to the reservoirs. This calculation shows the quantized behavior of thermal conductance. The simplifying assumptions are:

1. **Ideal reservoirs**: the thermal reservoirs are ideal boson reservoirs and their distribution function does not change when they lose heat. In other words, they always remain at the same temperature that they started with and bosonic states inside them always satisfy Bose-Einstein distribution. The thermal conductance just shows energy transmission of non-interacting boson gas.

2. **Reflectionless interfaces**: the interface between the wire and a reservoir is reflectionless, i.e., all phonons that reach the other end of the wire are absorbed into the reservoir without any reflection.

3. **Uniform Wigner crystal**: the lattice spacing is constant for the whole length of the wire. This implies that the Luttinger liquid parameter is independent of position.

The thermal energy of a harmonic Wigner crystal is dominated by the kinetic energy of the excitations of the lattice. A purely harmonic crystal, as discussed in previous chapter, has sound-like excitations with a linear dispersion. In fact, a harmonic one-dimensional Wigner crystal maps onto the ideal Luttinger liquid with free bosonic excitations having
Figure 4.3: A right moving phonon scatters off another right moving phonon. This event leads to a transfer of a small amount of energy to the left moving branch.

A linear dispersion. We will refer to these excitations as bosons or phonons interchangeably. As discussed before, excitations of a harmonic crystal form a non-interacting gas of phonons. These phonons travel from their reservoir of origin across the Wigner crystal wire without scattering off of other phonons. For a clean and isolated Wigner crystal there is no scattering by any impurity or external potential. Thus, this is a case of ballistic transport from one reservoir to the other through the wire. It follows that all the right moving phonons with momentum \( q > 0 \) have emanated from the left reservoir \( (T^+) \) and all the left moving phonons with \( q < 0 \) have emanated from the right reservoir \( (T^-) \). We can conclude that the distribution function \( (N^+_q) \) of right moving phonons is exactly the same as the equilibrium distribution inside the left reservoir and vice versa. The distribution function inside the wire can be written as:

\[
N_q = N^+_q + N^-_q. \tag{4.20}
\]

where, \( N^\pm_q \) is the Bose Einstein distribution function for the phonons originating in left \( (T^+) \) and right \( (T^-) \) reservoirs defined as:

\[
N^\pm_q = \frac{\theta(\pm q)}{e^{\hbar \omega_q/T^\pm} - 1}. \tag{4.21}
\]

The energy current density propagating from left to right \( j^0_+ \) and from right to left \( j^0_- \) can
be calculated by summing over individual contribution from each phonon:

\[ j_\pm^0 = \frac{1}{L} \sum_q \hbar \omega_q \frac{\partial \omega_q}{\partial q} N_q^\pm \]  \hspace{1cm} (4.22)

where \( \hbar \omega_q \) is the energy associated with a phonon of momentum \( q \), \( \partial \omega_q / \partial q \) is the group velocity of a phonon of angular frequency \( \omega_q \) and \( N_q^\pm \) is the probability of occupancy of the state with momentum \( \pm q \).

**Low temperature approximation**

At low temperatures, phonons with energy \( \hbar \omega(q) \approx vq \gg k_B T^\pm \) have a negligible contribution to the equation (4.22). However, for very long wavelengths, i.e., \( q \to 0 \) this contribution is still appreciable. Therefore, at low temperatures, equation (4.24) can be approximated as dispersion of phonons upto linear order in \( q \) (at low temperature):

\[ \omega(q) = v|q|. \]
**Lattice to continuum**

For a periodic boundary condition, the discrete summation can be converted to an integral under the continuum limit. The phonon wave number, in this limit, is no longer discrete but can take any real positive value:

\[
\frac{1}{L} \sum_{k} \to \frac{1}{2\pi} \int dk.
\]  

(4.23)

Under these approximations, the thermal current density \( j_\pm^0 \) takes the form of the integral:

\[
j_\pm^0 = \frac{1}{2\pi} \int_0^\infty \hbar \omega q \frac{\partial \omega_q}{\partial q} \left( \frac{1}{e^{\hbar \omega_q/T} - 1} \right) dq
\]

(4.24)

\[
j_\pm^0 = \pm \frac{\hbar v^2}{2\pi} \int_0^\infty q \frac{e^{\hbar vq/T} - 1}{e^{\hbar vq/T} - 1} dq.
\]

(4.25)

Thus, the right propagating and left propagating energy density for spinless bosons comes out to be:

\[
j_\pm^0 = \pm \frac{\pi T^2}{12\hbar}.
\]

(4.26)

We can calculate the conductance of this setup as the linear response to a small temperature difference \( \delta T \) between the two reservoirs. The net current due to this small temperature difference, i.e., \( T^+ - T^- = \delta T \), can then be calculated using Taylor series expansion of equation (4.3) to linear order in \( \delta T \), i.e.,

\[
j_E = j_+^0 + j_-^0 = \frac{\pi}{6\hbar} T \delta T
\]

The thermal conductance of a ballistic Wigner crystal wire is:

\[
K_0 = \frac{\pi T}{6\hbar}.
\]

(4.27)
4.4 Anharmonic perturbations: Interaction between phonons

It is well established [76, 75] that while some properties of crystals are explained in the harmonic limit, it is necessary to consider the anharmonic couplings to model other properties of real crystals. Phenomena such as thermal expansion, thermal conductance, equilibration, etc. need some kind of energy relaxation which can only be provided by scattering and decay of phonons. This requirement makes anharmonic effects indispensable for extending the simple and integrable Luttinger liquid theory to interacting bosonic excitations. Such an extension will help us investigate the violation of the Wiedmann-Franz law.

The leading anharmonic perturbations are the cubic and the quartic terms as defined in equation 4.5 and 4.7. The perturbed Hamiltonian will have the form

\[ H \approx H_0 + H_3 + H_4, \]

(4.28)

where the anharmonic terms can be expressed in terms of the creation and annihilation operators given in equation 4.10.

\[ H_3 = \frac{-i}{3\sqrt{N}} \left( \frac{\hbar}{2m} \right)^{3/2} \sum_{q_1,q_2} \frac{f_3(q_1,q_2)}{\omega_{q_1} \omega_{q_2} \omega_{q_1+q_2}} (b_{q_1} + b_{-q_1}^\dagger)(b_{q_2} + b_{-q_2}^\dagger) \]

\[ \times (b_{-q_1-q_2} + b_{q_1+q_2}^\dagger) \]

(4.29)

\[ H_4 = \frac{\hbar^2}{48m^2N} \sum_{q_1,q_2,q_3} \frac{f_4(q_1,q_2,q_3)}{\omega_{q_1} \omega_{q_2} \omega_{q_3} \omega_{q_1+q_2+q_3}} (b_{q_1} + b_{-q_1}^\dagger)(b_{q_2} + b_{-q_2}^\dagger)(b_{q_3} + b_{-q_3}^\dagger) \]

\[ \times (b_{-q_1-q_2-q_3} + b_{q_1+q_2+q_3}^\dagger). \]

(4.30)
The functions $f_3$ and $f_4$ are defined as:

$$f_3(q_1, q_2) = \sum_{l=1}^{\infty} V_l^{(3)} \left( \sin((q_1 + q_2)l) - \sin(q_1 l) - \sin(q_2 l) \right)$$  \hspace{1cm} (4.31)$$

$$f_4(q_1, q_2, q_3) = \sum_{l=1}^{\infty} V_l^{(4)} \left( 1 - \cos(q_1 l) - \cos(q_2 l) - \cos(q_3 l) - \cos((q_1 + q_2 + q_3)l) \right)$$

$$+ \cos(\{q_1 + q_2\}l) + \cos(\{q_2 + q_3\}l) + \cos(\{q_3 + q_1\}l).$$  \hspace{1cm} (4.32)$$

### 4.5 Scattering processes in Wigner crystal

The higher order contributions, e.g. the cubic, quartic and so on, can be ignored for a zeroth order calculation. However, violation of the Wiedemann-Franz law calls for the need of improving the approximation beyond the harmonic term. The contribution of higher order terms to the conductance correction gives rise to interaction between the phonons. The mechanism for these corrections in transport properties, e.g., conductance, involve scattering processes between interacting phonons. Thus, calculating these corrections boils downs to identifying the dominant scattering processes and calculating their respective contributions.

#### 4.5.1 The Umklapp process

One-dimensional Wigner crystal exhibits a rich set of scattering phenomena that show wide variations in the relaxation rates. The slowest of the scattering processes is the umklapp scattering which is essentially a scattering that transfers momentum between the phonons and the center-of-mass of the lattice. In an umklapp process the final momentum of the phonon lies outside the first Brillouin zone which maps back into the first Brillouin zone and, thus, the phonon can end up moving in the opposite direction. The change in crystal momentum in an umklapp process has to be close to the reciprocal lattice vector. This means that the energy of the phonon has to be comparable to $\hbar k_D$. The statistical distribution of bosons that dictates the mean number of such high energy phonons at low
temperatures,
\[ n(k) \approx e^{-\Theta_D/T}, \]
decays exponentially as \( T \to 0 \). Thus, the relaxation time for the umklapp process is large and is a typically slow process compared to other thermalization processes. However, this slowest scattering process makes the leading contribution to the correction to its electrical conductance. This correction is worked out to be [84]:

\[ \delta G/G_0 \propto \rho_0 L e^{-\hbar \omega_D/T}, \]  
\[ (4.33) \]

where \( G_0 = e^2/h \) is the conductance quantum, \( L \) is the length of the wire and \( \omega_D \sim v \rho_0 \) is the Debye frequency.

4.5.2 Non-Umklapp processes

Although the leading correction to \( G \) comes from the umklapp scattering, the corrections in thermal conductance \( K \) is dominated by scattering processes with small momentum transfer. The leading order to these corrections scales as fifth power, \( T^5 \), of the temperature. However, these thermalization processes do not affect the charge transfer and, therefore, are irrelevant in calculation of electrical conductance \( G \).

4.6 Model of our setup: inhomogeneous Luttinger liquid

We consider a Luttinger liquid connected to two reservoirs. The electron density \( \rho(x) \) varies along the length as a function of position. If the spatial variation of \( \rho(x) \) occurs at a length scale much larger than the fermi wavelength \( \lambda_F \), the electrons do not suffer backscattering. As a result, the electrical dc conductance is not affected by the inhomogeneity. However, at low temperature, the phonons of the system have wavelengths much longer than the spatial scale of inhomogeneity in the electron density. These inhomogeneities can be treated as a “scattering potential” for the phonons that suffer reflection and transmission
through this potential. If the scattering potential is sharp on the length scale of boundary of the inhomogeneity, the reflection and transmission coefficients show frequency dependent oscillations. The thermal conductance is thus strongly affected by the inhomogeneous electron density. The Hamiltonian in the harmonic approximation of this electron fluid is given by $H = \int dx \mathcal{H}(x)$ [15], where the Hamiltonian density $\mathcal{H}$ is:

$$\mathcal{H} = \frac{p^2}{2m\rho(x)} + \frac{1}{2} \left[ V_0 + \frac{\pi^2}{m} \rho(x) \right] \left( \partial_x \rho u \right)^2$$  \hspace{1cm} (4.34)

For a constant density Wigner crystal, the low energy Hamiltonian [85] can be expressed as:

$$\mathcal{H} = \frac{p^2}{2m\rho} + \frac{1}{2} m\rho s^2 (\partial_x u(x))^2,$$  \hspace{1cm} (4.35)

where, $s$ is the speed of phonons in the Wigner crystal for given parameters. For the special case of no interaction the phonon speed is same as the Fermi velocity.

4.6.1 Eigenfunctions and eigenvalues

The Hamiltonian (4.34) can be diagonalized by appropriate substitution of dynamical variables. The eigenstates and eigenvalues for periodic boundary conditions over a length $L$, for piecewise-constant electron density are:

$$\Phi_\mu = e^{ik_\mu x} , \quad \Omega_\mu = sk_\mu$$  \hspace{1cm} (4.36)

The complete wavefunction can, therefore, obtained by matching the wavefunctions for the three regions in the Wigner crystal at the sharp boundaries. The wavefunction $\psi_L/\psi_R$ for the phonons originating from left/right reservoir is calculated to be:
\[ \psi_L(x, k) = \begin{cases} \frac{1}{\sqrt{L}}(e^{ikx} + r_L(q, k)e^{-ikx}) & x < 0 \\ \frac{1}{\sqrt{L}}((c_L(q, k)e^{iqx} + d_L(q, k)e^{-iqx}) & 0 < x < L_0 \\ \frac{1}{\sqrt{L}}t_L(q, k)e^{ikx} & x > L_0 \end{cases} \]

\[ \psi_R(x, k) = \begin{cases} \frac{1}{\sqrt{L}}t_R(q, k)e^{-ikx} & x < 0 \\ \frac{1}{\sqrt{L}}(c_R(q, k)e^{-iqx} + d_R(q, k)e^{iqx}) & 0 < x < L_0 \\ \frac{1}{\sqrt{L}}(e^{-ikx} + r_R(q, k)e^{ikx}) & x > L_0 \end{cases} \]

The wavefunctions \( \psi_L(x, k) \) and \( \psi_R(x, k) \) are orthogonal to each other and themselves,

\[ \int \psi_{L/R}(x, k) \psi_{L/R}(x, k')dx = 0. \]

The coefficients \( c(q, k) \) and \( d(q, k) \) can be solved for by enforcing the continuity and smoothness of wavefunction:

\[ c_L(q, k) = -\frac{2k(k + q)}{-(k + q)^2 + (k - q)^2e^{2iL_0q}} \]  \hspace{1cm} (4.37)

\[ d_L(q, k) = \frac{2k(k - q)e^{2iL_0q}}{-(k + q)^2 + (k - q)^2e^{2iL_0q}} \]  \hspace{1cm} (4.38)

\[ c_R(q, k) = -\frac{2k(k + q)}{-(k + q)^2 + (k - q)^2e^{-2iL_0q}} \]  \hspace{1cm} (4.39)

\[ d_R(q, k) = \frac{2k(k - q)e^{2iL_0q}}{-(k + q)^2 + (k - q)^2e^{-2iL_0q}} \]  \hspace{1cm} (4.40)

**Relation between \( q \) and \( k \)**

We calculated the eigenfunctions, equation 4.6.1, for the whole system of length \( L \). We can see that for the same energy \( \Omega \), the wavenumbers in the middle region \( (q) \) and the ends \( (k) \) are different. However, the relationship between \( q \) and \( k \) is simple enough and can be found
by taking the ratio,

\[
\frac{v}{v_F} \frac{q}{k} = 1
\]

\[
v_F/v = q/k = \kappa
\]  \hspace{1cm} (4.41)

If we let \( q/k = \kappa \), write down equations in terms of \( q \) and \( \kappa \) because we have to treat scattering inside the interacting region of the Luttinger liquid \( \kappa \ll 1 \). We find that the squares of these coefficients are equal for both right moving and left moving phonons, i.e., \( |c_L|^2 = |c_R|^2 = |c|^2 \) and \( |d_L|^2 = |d_R|^2 = |d|^2 \). We will see that we will only need the square of coefficients in our calculations:

\[
|c(q, \kappa)|^2 = \frac{2(1 + \kappa)^2}{1 + \kappa^2 (6 + \kappa^2) - (\kappa^2 - 1)^2 \cos(2qL_0)} \]  \hspace{1cm} (4.42)

\[
|d(q, \kappa)|^2 = \frac{2(-1 + \kappa)^2}{1 + \kappa^2 (6 + \kappa^2) - (\kappa^2 - 1)^2 \cos(2qL_0)} \]  \hspace{1cm} (4.43)

### 4.7 Correction to thermal conductance

#### 4.7.1 Collision integral

The excitations of a harmonic Wigner crystal do not interact with each other and, therefore, have infinite lifetime. Such a gas of phonons never undergoes thermalization. Extending our model to beyond harmonic approximation introduces interaction between phonons. If the interaction potential is weak enough, we can treat the interaction as a perturbation and calculate amplitudes for the phonon-phonon scattering processes. These collisions lead to evolution of the distribution function \( N_q \). Correction to the thermal conductance of the Wigner crystal can be calculated by keeping track of collisions and the resulting change in
Figure 4.5: (Top) Wigner crystal in a two-dimensional electron gas (2DEG) device forms when the gate voltage is sufficiently high to squeeze the electron channel into a narrow low-density stream. The transition to a Wigner crystal is smooth. (Bottom) Our approximation with a uniform density and a sharp discontinuity between leads and the Wigner crystal. All leads are adiabatically connected to reservoirs ensuring no reflection.

Figure 4.6: (a) A linear dispersion leads to divergences in perturbation theory in interaction for a three phonon process. It also forbids decay of one phonon into two phonons due to violation of energy and momentum conservations. (b) Curvature in the dispersion relation conserves net momentum and energy for a $2 - 2$ processes and resolves the mentioned divergence.
flow of thermal current $j$. The total current change by an amount $\delta j$ due to backscattering:

$$
    j_E = j_0^+ + j_0^- + \delta j_E, \quad \delta j_E = \frac{d}{dt} E^+_0,
$$

(4.44)

where, $E^+_0 = \sum_{q>0} \hbar \omega_q N_q$ is the total energy of right moving phonons.

$$
\delta j_E = \frac{d}{dt} E^+_0 = \sum_{q>0} \hbar \omega_q \frac{\partial N_q}{\partial t}
$$

(4.45)

Using Boltzmann’s transport equation for homogenous system and no external field:

$$
\frac{\partial N_q}{\partial t} = \mathcal{I}[N_q],
$$

(4.46)

where, $\mathcal{I}[N_q]$ is the collision integral which depends on the scattering cross-section and probability of occupation of initial and final states. The collision integral has contributions from the right moving and the left moving phonons:

$$
\mathcal{I}[N_q] = \mathcal{I}_{\text{out}}[N_q] + \mathcal{I}_{\text{in}}[N_q].
$$

(4.47)

Here, $\mathcal{I}_{\text{out}}[N_q]$ and $\mathcal{I}_{\text{in}}[N_q]$ are the contributions for scattering out of state $q$ and scattering into state $q$ respectively and can be written as:

$$
\mathcal{I}_{\text{out}}[N_q] = -\sum_{p} \sum_{q_1>q_2} W_{q,p;q_1,q_2} N_q N_p (1+N_{q_1})(1+N_{q_2})
$$

(4.48)

$$
\mathcal{I}_{\text{in}}[N_q] = +\sum_{p} \sum_{q_1>q_2} W_{q,p;q_1,q_2} (1+N_{q})(1+N_{p}) N_{q_1} N_{q_2}.
$$

(4.49)

The scattering rate $W_{q,p;q_1,q_2}$ is given by [86] :

$$
W_{q,p;q_1,q_2} = \frac{2\pi}{\hbar^2} |f_{q,p;q_1,q_2}|^2 \delta_{q+p,q_1+q_2}
$$

$$
\times \delta(\omega_q + \omega_p - \omega_{q_1} - \omega_{q_2})
$$

(4.50)

(4.51)
is a function of scattering probability and the Dirac and Kronecker delta functions enforce momentum and energy conservation. Equation 4.46 takes the form:

\[
\delta j_E = \sum_{q > 0} \hbar \alpha_q \sum_{p, q_1, q_2} W_{q, p, q_1, q_2} A_{q, p, q_1, q_2}
\]  

(4.52)

### 4.8 Approximations and calculation of A and W

Correction to the thermal conductance of the Wigner crystal depends on the higher than harmonic terms of the Hamiltonian and the curvature in the dispersion of the phonons. The dispersion relation for a sufficiently smooth interaction potential is concave.

For a scattering process involving \( n \) phonons, each phonon with wave number \( q \) contributes a factor of \((\hbar/\omega_q)^{1/2}|q| \propto (\hbar|q|)^{1/2}\) to the scattering amplitude. Therefore, scattering events with a smaller number of phonons will have a higher probability of occurrence. The amplitude for scattering between 3 particles with linear to the dispersion relation diverges. Furthermore, the 3-particle scattering amplitude vanishes as it fails to conserve the total energy and the momentum for a non-linear dispersion. However, allowing the dispersion relation a weak curvature and including a 4\( ^{th} \) phonon with parametrically small momentum as compared to other three phonons results in a non-divergent amplitude while conserving the energy and momentum. The dispersion relation for phonons up to the cubic term is given by:

\[
\omega = |q|s(1 - \xi q^2)
\]  

(4.53)

#### 4.8.1 Parametrically small momentum transfer

The scattering amplitude can be calculated by using quantum many-body formalism. The non-linearity in the dispersion along with energy and momentum conservation dictates that three out of four phonons (two before and two after scattering) should belong to the same branch of the spectrum while the fourth one belongs to the other branch [55]. This is a characteristic of spectrum non-linearity. Figure 4.6 shows an example of such a process.
Figure 4.7: Three possible cases of scattering pairs that conserve momentum and energy. These scattering processes contribute to $\delta j_E$

where $p$ belongs to the negative $k$-branch and the remaining three phonons $q, q_1$ and $q_2$ lie on the positive $k$-branch. The $p$ required to fulfill energy conservation for the scattering process has the form [55]:

$$p \approx -\frac{3}{2} \xi q q_1 q_2, \quad |p| \ll |q|, |q_1|, |q_2|$$  (4.54)

4.8.2 Bose Factors $A_{q,p;q_1,q_2}$: Linear response in $\delta T$

The Bose factor is defined as:

$$A_{q,p;q_1,q_2} = N_q N_p (1 + N_{q_1})(1 + N_{q_2}) - (1 + N_q)(1 + N_p)N_{q_1}N_{q_2}, \quad (4.55)$$

where, $N(k)$ is the distribution function of the phonon liquid. For a sufficiently short wire, the change in distribution function with distance from the leads can be neglected and $N(k)$ can be approximated as:

$$N_k \approx N_k^+ + N_k^-.$$  (4.56)

$N_k^+$ is the Bose distribution function for the phonons originating in left(+, $L$) and right(−, $R$) reservoirs defined as:

$$N_k^\pm = \frac{\theta(\pm k)}{e^{\hbar \omega_k/T^\pm} - 1}. \quad (4.57)$$
Table 4.1: Bose factors for all possible combinations (left column) of reservoirs (Right/Left) of origin of phonons. The phonons have been labeled by their wave numbers $q, p, q_1, q_2$.

<table>
<thead>
<tr>
<th>$q$</th>
<th>$p$</th>
<th>$q_1$</th>
<th>$q_2$</th>
<th>$A_{q,p,q_1,q_2} T^2 / \hbar \delta T g_q g_p g_{q_1} g_{q_2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>L</td>
<td>L</td>
<td>L</td>
<td>L</td>
<td>0</td>
</tr>
<tr>
<td>R</td>
<td>R</td>
<td>R</td>
<td>R</td>
<td>0</td>
</tr>
<tr>
<td>L</td>
<td>L</td>
<td>L</td>
<td>R</td>
<td>$-\omega_{q_2}$</td>
</tr>
<tr>
<td>R</td>
<td>R</td>
<td>R</td>
<td>L</td>
<td>$\omega_{q_2}$</td>
</tr>
<tr>
<td>L</td>
<td>R</td>
<td>L</td>
<td>L</td>
<td>$\omega_p$</td>
</tr>
<tr>
<td>R</td>
<td>L</td>
<td>R</td>
<td>R</td>
<td>$-\omega_p$</td>
</tr>
<tr>
<td>L</td>
<td>R</td>
<td>L</td>
<td>R</td>
<td>$\omega_p - \omega_{q_2}$</td>
</tr>
<tr>
<td>R</td>
<td>L</td>
<td>R</td>
<td>L</td>
<td>$-\omega_p + \omega_{q_2}$</td>
</tr>
<tr>
<td>L</td>
<td>L</td>
<td>R</td>
<td>L</td>
<td>$-\omega_{q_1}$</td>
</tr>
<tr>
<td>R</td>
<td>R</td>
<td>L</td>
<td>R</td>
<td>$+\omega_{q_1}$</td>
</tr>
<tr>
<td>L</td>
<td>L</td>
<td>R</td>
<td>R</td>
<td>$-\omega_{q_1} - \omega_{q_2}$</td>
</tr>
<tr>
<td>R</td>
<td>R</td>
<td>L</td>
<td>L</td>
<td>$\omega_{q_1} + \omega_{q_2}$</td>
</tr>
<tr>
<td>L</td>
<td>R</td>
<td>R</td>
<td>L</td>
<td>$\omega_p - \omega_{q_1}$</td>
</tr>
<tr>
<td>R</td>
<td>L</td>
<td>R</td>
<td>R</td>
<td>$-\omega_p + \omega_{q_1}$</td>
</tr>
<tr>
<td>L</td>
<td>R</td>
<td>R</td>
<td>R</td>
<td>$-\omega_q$</td>
</tr>
<tr>
<td>R</td>
<td>L</td>
<td>L</td>
<td>L</td>
<td>$\omega_q$</td>
</tr>
</tbody>
</table>

where, $T^+ (T^-)$ is the temperature of the left (right) reservoir. The thermal conductance is calculated under linear response in the temperature difference

$$\delta T = T^+ - T^-$$

between the two reservoirs.

In each of the scattering cases shown in Figure 4.7, each phonon state can originate from either right (R) or left (L) lead. There are 16 such permutations for each of the 3 scattering cases shown in Figure 4.7, i.e., 48 possible contributions.

The following table lists the approximations to $A_{q,p,q_1,q_2}$ in linear response in $\delta T$ for all 16 reservoir permutations. These have been further simplified using the energy conservation, $\omega_q + \omega_p = \omega_{q_1} + \omega_{q_2}$. Here,

$$g_k = \left[2 \sinh(\hbar \omega_k / T)\right]^{-1}$$

(4.58)
Figure 4.8: An example of a process for case I for inhomogeneous electron density. Phonons $q, p, q_1, q_2$ originating from L,L,L and R reservoir respectively.

The contributions from LLLL and RRRR should vanish because they represent collisions among particles belonging to an equilibrium Bose-Einstein distribution.

**Effect of inhomogeneity of electron density**

The inhomogeneity in the electron density $\rho(x)$ in the wire is reflected in the Luttinger liquid parameter $\kappa(x) = \pi\hbar\rho(x)/ms$. If the wavelength of the phonon is much longer than the length scale related to inhomogeneity of the electron liquid, the change of $\kappa(x)$ can be approximated to be sharp. The phonons in such a wire have a finite amplitude of reflection from the interface between interacting and non-interacting electron regions. where $\hat{V}$ is the interaction operator representing cubic and quartic terms of the Wigner crystal,

$$\hat{V} = \hat{H}_3 + \hat{H}_4.$$ 

Since the interaction potential between two electrons vanishes in the non-interacting region $x < 0$ and $x > L$, only the middle part of the wavefunctions with $c(k, \kappa)$ and $d(k, \kappa)$ participates in the scattering amplitude.

From the table of reservoir permutations shown before, we can consider the first non-zero $A$ term that belongs to the set LLLR. The amplitude is a sum of 16 terms representing
all ± directions for each \( q, p, q_1 \) and \( q_2 \).

\[
\begin{align*}
t_{q,p;q_1,q_2} &= \int \int d^4 x \psi^L_{q_1}(x_1) \psi^R_{q_2}(x_2) V(x_1 - x_2) \psi^L_{q}(x_1) \psi^L_{p}(x_2) \\
&= \int \int d^4 x \psi^L_{q}(x_1) \psi^L_{p}(x_2)
\end{align*}
\tag{4.59}
\]

In the case of inhomogeneous electron density the single particle wavefunctions have the form:

\[
\psi_L(x, k) = \frac{1}{\sqrt{L}} \begin{cases} 
  e^{ikx} + r_L(q,k) e^{-ikx} & x < 0 \\
  c_L(q,k) e^{ix} + d_L(q,k) e^{-ix} & 0 < x < L \\
  t_L(q,k) e^{ikx} & x > L 
\end{cases}
\]

There are a total of 256 terms \((16 \times 16)\) in the expression for \( \delta K \), but due to the fact that we are looking at only \( q > 0 \) subspace and the energy and momentum conservation, each reservoir combination, e.g. LLLR, has only three allowed cases (e.g. Case I \( \rightarrow q > 0, \{p, q_1, q_2\} < 0 \)) discussed above. Thus a straightforward way will be to start with Case-I (from I,II and III) and combine it with Bose factors \( A_{q,p,q_1,q_2} \) for all 16 reservoir combinations.

\[
A_{q,p,q_1,q_2}^{LLLR}
\]

The contribution to \( \delta K \) for reservoir combination LLLR, i.e. \( A_{q,p,q_1,q_2}^{LLLR} \). To understand the calculation of the scattering amplitude and Bose factor \( A_{q,p,q_1,q_2}^{LLLR} \), consider the two body interaction operator \( \hat{V}_{q,p;q_1,q_2}^{LLLR} \) for the LLLR permutation,

\[
\hat{V}_{q,p;q_1,q_2}^{LLLR} = \sum_{q,p,q_1,q_2} a^\dagger_{q_1} a^\dagger_{q_2} a_p \int \int d^4 x \psi^L_{q_1}(x_1) \psi^R_{q_2}(x_2) V(x_1 - x_2) \psi^L_{q}(x_1) \psi^L_{p}(x_2)
\]

\tag{4.61}
Let \( x_1 - x_2 = y \) and \( x_2 = x \),

\[
\hat{V}_{q,p; q_1, q_2}^{LLL} = \sum_{q,p,q_1,q_2} a_{q_1}^* a_{q_2} a_q a_p \int dx dy (c_{q_2}^* e^{i q_2 x})(d_{q_1}^* e^{i q_1 (x+y)}) V(y) (c_{q} e^{i q (x+y)})(d_p e^{-ipx}) \\
= \sum_{q,p,q_1,q_2} a_{q_1}^* a_{q_2} a_q a_p c_{q_2}^* d_{q_1}^* d_p \int dx e^{i x(q_1 + q_2 + p - x)} \int dy V(y) e^{i (q + q_1) y} \\
\hat{\tilde{V}}_{q,p; q_1, q_2}^{LLL} = \sum_{q,p,q_1,q_2} a_{q_1}^* a_{q_2} a_q a_p c_{q_2}^* d_{q_1}^* d_p \delta (q_1 + q_2 + q - p) \tilde{V}(q + q_1)
\]
Following the same treatment, we can calculate the full operator \( \hat{V}_{q,p,q_1,q_2}^{LLLR} \):

\[
\hat{V}_{q,p,q_1,q_2}^{LLLR} = \sum_{q,p,q_1,q_2} a_{q_1}^{\dagger} a_{q_2}^{\dagger} V_{q,p,q_1,q_2}^{LLLR} a_p a_q
\]  

(4.62)

where \( V_{q,p,q_1,q_2} = V(q+q_1) c^L_p d^L_q \delta(p-q-q_1-q_2) c^L_{q_1} d^R_{q_2} + V(q-q_1) c^L_p d^L_q \delta(p-q+q_1-q_2) d^L_{q_1} d^R_{q_2} + \)

(4.63)

\( V(q+q_1) c^L_p d^L_q \delta(-p+q+q_1-q_2) d^L_{q_1} d^R_{q_2} + \)

(4.64)

\( V(q+q_1) c^L_p d^L_q \delta(p-q-q_1+q_2) c^L_{q_1} c^R_{q_2} + \)

(4.65)

\( V(q-q_1) c^L_p d^L_q \delta(-p+q+q_1+q_2) c^L_{q_2} d^L_{q_1} + \)

(4.66)

\( \rightarrow V(q-q_1) c^L_p d^L_q \delta(-p+q+q_1+q_2) c^L_{q_1} d^R_{q_2} + \)

(4.67)

\( \rightarrow V(q+q_1) c^L_p d^L_q \delta(-p+q+q_1+q_2) c^R_{q_2} d^L_{q_1} + \)

(4.68)

\( V(q+q_1) c^L_p c^L_q \delta(p+q-q_1-q_2) c^L_{q_2} d^R_{q_1} + \)

(4.69)

\( V(q+q_1) c^L_p c^L_q \delta(p+q-q_1-q_2) d^L_{q_1} d^R_{q_2} + \)

(4.70)

\( \rightarrow V(q+q_1) c^L_p c^L_q \delta(p+q+q_1-q_2) d^L_{q_1} d^R_{q_2} + \)

(4.71)

\( V(q+q_1) c^L_p c^L_q \delta(p+q+q_1+q_2) c^R_{q_2} d^L_{q_1} + \)

(4.72)

\( \rightarrow V(q-q_1) c^L_p c^L_q \delta(p+q-q_1+q_2) c^L_{q_1} c^R_{q_2} + \)

(4.73)

\( V(q+q_1) d^L_p d^L_q \delta(p+q+q_1-q_2) c^L_{q_1} c^R_{q_2} + \)

(4.74)

\( V(q-q_1) d^L_p d^L_q \delta(-p-q+q_1+q_2) c^R_{q_2} d^L_{q_1} + \)

(4.75)

\( V(q+q_1) d^L_p d^L_q \delta(p+q+q_1+q_2) c^L_{q_1} d^R_{q_2} + \)

(4.76)

\( V(q-q_1) d^L_p d^L_q \delta(p+q+q_1+q_2) d^L_{q_1} d^R_{q_2}, \)

(4.77)

where \( a_k \) and \( a_k^{\dagger} \) are the annihilation and creation operators. It is important to know that the values of \( q, p, q_1, q_2 \) are all positive. We will transform the final answer in a more intuitive/physical form at the end of this calculation. The energy and momentum conservation
implies that only four of the above terms are allowed:

\[
V_{q,p,q_1,q_2}^{LLLR} = V(q - q_1) c^L_{q_1} d^L_{q_2} \delta(q - p - q_1 - q_2) \bar{c}^R_{q_1} \bar{d}^L_{q_2} + \tag{4.78}
\]

\[
V(q + q_1) c^L_{q_1} d^L_{q_2} \delta(q - p + q_1 + q_2) \bar{c}^R_{q_2} \bar{d}^L_{q_1} + \tag{4.79}
\]

\[
V(q + q_1) c^L_{p} \bar{c}^L_{q} \delta(q + p + q_1 - q_2) \bar{d}^L_{q_1} \bar{d}^R_{q_2} + \tag{4.80}
\]

\[
V(q - q_1) c^L_{p} \bar{c}^L_{q} \delta(q + p - q_1 + q_2) \bar{c}^L_{q_1} \bar{c}^R_{q_2}. \tag{4.81}
\]

We can make appropriate substitutions which transform all delta functions to the form \( \delta(q + p - q_1 - q_2) \) and all \( V(q \pm q_1) \) into \( V(q - q_1) \). For example: \( V_{q,p,q_1,q_2}^{LLLR} \) above will transform into:

\[
V_{q,p,q_1,q_2}^{LLLR} = \left[ c^L_{q} d^L_{p} c^L_{q_1} d^R_{q_2} \quad q > 0, p < 0, q_1 > 0, q_2 > 0 \quad \text{Case - II} \right. \\
+ c^L_{q} d^L_{p} c^L_{q_2} d^L_{q_1} \quad q > 0, p < 0, q_1 < 0, q_2 < 0 \quad \text{Case - I} \\
+ c^L_{p} c^L_{q} d^L_{q_1} d^R_{q_2} \quad q > 0, p > 0, q_1 < 0, q_2 > 0 \quad \text{Case - IV} \\
+ c^L_{p} c^L_{q} d^R_{q_1} c^R_{q_2} \quad q > 0, p > 0, q_1 > 0, q_2 < 0 \quad \text{Case - III} \right] \\
\times V(q - q_1) \delta(q + p - q_1 - q_2) \tag{4.82}
\]

The coefficients of the bose factors on the basis of the source of phonons (reservoirs) and the direction of propagation are summarized in Table 4.8.2. The \( c \) and \( d \) factors come into play because of multiple reflections between the two sharp interfaces of interacting and non-interacting electrons liquid.

### 4.8.3 Scattering probability \( W_{q,p,q_1,q_2} \)

The phonon number conserving scattering amplitude between two phonons shown in Figure 4.7 describe the simplest possible real scattering process. The amplitude of such processes has contributions from the first order in quartic anharmonicity and second order in cubic anharmonicity of the Hamiltonian. Each real phonon contributes a factor of
Table 4.2: Table showing calculated $c$ and $d$ factors to be used in the integrals for correction to thermal conductance.

<table>
<thead>
<tr>
<th>$q$</th>
<th>$p$</th>
<th>$q_1$</th>
<th>$q_2$</th>
<th>CASE-I</th>
<th>CASE-II</th>
<th>CASE-III</th>
<th>CASE-IV</th>
<th>$\Lambda$</th>
</tr>
</thead>
<tbody>
<tr>
<td>L</td>
<td>L</td>
<td>L</td>
<td>R</td>
<td>$c_q d_p c_{q_1}^* d_{q_2}^*$</td>
<td>$c_q d_p c_{q_1}^* c_{q_2}^*$</td>
<td>$c_q c_p d_{q_1}^* d_{q_2}^*$</td>
<td>$c_q c_p d_{q_1}^* c_{q_2}^*$</td>
<td>$-\omega_{q_2}$</td>
</tr>
<tr>
<td>R</td>
<td>R</td>
<td>R</td>
<td>L</td>
<td>$d_q c_p c_{q_1}^* q_{q_2}^*$</td>
<td>$d_q c_p c_{q_1}^* d_{q_2}^*$</td>
<td>$d_q d_p c_{q_1}^* d_{q_2}^*$</td>
<td>$d_q d_p c_{q_1}^* c_{q_2}^*$</td>
<td>$\omega_{q_2}$</td>
</tr>
<tr>
<td>L</td>
<td>R</td>
<td>L</td>
<td>L</td>
<td>$c_q c_p d_{q_1}^* d_{q_2}^*$</td>
<td>$c_q c_p c_{q_1}^* q_{q_2}^*$</td>
<td>$c_q d_p c_{q_1}^* d_{q_2}^*$</td>
<td>$c_q d_p c_{q_1}^* c_{q_2}^*$</td>
<td>$\omega_p$</td>
</tr>
<tr>
<td>R</td>
<td>L</td>
<td>R</td>
<td>R</td>
<td>$d_q d_p c_{q_1}^* q_{q_2}^*$</td>
<td>$d_q d_p c_{q_1}^* d_{q_2}^*$</td>
<td>$d_q d_p c_{q_1}^* c_{q_2}^*$</td>
<td>$d_q d_p c_{q_1}^* c_{q_2}^*$</td>
<td>$-\omega_p$</td>
</tr>
<tr>
<td>L</td>
<td>R</td>
<td>R</td>
<td>L</td>
<td>$c_q c_p d_{q_1}^* q_{q_2}^*$</td>
<td>$c_q c_p c_{q_1}^* q_{q_2}^*$</td>
<td>$c_q d_p q_{q_1}^* d_{q_2}^*$</td>
<td>$c_q d_p c_{q_1}^* c_{q_2}^*$</td>
<td>$\omega_p - \omega_{q_2}$</td>
</tr>
<tr>
<td>R</td>
<td>L</td>
<td>L</td>
<td>L</td>
<td>$d_q d_p c_{q_1}^* q_{q_2}^*$</td>
<td>$d_q d_p c_{q_1}^* d_{q_2}^*$</td>
<td>$d_q d_p c_{q_1}^* c_{q_2}^*$</td>
<td>$d_q d_p c_{q_1}^* c_{q_2}^*$</td>
<td>$\omega_{q_1}$</td>
</tr>
<tr>
<td>L</td>
<td>L</td>
<td>R</td>
<td>L</td>
<td>$c_q d_p c_{q_1}^* q_{q_2}^*$</td>
<td>$c_q d_p c_{q_1}^* d_{q_2}^*$</td>
<td>$c_q d_p c_{q_1}^* c_{q_2}^*$</td>
<td>$c_q d_p c_{q_1}^* c_{q_2}^*$</td>
<td>$-\omega_{q_1} - \omega_{q_2}$</td>
</tr>
<tr>
<td>R</td>
<td>L</td>
<td>R</td>
<td>L</td>
<td>$d_q d_p c_{q_1}^* q_{q_2}^*$</td>
<td>$d_q d_p c_{q_1}^* d_{q_2}^*$</td>
<td>$d_q d_p c_{q_1}^* c_{q_2}^*$</td>
<td>$d_q d_p c_{q_1}^* c_{q_2}^*$</td>
<td>$\omega_{q_1}$</td>
</tr>
<tr>
<td>L</td>
<td>L</td>
<td>R</td>
<td>R</td>
<td>$c_q d_p q_{q_1}^* q_{q_2}^*$</td>
<td>$c_q d_p q_{q_1}^* d_{q_2}^*$</td>
<td>$c_q d_p q_{q_1}^* c_{q_2}^*$</td>
<td>$c_q d_p q_{q_1}^* c_{q_2}^*$</td>
<td>$-\omega_{q_1}$</td>
</tr>
<tr>
<td>R</td>
<td>R</td>
<td>R</td>
<td>R</td>
<td>$d_q d_p q_{q_1}^* q_{q_2}^*$</td>
<td>$d_q d_p q_{q_1}^* d_{q_2}^*$</td>
<td>$d_q d_p q_{q_1}^* c_{q_2}^*$</td>
<td>$d_q d_p q_{q_1}^* c_{q_2}^*$</td>
<td>$\omega_{q_1}$</td>
</tr>
<tr>
<td>L</td>
<td>R</td>
<td>R</td>
<td>R</td>
<td>$c_q d_p q_{q_1}^* q_{q_2}^*$</td>
<td>$c_q d_p q_{q_1}^* d_{q_2}^*$</td>
<td>$c_q d_p q_{q_1}^* c_{q_2}^*$</td>
<td>$c_q d_p q_{q_1}^* c_{q_2}^*$</td>
<td>$-\omega_{q_1}$</td>
</tr>
<tr>
<td>R</td>
<td>L</td>
<td>L</td>
<td>L</td>
<td>$d_q d_p q_{q_1}^* q_{q_2}^*$</td>
<td>$d_q d_p q_{q_1}^* d_{q_2}^*$</td>
<td>$d_q d_p q_{q_1}^* c_{q_2}^*$</td>
<td>$d_q d_p q_{q_1}^* c_{q_2}^*$</td>
<td>$\omega_{q_1}$</td>
</tr>
</tbody>
</table>

$(\hbar/\omega_{q_1})^{1/2}q = (\hbar/|q|)^{1/2}$ which makes a four phonon scattering amplitude proportional to $\hbar^2$.

Amplitude of scattering

The transition matrix for the scattering process is:

$$t_{q,p\rightarrow q_1,q_2} = \frac{\hbar^2}{m^3N(\omega_q,\omega_p,\omega_{q_1},\omega_{q_1})^{1/2}} \Lambda,$$

(4.83)

where $\Lambda$ is calculated to be

$$\Lambda = -\frac{f_3(q_1,q_2)}{\omega_{q_1+q_2}^2 - (\omega_{q_1} + \omega_{q_1})^2} + \frac{f_3(q_2,-q)}{\omega_{q_2-q}^2 - (\omega_{q_2} - \omega_{q_2})^2} + \frac{f_3(-q_1,-q)}{\omega_{q_2-p}^2 - (\omega_{q_2} - \omega_{q_2})^2} + \frac{m}{2} \frac{f_4(q_1,q_2,-q)}{m^2}$$

(4.84)
The amplitude for small \( q, p, q_1, q_2 \) is calculated in [84]:

\[
t_{q, p, q_1, q_2} = \frac{\lambda}{N} \frac{\hbar^2 \rho^2}{m} |p q_1 q_2|^{1/2}.
\]  

(4.85)

**Calculation of \( \delta j_E \)**

We can now setup the Boltzmann kinetic equation in solvable form by using the scattering amplitudes and Bose factors derived above.

\[
\delta j_E = \sum_{q>0} \hbar \omega_q \sum_{p, q_1, q_2} W_{q, p, q_1, q_2} A_{q, p, q_1, q_2}
\]  

(4.86)

For the lead combination \( LLLR \), the equation can be written with \( W_{LLL}^{LLL} \) and \( A_{LLL}^{LLL} \). It should be noted that the scattering amplitude \( W_{q, p, q_1, q_2} \) for a uniform Luttinger liquid is only dependent on the wavefunctions of phonons and the inter-phonon interaction potential. Our scattering probability contains the factors \( c(q, L) \) and \( d(q, L) \) because of the reflections at the sharp interface of the inter-phonon interaction that drops to zero outside the interacting region. Let us call the no-reflection scattering probability \( W_{q, p, q_1, q_2}^{homogenous} \) defined as:

\[
W_{q, p, q_1, q_2}^{LLL} = W_{q, p, q_1, q_2}^{homogenous} \left( c_q d_p c_{q_1}^* d_{q_2}^* + c_q d_p c_{q_1} d_{q_2}^* + c_q c_p c_{q_1}^* c_{q_2}^* + c_q c_p d_{q_1}^* d_{q_2}^* \right)
\]  

(4.87)

\[
\delta j_E^{LLL} = \sum_{q} \hbar \omega_q \sum_{p, q_1, q_2} W_{q, p, q_1, q_2}^{LLL} A_{q, p, q_1, q_2}
\]

\[
= \sum_{q} \hbar \omega_q \left[ \sum_{p^+ q_1^+ q_2^+} W_{q, p, q_1, q_2}^{homogenous} |c_q d_p c_{q_1}^* d_{q_2}^*|^2 + \sum_{p^+ q_1^+ q_2^+} W_{q, p, q_1, q_2}^{homogenous} |c_q c_p c_{q_1}^* c_{q_2}^*|^2 + \right. \sum_{p^+ q_1^+ q_2^+} W_{q, p, q_1, q_2}^{homogenous} |c_q c_p d_{q_1}^* d_{q_2}^*|^2 + \left. \sum_{p^+ q_1^+ q_2^+} W_{q, p, q_1, q_2}^{homogenous} |c_q c_p c_{q_1}^* c_{q_2}^*|^2 + \sum_{p^+ q_1^+ q_2^+} W_{q, p, q_1, q_2}^{homogenous} |c_q c_p d_{q_1}^* d_{q_2}^*|^2 \right] A_{q, p, q_1, q_2}
\]  

(4.88)
4.9 Artifacts of our model and how to eliminate them

The expression derived above (4.93) contains squares of complex factors $c_q$ and $d_q$:

$$|c(q, \kappa)|^2 = \frac{2(1 + \kappa)^2}{1 + \kappa^2(6 + \kappa^2) - (\kappa^2 - 1)^2 \cos(2qL_0)}$$

(4.89)

$$|d(q, \kappa)|^2 = \frac{2(-1 + \kappa)^2}{1 + \kappa^2(6 + \kappa^2) - (\kappa^2 - 1)^2 \cos(2qL_0)}.$$  (4.90)

The oscillation term, $\cos(2qL_0)$ in these factors lead to oscillations about a mean in the final expression, $\delta j_E$, for the change of energy current. These oscillations are a result of unnatural and sharp change in the interaction potential at the interface of interacting and non-interacting electron liquid. Since the potential decays smoothly over a certain length scale, we want the long length limit of the quantum wire $L \to \infty$. To remove the oscillations we need to find the average of this function. This can be done fairly easily at this point in our calculation. Carrying these oscillations to the end and then taking the mean will also give the same result. We will use the fact that mean of the product of mutually independent functions is equal to the product of their means:

$$\overline{f(x)g(y)h(z)} = \overline{f(x)} \overline{g(y)} \overline{h(z)}$$

Mean of $|c_q|^2$ and $|d_q|^2$

Equations (4.89) can be integrated with respect to the argument of the cosine term:

$$\text{mean}(|c|^2) = \frac{1}{2\pi} \int_0^{2\pi} dx \frac{2(1 + \kappa)^2}{1 + \kappa^2(6 + \kappa^2) - (\kappa^2 - 1)^2 \cos(x)} = \frac{(\kappa + 1)^2}{2(\kappa^3 + \kappa)}.$$  (4.91)

$$\text{mean}(|d|^2) = \frac{1}{2\pi} \int_0^{2\pi} dx \frac{2(\kappa - 1)^2}{1 + \kappa^2(6 + \kappa^2) - (\kappa^2 - 1)^2 \cos(x)} = \frac{(\kappa - 1)^2}{2(\kappa^3 + \kappa)}.$$  (4.92)
The means \((|c|^2)\) and \((|d|^2)\) are independent of the wave numbers \(q, p, q_1, q_2\). This brings the change in energy current to the following form:

\[
\delta j_{E}^{LLLR} = \sum_{q^+} \hbar \omega_q \sum_{pq_1q_2} W_{q,pq_1q_2}^{LLLR} A_{q,pq_1q_2}^{LLLR} \\
= \sum_{q^+} \hbar \omega_q \left[ \sum_{p^- q_1 q_2^-} W_{q,pq_1q_2}^{homogenous} |cddc|^2 + \sum_{p^- q_1 q_2^-} W_{q,pq_1q_2}^{homogenous} |cdcd|^2 + \sum_{p^+ q_1 q_2^+} W_{q,pq_1q_2}^{homogenous} |cccc|^2 + \sum_{p^+ q_1 q_2^+} W_{q,pq_1q_2}^{homogenous} |ccdd|^2 \right] A_{q,pq_1q_2}^{LLLR} \tag{4.93}
\]

Similarly, we can derive the expressions for \(\delta j_{E}^{RRRL}, \delta j_{E}^{LRLL}, \delta j_{E}^{LRLL}, \ldots, \delta j_{E}^{RLLL}\). Grouping together the summations on same subspace, e.g. \(\{q^+ p^- q_1^- q_2^-\}\), we can calculate the change.
in energy current due to each of the four scattering processes:

\[
\delta j_E^I = \sum_{q^+ p^+ q^1 q^2} h \omega_q W_{q,p,q_1,q_2}^{\text{homogenous}} \left[ -\omega_{q_2} |cddc|^2 + \omega_{q_2} |ddcd|^2 + \omega_p |ccdd|^2 - \omega_p |ddcc|^2 \right]
\]

\[
\omega_p |ddcc|^2 + (\omega_p - \omega_{q_2}) |ccdd|^2 + (-\omega_p + \omega_{q_2}) |ddcd|^2 - \omega_{q_1} |cdcd|^2
\]

\[
+ \omega_{q_1} |dcde|^2 - (\omega_{q_1} + \omega_{q_2}) |cdcc|^2 + (\omega_{q_1} + \omega_{q_2}) |dcdc|^2 +
\]

\[
(\omega_p - \omega_{q_1}) |cccd|^2 + (-\omega_p + \omega_{q_1}) |dcdc|^2 - \omega_q |cccd|^2 + \omega_q |ddcd|^2 \right] \frac{\hbar \delta T}{T^2} g_{q_1} g_{q_2}
\]

Under the energy conservation constraint, the term above in square brackets simplifies to:

\[
-(c - d)(c + d)^3 \omega_q = -\frac{4 \omega_q}{k(1 + k^2)^2}.
\] (4.94)

Similar calculations for all four contributions can be calculated. The simplified expressions for the these contributions are

\[
\delta j_E^I = (d - c)(c + d)^3 \sum_{q^+ p^+ q^1 q^2} (h \omega_q)^2 W_{q,p,q_1,q_2}^{\text{homogenous}} \frac{\delta T}{T^2} g_{q_1} g_{q_2} g_{q_1} g_{q_2}
\] (4.95)

\[
\delta j_E^{II} = (c - d)(c + d)^3 \sum_{q^+ p^+ q^1 q^2} (h \omega_q)(h \omega_p) W_{q,p,q_1,q_2}^{\text{homogenous}} \frac{\delta T}{T^2} g_{q_1} g_{q_2} g_{q_1} g_{q_2}
\] (4.96)

\[
\delta j_E^{III} = (d - c)(c + d)^3 \sum_{q^+ p^+ q^1 q^2} (h \omega_q)(h \omega_{q_1}) W_{q,p,q_1,q_2}^{\text{homogenous}} \frac{\delta T}{T^2} g_{q_1} g_{q_2} g_{q_1} g_{q_2}
\] (4.97)

\[
\delta j_E^{IV} = (d - c)(c + d)^3 \sum_{q^+ p^+ q^1 q^2} (h \omega_q)(h \omega_{q_1}) W_{q,p,q_1,q_2}^{\text{homogenous}} \frac{\delta T}{T^2} g_{q_1} g_{q_2} g_{q_1} g_{q_2}.
\] (4.98)

**Leading order of integrals**

The above \( \delta j \) contributions will be very difficult to evaluate. Fortunately, we only need the leading order in temperature for these terms. \( \delta j_E^{III} \) and \( \delta j_E^{IV} \) should be equal because Case III and Case IV are essentially the same scattering processes due to indistinguishability of phonons. It is useful to notice that there are three phonons on one branch and one
phonon on the opposite branch of phonons. The single phonon on the opposite branch has a parametrically smaller momentum than the other three. For example, in $\delta j_E^L$, $|q| \ll |p|, |q_1|, |q_2|$, we can expand the leading term of the factor

$$\frac{\hbar \omega_q}{T} g_q = \frac{\hbar \omega_q}{T} \left[ 2 \sinh \left( \frac{\hbar \omega_q}{2T} \right) \right]^{-1} \approx 1$$  \hspace{1cm} (4.99)

The Kronecker delta function and the Dirac delta can be approximated as:

$$\delta_{q+p,q_1+q_2} \approx \delta_{p,q_1+q_2},$$  \hspace{1cm} (4.100)

$$\delta(q + p - q_1 - q_2) \approx \frac{1}{2s} \delta(q + 3\xi q_1 q_2 p),$$  \hspace{1cm} (4.101)

which brings $\delta j_E^L$ to the following form:

$$\delta j_E^L = (d - c)(c + d)^3 \frac{\delta T}{T} \sum_{q^+ p^- q_1 q_2} \frac{\hbar \omega_q \left[ \frac{2\pi}{\hbar^2} |t_{q,p,q_1,q_2}|^2 \right]}{2s} \delta(q + 3\xi q_1 q_2 p) \delta_{p,q_1+q_2} g_p g_{q_1} g_{q_2}. $$  \hspace{1cm} (4.102)

We can substitute $t_{q,p,q_1,q_2} = \frac{\lambda}{N} \frac{\hbar^2 \rho^2}{m} |qp q_1 q_2|^{1/2}$ in the above expression. The fact that the momentum of three of the phonons have same sign and the fourth one has the opposite sign makes the product of all four wave numbers negative. Thus substituting

$$|qp q_1 q_2| = -qp q_1 q_2$$  \hspace{1cm} (4.103)

and simplifying the expression, we get

$$\delta j_E^L = \alpha \sum_{q^+ p^- q_1 q_2} \frac{\hbar \omega_q |qp q_1 q_2| \delta_{p,q_1+q_2} \delta(q + 3\xi q_1 q_2 p) g_p g_{q_1} g_{q_2}}{2s \frac{\lambda}{N} \frac{\hbar^2 \rho^2}{m} \left[ \frac{2\pi}{\hbar^2} \right]^2},$$  \hspace{1cm} (4.104)

where $\alpha = -(d - c)(c + d)^3 \frac{\delta T}{T} \frac{1}{2s} \left[ \frac{\lambda}{N} \frac{\hbar^2 \rho^2}{m} \right] \left[ \frac{2\pi}{\hbar^2} \right].$  \hspace{1cm} (4.105)
Dirac and Kronecker delta functions

We first sum over \( p \) which gets rid of the Kronecker delta function and results in the following expression

\[
\delta j_E^I = \alpha \sum_{q_1 q_2} \hbar \omega q (q_1 + q_2) q_1 q_2 \delta (q + \frac{3}{2} \xi q_1 q_2 (q_1 + q_2)) g_{q_1 + q_2} g_{q_1} g_{q_2}.
\] (4.106)

This is the ideal time to go from a sum over discrete values of momenta to continuous integrals. We use relation 4.23 and simplify to get the integral form:

\[
\delta j_E^I = \alpha \left( \frac{L}{2\pi} \right)^3 \int_0^\infty dq \int_{-\infty}^0 dq_1 \int_{-\infty}^0 dq_2 \hbar \omega q (q_1 + q_2) q_1 q_2 \delta (q + \frac{3}{2} \xi q_1 q_2 (q_1 + q_2)) g_{q_1 + q_2} g_{q_1} g_{q_2}
\] (4.107)

\[
\delta j_E^I = \alpha \left( \frac{L}{2\pi} \right)^3 \int_{-\infty}^0 dq_1 \int_{-\infty}^0 dq_2 \hbar \omega - \frac{1}{2} \xi q_1 q_2 (q_1 + q_2) \left(-\frac{3}{2} \xi q_1 q_2 (q_1 + q_2)\right) (q_1 + q_2) g_{q_1 q_2} g_{q_1 + q_2} g_{q_1} g_{q_2}
\] (4.108)

\[
\delta j_E^I = \alpha \left( \frac{3\xi}{2} \right)^2 \hbar s \left( \frac{L}{2\pi} \right)^3 \int_{-\infty}^0 dq_1 \int_{-\infty}^0 dq_2 \frac{q_1^3}{2 \sinh (\hbar \omega_{q_1} / 2T)} \frac{q_2^3}{2 \sinh (\hbar \omega_{q_2} / 2T)} \frac{(q_1 + q_2)^3}{2 \sinh (\hbar \omega_{q_1 + q_2} / 2T)}
\] (4.109)

\[
\delta j_E^I = \alpha \left( \frac{3\xi}{2} \right)^2 \hbar s \left( \frac{L}{2\pi} \right)^3 \int_{-\infty}^0 dq_1 \int_{-\infty}^0 dq_2 \frac{q_1^3}{2 \sinh (\hbar |q_1| / 2T)} \frac{q_2^3}{2 \sinh (\hbar |q_2| / 2T)} \frac{(q_1 + q_2)^3}{2 \sinh (\hbar s |q_1 + q_2| / 2T)}
\] (4.110)

To extract the leading term in wavenumbers \( q_1 \) and \( q_2 \), we can approximate \( \omega (q) \approx s|q| \):

\[
\delta j_E^I = \alpha \left( \frac{3\xi}{2} \right)^2 \hbar s \left( \frac{L}{2\pi} \right)^3 \int_{-\infty}^0 dq_1 \int_{-\infty}^0 dq_2 \frac{q_1^3}{2 \sinh (\hbar |q_1| / 2T)} \frac{q_2^3}{2 \sinh (\hbar |q_2| / 2T)} \frac{(q_1 + q_2)^3}{2 \sinh (\hbar s |q_1 + q_2| / 2T)}
\] (4.111)

Since \( q_1 < 0 \Rightarrow |q_1| = -q_1 \) and \( q_2 < 0 \Rightarrow |q_2| = -q_2 \). Further, we can make the substi-
tution \( q_1 = 2Tx/\hbar s \) and \( q_2 = 2Ty/\hbar s \) to bring the integral in dimensionless form,

\[
\delta j_E^I = -\frac{\alpha}{2^3} \left( \frac{3\xi}{2} \right)^2 \hbar s \left( \frac{L}{2\pi} \right)^3 \left[ \frac{2T}{\hbar s} \right]^{11} \int_{-\infty}^{0} dx \int_{-\infty}^{0} dy \frac{x^3 y^3 (x+y)^3}{\sinh x \sinh y \sinh (x+y)}.
\]

(4.112)

Due to indistinguishability of \( q_1 \) and \( q_2 \), actual \( \delta j_E^I \) is half the calculated value.

\[
\delta j_E^I = -\frac{1}{2^3} \frac{4}{\kappa(1+\kappa)^2} \frac{\delta T}{T} \left[ \frac{\lambda \hbar^2 \rho^2}{N m} \right]^2 \left[ \frac{2\pi}{\hbar^2} \right] \left[ \frac{3\xi}{2} \right]^2 \hbar s \left( \frac{L}{2\pi} \right)^3 \left[ \frac{2T}{\hbar s} \right]^{11} \frac{4\pi^{10}}{3465} \]

(4.113)

Similarly, the remaining contributions can be calculated upto \( T^8 \) term. But being equal and opposite, these contribution cancel out making the leading order in temperature contributions as: Here \( \delta j_E^{II} \) and \( \delta j_E^{IV} \) originate from the same scattering process, so only one of them will contribute to total current. The \( T^{10} \) terms for \( \delta j_E^{II} \) and \( \delta j_E^{III} \) the leading powers in temperature. The three corrections are:

\[
\delta K^I = -\frac{3^2 \beta_I}{2^3} \frac{4}{\kappa(1+\kappa)^2} \left( \frac{\xi^2}{s} \right) \left[ \frac{\lambda \hbar^2 \rho^2}{N m} \right]^2 \left[ \frac{2\pi}{\hbar^2} \right] \left[ \frac{2T}{\hbar s} \right]^{10} \left( \frac{L}{2\pi} \right)^3
\]

(4.114)

\[
\delta K^{II} = -\frac{3 \beta_{II}}{2^3} \frac{4}{\kappa(1+\kappa)^2} \left( \frac{\xi^2}{s} \right) \left[ \frac{\lambda \hbar^2 \rho^2}{N m} \right]^2 \left[ \frac{2\pi}{\hbar^2} \right] \left[ \frac{2T}{\hbar s} \right]^{10} \left( \frac{L}{2\pi} \right)^3
\]

(4.115)

\[
\delta K^{III} = \frac{3 \beta_{III}}{2^3} \frac{4}{\kappa(1+\kappa)^2} \left( \frac{\xi^2}{s} \right) \left[ \frac{\lambda \hbar^2 \rho^2}{N m} \right]^2 \left[ \frac{2\pi}{\hbar^2} \right] \left[ \frac{2T}{\hbar s} \right]^{10} \left( \frac{L}{2\pi} \right)^3
\]

(4.116)

The constants \( \beta_I, \beta_{II} \) and \( \beta_{III} \) are:

\[
\beta_I = \int_{-\infty}^{0} \int_{-\infty}^{0} dx \, dy \, \frac{x^3 y^3 (x+y)^3}{\sinh x \sinh y \sinh (x+y)} = \frac{4\pi^{10}}{3465}
\]

(4.117)

\[
\beta_{II} = \int_{0}^{\infty} \int_{0}^{\infty} dx \, dy \, \frac{x^2 y^2 (x+y)^5}{\sinh x \sinh y \sinh (x+y)} = 516.90
\]

(4.118)

\[
\beta_{III} = \int_{0}^{\infty} \int_{0}^{\infty} dx \, dy \, \frac{x^5 y^2 (x+y)^2}{\sinh x \sinh y \sinh (x+y)} = 96.29
\]

(4.119)
4.9.1 Result

The net correction to thermal conductance is the sum of all three contributions: $\delta K = \delta K^I + \delta K^{II} + \delta K^{III}$

$$\delta K = -243.241 \times \left( \frac{1}{\kappa(1 + \kappa)^2} \left( \frac{\xi^2}{s} \right) \left[ \frac{\lambda}{N} \frac{\hbar^2 \rho^2}{m} \right]^2 \left[ \frac{2\pi}{\hbar s} \right] \left( \frac{2T}{\hbar s} \right)^{10} \left( \frac{L}{2\pi} \right)^3 \right) \quad (4.120)$$

Here $\kappa = q/k = v_F \rho/s$ is the Luttinger liquid parameter of the one-dimensional electron liquid. Since $K_0 = \frac{\pi T}{6\hbar}$, $\frac{\delta K}{K_0} \propto T^9$. 
CHAPTER 5
RESULTS AND DISCUSSION

The main result of our work is the calculation of correction to the thermal conductance of a one-dimensional Wigner crystal quantum wire in a relatively realistic one-dimensional quantum wire setup 4.6.

Luttinger liquid theory is the one-dimensional equivalent of Femi liquid theory [23] in the sense that it explains key physical properties of many-particle systems with weak and strong interactions.

The Luttinger liquid Hamiltonian:

\[
H_0 = \sum_k \hbar \omega_k b_k^\dagger b_k,
\]

(5.1)

has bosonic excitations with a linear dispersion. This is the fixed point Hamiltonian in the renormalization group framework and is sufficient to account for the power-law correlations in one-dimensional systems. However, it does not describe lifetime of bosonic excitations and thermalization of boson distribution function. A theory needs presence of interaction and scattering between its excitations to account for such effects. Therefore, a real quantum wire lies beyond the applicability of Luttinger liquid theory.

A one-dimensional Wigner crystal is an ideal model to study the effects of transition to non-linearity. At low temperatures and sufficiently rapidly decaying interaction potential (faster than \(1/x\), a harmonic Wigner crystal is essentially an extreme limit of Luttinger liquid. Under linear approximation, our calculation for thermal conductance for a clean harmonic one-dimensional Wigner crystal of spinless electrons gave the result:

\[
K_0 = \frac{\pi T}{6\hbar}.
\]

(5.2)
It is interesting to note that the thermal conductance $K_0$ calculated here is exactly the same as reported for non-interacting electrons [87, 15]. This is a pure Luttinger liquid result with bosons travelling ballistically without any interaction with each other or the homogenous medium.

The above result can be thought of as a zeroth order approximation to the thermal conductance of a Wigner crystal wire. It also reaffirms the validity of Luttinger liquid theory for ideal cases. However, the violation of Wiedemann-Franz law in experimental studies inspires us to try to extend the Luttinger liquid theory beyond linear bosonic excitations to study its thermal and electrical transport coefficients.

5.1 Correction to thermal conductance

Two primary sources of change in transport coefficients are, (i) backscattering of phonons due to inhomogeneity in Wigner crystal [15], and (ii) redistribution of energy due to scattering between phonons (bosonic excitations). In this thesis, we study the effect of interaction on thermal conductance. We introduced interaction by considering the cubic and quartic anharmonic perturbations of the Wigner crystal. This leads to divergences in the presence of a linear dispersion of phonons. Therefore, we introduced a weak non-linearity parametrized by $\xi$ to successfully resolve the divergences. A non-linear dispersion does not allow decay of a phonon into two phonons. The leading non-zero contribution comes from the hour particle scattering term. For a weak non-linearity, the dominant scattering processes have scattering of two co-moving phonons into a final state where a parametrically small momentum and energy is back scattered. This class of scattering processes resolve the divergences and result in a finite rate of scattering.

The phonon backscattering was introduced by considering the changing width of the electron channel as is the case in real 2DEG based quantum point contacts 1.2. Our result for the relative correction to thermal conductance $\delta K/K_0$ due to these two new contribu-
tions is:

$$\frac{\delta K}{K_0} = -CN\frac{\rho}{\kappa(1 + \kappa^2)^2} \frac{\hbar^2 \xi^2 \lambda^2}{m^2 s^2} \left( \frac{T}{\bar{h}s} \right)^9 ,$$  \hspace{1cm} (5.3)

where

$$C = 243.241 \times \frac{3 \times 2^{10}}{\pi^3}.$$  

Our result is valid for a Wigner crystal, i.e., strongly interacting electrons. Therefore, the Luttinger liquid parameter is small and positive

$$0 < \kappa \ll 1.$$ 

In this limit, our result in equation (5.3) simplifies to:

$$\frac{\delta K}{K_0} = -CN\rho^4 \xi^2 \lambda^2 \frac{\hbar^2}{m^2 s^2} \left( \frac{T}{\bar{h}s} \right)^9$$ \hspace{1cm} (5.4)

Here $\kappa = q/k = v_F \rho / s$ is the Luttinger liquid parameter of the one-dimensional electron liquid. Since $K_0 = \pi T / 6 \bar{h}$,

$$\frac{\delta K}{K_0} \propto T^9.$$ 

5.2 Fate of Wiedemann-Franz law

As discussed in section 1.2.2, an ideal Luttinger liquid satisfies the Wiedemann-Franz law. However, in the extreme limit $0 < \kappa \ll 1$, Luttinger liquid forms a Wigner crystal. The correction to electrical conductance $G_0 = e^2 / h$ in a Wigner crystals originates in the slowest scattering process called umklapp scattering 4.5.1. Matveev et al. showed that the conductance correction [84] is exponential in temperature:

$$\frac{\delta G}{G_0} \propto -N e^{-\bar{h} \omega_{um}/T}$$ \hspace{1cm} (5.5)

However, scattering between acoustic phonons $|q| \ll \pi$ conserve the quasimomentum
and results in no correction to the electrical conductance. Moreover, our results show that
the thermal conductance correction due to phonon-phonon scattering and inhomogeneity
backscattering is power-law in temperature. Thus, the different temperature dependence of
corrections to \( G_0 \) and \( K_0 \) leads to the breakdown of Wiedemann-Franz law already in the
first order in length of the wire \( N \).

5.2.1 Applicability to integral models

Our result for thermal conductance correction has been calculated with a general inter-
electron interaction \( V(x) \). \( \lambda \) and \( \xi \) and \( s \) parametrize the type of interaction. For example,
let us consider the integrable models [24] which do not undergo relaxation even in the pres-
ence of collisions. This is because they have conservation laws that forbid redistribution of
momentum. The Toda lattice model and Calogero-Sutherland have the interaction potential

\[
V(x) = \frac{V_0}{\sinh^2(c \rho x)}. \tag{5.6}
\]

The parameter \( \lambda \) vanishes for integrable model and therefore the correction to thermal
conductance \( \delta K \) for these models vanishes. This is what we expect for integrable models.

5.2.2 Screened Coulomb interaction

Another realistic case is the screened Coulomb interaction:

\[
V(x) = \begin{cases} 
\frac{e^2}{x}, & x \ll d \\
\frac{4e^2d^2}{|x^3|}, & x \gg d
\end{cases}
\]

in the case of two-dimensional electron gas device based Wigner crystal wire. For this
case the parameter \( \lambda = 3/4 \) [55]. Thus the problem is reduced to calculating the relevant
parameters to be used in our expression for \( \delta K \).
5.2.3 Comparison with weakly interacting electrons

Although weakly interacting electrons are also described as Luttinger liquids, it is noteworthy that their correction to thermal conductance as calculated in [88],

$$\delta K_{\text{weak}} \propto T^6$$ weak interaction,

is different from the Wigner crystal case ($\delta_{WC} \propto T^{10}$). This is due to the leading non-linearity in the dispersion relation in the two cases. While the non-linear deviation is a cubic order in momentum for a Wigner crystal, it is square order for weakly interacting electrons. We expect that at very low temperatures the $T^{10}$ dependence will crossover to $T^6$. Investigating the crossover behavior is an interesting problem and can be the subject of future work.

Our estimate of the conductance correction is valid in the classical regime where temperature is high, $T \gg v_{p\ast}$, and bosons are the good excitations. We expect the electron description regime, where $T \ll v_{p\ast}$, to have a correction $\delta K(T)$ to be similar to that found by Levchenko et al. [88]. For weakly interacting electrons, they solved the Boltzmann equation for three electron scattering process and found the correction to be proportional to $T^2$:

$$\delta K(L) \propto -LT^2, \quad l_a \ll L \ll l_b \quad (5.7)$$

$$\delta K(L) \propto -T^2, \quad l_a \ll l_b \ll L \ll l_{eq}. \quad (5.8)$$

Here, $l_a$ is the intra-branch inelastic scattering length for three particle collision, $L$ is the length of the wire, $l_b$ is the inter-branch three particle scattering length and $l_{eq}$ is the exponentially large ($\sim e^{\mu/T}$) equilibration length that represents complete equilibration between left and right movers [88]. Our current estimates lack the accuracy to verify whether the quantum and classical asymptotes for $\delta K(T)$ match for the quantum to classical crossover.
region where $T \sim p_\ast$. We expect that the crossover from quantum ($T \ll v_{p_\ast}$) to classical ($T \gg v_{p_\ast}$) regime should be smooth and featureless.
Appendices
APPENDIX A
INTEGRALS

This integral was part of a scattering problem to find the conductance of a one dimensional boson gas.

\[ f(x) = \frac{x^3}{\sinh(x)} \]
\[ I = \int_{0}^{\infty} \int_{0}^{\infty} dxdyf(x)f(y)f(x+y) \]

We know that \( f(x) = f(-x) \). Now, let \( z = x+y \),

\[ I = \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} dxdydz f(x)f(y)f(z) \delta(x+y-z) \]
\[ I = \int_{0}^{\infty} \int_{0}^{\infty} \int_{-\infty}^{0} dxdydz f(x)f(y)f(z) \delta(x+y+z) \]

The required integral is a surface integral over the plane \( x + y + z = 0 \) and the plane lies entirely in only six of the octants. (It cannot go into the regions \( x > 0, y > 0, z > 0 \) and \( x < 0, y < 0, z < 0 \).) Thus, the required integral is one sixth of the integral calculated over all 3-d space.

\[ I = \frac{I_{allspace}}{6} \]
\[ I = \frac{1}{6} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} dx dy dz f(x) f(y) f(z) \delta(x + y + z) \]

\[ = \frac{1}{6} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} dx dy dz f(x) f(y) f(x+y) \left[ \frac{1}{2\pi} \int_{-\infty}^{\infty} d\omega e^{i\omega (x+y+z)} \right] \]

\[ = \frac{1}{6} \frac{1}{2\pi} \int_{-\infty}^{\infty} d\omega \int_{-\infty}^{\infty} dx f(x) e^{i\omega x} \int_{-\infty}^{\infty} dy f(y) e^{i\omega y} \int_{-\infty}^{\infty} dz f(z) e^{i\omega z} \]

\[ = \frac{(2\pi)^2}{6} \int_{-\infty}^{\infty} d\omega (\tilde{f}(\omega))^3 \]

\[ = \frac{4\pi^{10}}{3465} = 108.107414... \]

where \( \tilde{f}(x) \) is the fourier transform of \( f(x) \),

\[ \tilde{f}(\omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} dx f(x) e^{i\omega x} \]
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