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SUMMARY

This thesis studies numerical analytic aspects of algebraic geometry. Numerical algebraic geometry provides methods to approximate solutions for systems of equations which is computationally expensive for symbolic computations. Since these methods rely on heuristic algorithms, certifying the correctness of their outputs is necessary.

The main focus of the thesis is finding and certifying roots of a given system of equations. Chapter 1 introduces several schemes to approximate roots of a system. Newton’s method and homotopy continuation are introduced as core approaches for numerical root approximation. Especially, based on work in [Duf+19], we explain how homotopy continuation and monodromy action are applied to solve parametrized polynomial systems. In Chapters 2 and 3, we study the method of certifying roots obtained by methods in the previous chapter. More precisely, for a given approximation of a solution for a square system of equations, we want to obtain a region which contains the exact solution uniquely. Chapter 2 introduces algorithms to certify regular roots of systems. Methods mainly used are the Krawczyk method and Smale’s $\alpha$-theory, both are based on Newton iteration. For the case of polynomial systems, both methods are implemented in Macaulay2 in the package NumericalCertification [Lee19]. On the other hand, for the case of systems with analytic functions, the Krawczyk method and $\alpha$-theory can be extended for analytic systems when the oracles from analytic functions are given. These oracles exist for $D$-finite functions, so that both methods are applied for certifying solutions of systems with $D$-finite functions. This is based on work in [BLL19]. Chapter 3 tackles the case of multiple roots of systems of equations based on work in [LLZ20]. We introduce the local dual space as a tool to analyze the multiplicity structure of multiple roots. As a method to reduce the singularity of multiple roots, we use the iterative deflation method. Instead of the usual Newton iteration, which requires invertible Jacobian of a system, we find a modified linear operator for Newton iteration which is invertible for a multiple root whose deflation
process terminates after only one iteration. From the modified Newton iteration, the local separation bounds for the multiple root are obtained. Finally, we establish how the local separation bounds can be applied to certify multiple roots of systems of equations.
We review methods for finding approximations for solutions of systems of equations. In other words, for a given system of equations $F : \mathbb{C}^n \to \mathbb{C}^m$ with its exact root $x^*$, i.e. $F(x^*) = 0$, we want to find $x \in \mathbb{C}^n$ such that $x$ is close enough to $x^*$ and the value of $\|F(x)\|$ is small enough.

1.1 Newton’s method

Newton’s method is one of the most commonly used method for approximating solutions of systems of equations. The idea is to refine an approximation to a solution using a tangent at a given point. For a square system of equations $F : \mathbb{C}^n \to \mathbb{C}^n$, we define Newton’s operator $N_F(x) := x - F'(x)^{-1}F(x)$. Newton’s operator can be applied multiple times, and we define its $k$-th iteration $N_F^k(x)$. If the sequence $\{N_F^k(x)\}_k$ converges to an exact root $x^*$ of $F$, then it converges quadratically in that we have

$$\lim_{k \to \infty} \frac{\|N_F^{k+1}(x) - x^*\|}{\|N_F^k(x) - x^*\|^2} < M$$

for some $M > 0$. Even though Newton’s method provides fast convergence to a root of a system of equations, there are some cases where the method doesn’t work. For example, Newton’s method cannot be applied for a multiple root as the Jacobian is close to singular around a multiple root. We will discuss the scheme to recover the quadratic convergence of Newton iteration around a multiple root in §3.1.2. Also, Newton’s method does not necessarily terminate and it depends on the starting point of the algorithm. Because of these caveats, we sometimes modify Newton’s operator or manipulate the given system into an applicable one.
1.2 Gröbner bases

As one of its well-known applications, a Gröbner basis can be used to find solutions for polynomial systems. We first review the definition of a Gröbner basis.

**Definition 1.** For any given polynomial ring \( \mathbb{C}[x_1, \ldots, x_n] \) with its monomial order and a finitely generated ideal \( I = \langle f_1, \ldots, f_m \rangle \subset \mathbb{C}[x_1, \ldots, x_n] \), we define a **Gröbner basis** of \( I \) as a set \( G \subset \mathbb{C}[x_1, \ldots, x_n] \) satisfying that \( I = \langle G \rangle \) and \( \text{in}(I) = \langle \text{in}(G) \rangle \) where \( \text{in}(G) = \{ \text{leading term}(g) \mid g \in G \} \).

The following illustrative example from [CLO13] explains how the Gröbner basis technique can be used for finding roots of polynomial systems.

**Example 2.** [CLO13, §2.8 Example 2] Consider the polynomial system

\[
F = \begin{bmatrix}
  x^2 + y^2 + z^2 - 1 \\
  x^2 + z^2 - y \\
  x - z
\end{bmatrix}
\]

and an ideal \( I = \langle x^2 + y^2 + z^2 - 1, x^2 + z^2 - y, x - z \rangle \). If we compute a Gröbner basis of \( I \) with respect to the lexicographic order, we have the following basis:

\[
g_1 = x - z \\
g_2 = y - 2z^2 \\
g_3 = z^4 + \frac{1}{2}z^2 - \frac{1}{4}
\]

Since \( g_3 \) is a univariate polynomial, we solve \( g_3 \) using the quadratic formula. Then, we can substitute the obtained values into \( g_1 \) and \( g_2 \) to eliminate the variable \( z \). It will give roots of the system \( F \). Of course, if finding exact roots for \( g_3 \) is not available, then we use Newton’s method introduced above to \( g_3 \) to find their approximations.

A Gröbner basis is obtained by symbolic algorithms. This means that it often involves
costly computation especially when one deals with a polynomial system with large size. Solving a system of equations using numerical approaches, on the other hand, involves approximates that may produce results faster.

1.3 Homotopy continuation

We review the homotopy continuation algorithm for solving systems of equations. Consider a square polynomial system $F : \mathbb{C}^n \to \mathbb{C}^n$ such that the number of solutions for $F$ is finite. The main idea for the homotopy continuation method is to construct a homotopy between the system we would like to solve and the system which is easy to solve. For this task, we create a start system $G$ such that solutions of $G$ can be obtained readily and paths connecting solutions of $G$ and $F$ are smooth. Then, we consider a linear homotopy continuation

$$H(t) = tG + (1-t)F, \quad t \in [0,1]$$

between the two systems. In an actual implementation, one may use the predictor-corrector technique in [SW05] to track the homotopy numerically. When we have an approximation $x_0$ for a solution $x(t_0)$ of $H(t_0)$ for some $t_0 \in [0,1]$, for $t_1 > t_0$, the predictor step makes a rough approximation $x_1$ for $x(t_1)$ and then the corrector step refines $x_1$. For the predictor step, we obtain an approximation $x_1$ by solving the system of ordinary differential equations

$$\left( \frac{\partial H}{\partial x} x'(t) + \frac{\partial H}{\partial t} \right)_{x=x(t)} = 0$$

which is obtained by differentiating $H(x(t))$ with respect to $t$. The corrector step is done by Newton’s method, introduced in §1.1. Both methods can be performed numerically, and so homotopy continuation gives an approximation for a solution for square polynomial systems.

The homotopy continuation is implemented in several software packages, for example, NumericalAlgebraicGeometry [Ley11], HomotopyContinuation.jl [BT18].
HOM4PS2 [LLT08], PHCpack [Ver99] and so on. **NumericalAlgebraicGeometry** was mainly used in this thesis.

### 1.3.1 Cauchy endgame

In this section, we review some additional considerations when we have a singular root on a homotopy path based on arguments from [SW05]. For a randomly chosen $\gamma \in \mathbb{C}$, consider the homotopy

$$H(t) = t\gamma G + (1 - t)F, \quad t \in [0,1]$$

from 1 to 0. The genericity of $\gamma$ makes almost sure that the points satisfying the homotopy $H(t)$ are regular for all $t \in (0,1]$, and this is called $\gamma$-trick. In this section, we review the way to approximate singular solutions at the target point $t = 0$. As we mentioned in §1.1, Newton’s method is not applicable at a multiple root. Therefore, we use another method which is called the **Cauchy endgame**.

Consider a Puiseux series $x(t) = \sum_{i=0}^{\infty} c_it^{\frac{1}{m}} \in \mathbb{C}\{\{t\}\}$ with integers $i$’s, a positive integer $m$ and complex numbers $c_i$. We say that $x(t)$ is convergent at the origin if it is absolutely convergent on a punctured disk centered at the origin. The **Newton-Puiseux Theorem** (c.f. [Ked01]) says that a polynomial $f \in \mathbb{C}[x][t]$ has a solution $x(t)$ which is a convergent Puiseux series. Hence, for a homotopy $H(t)$ in (1.1) and its isolated solution $x(0)$ for $H(0)$, we can write a homotopy path $x(t)$ as a Puiseux series

$$x(t) = x(0) + \sum_{i=1}^{\infty} c_it^{\frac{1}{m}}.$$

The smallest such $m > 0$ is called the **winding number** of $x(t)$ at $t = 0$. Then, the value of $x(0)$ can be computed numerically by integrating the integral

$$\frac{1}{2\pi i} \oint_{\partial D(0,\epsilon)} \frac{\dot{x}(t)}{t} \, d\dot{t}$$
where \( x(t) = \hat{x}(t^1) \), \( \hat{t} = t^1 \) and \( D(0, \epsilon) \) is a disk with radius \( \epsilon \) contained in the domain of \( \hat{x}(\hat{t}) \).

We illustrate the homotopy continuation method for solving polynomial systems with the following example:

**Example 3** (Running Example). Let us consider a square polynomial system

\[
F(x, y, z) = \begin{bmatrix}
x^3 - 3x^2y + 3xy^2 - y^3 - z^2 \\
z^3 - 3z^2x + 3zx^2 - x^3 - y^2 \\
y^3 - 3y^2z + 3yz^2 - z^3 - x^2
\end{bmatrix}
\]

which is suggested in [Stu02]. It is known that \( F \) has seven roots. Six of them are cyclic shifts of

\[
(x, y, z) = (-.14233 \mp .35878i, .14233 \mp .35878i, \pm .15188i)
\]

and the last one is at the origin with multiplicity 8.

We solve \( F \) using `NumericalAlgebraicGeometry` and it gives total 14 numerical approximations of \( F \). Throughout the thesis, we use this example as a running example and show the correctness of these approximations using various methods.

### 1.4 Solving polynomial systems using monodromy

In this section we introduce the method for solving a generic system in a family of polynomial systems with parametric coefficients using homotopy continuation (§1.3) and monodromy. In other words, we solve a generic system in a family of systems

\[
F_p = (f_p^{(1)}, \ldots, f_p^{(N)}) = 0, \quad f_p^{(i)} \in \mathbb{C}[p][x], \quad i = 1, \ldots, N,
\]

with finitely many parameters \( p \) and \( n \) variables \( x \). For the sake of simplicity, we restrict our attention to linear parametric families of systems, defined as systems with affine linear
parametric coefficients, such that for a generic $p$ we have a nonempty finite set of solutions $x$ to $F_p(x) = 0$. This implies $N \geq n$. The number of parameters is arbitrary, but we require that for a generic $x$ there exists $p$ with $F_p(x) = 0$.

1.4.1 Basic settings, preliminaries and framework overview

Let $m, n \in \mathbb{N}$. For a point $p$ in a parameter space $\mathbb{C}^m$, we consider a linear space of square polynomial systems $F_p$ of size $n$ where polynomials $f_p^{(1)}, \ldots, f_p^{(n)}$ in $F_p$ share the same monomial support in the fixed variables $x = (x_1, \ldots, x_n)$. We denote a parametrized linear variety of systems by $B$ which is called a base space. If we consider an affine linear map $\varphi : p \mapsto F_p$ for $p \in \mathbb{C}^m$, then we have $\varphi(\mathbb{C}^m) = B$.

We consider a set

$$V = \{(F_p, x) \in B \times \mathbb{C}^n \mid F_p(x) = 0\}$$

which is called a solution variety and a projection map $\pi$ from $V$ to $B$. For a technical assumption, we have the fibre $\pi^{-1}(F_p)$ has only finitely many points for a generic $p$ (this structure is called a branched covering). The set of systems in $B$ with non-generic fibre is called the branch locus of $\pi$.

In this setting, we consider a set $\pi_1(B \setminus D)$ of loops in $B \setminus D$ in the same homotopy equivalence class. A loop in $\pi_1(B \setminus D)$ induces a permutation on the fibre $\pi^{-1}(F_p)$ which is called a monodromy action.

Our goal is to find all solutions for one generic system in $\pi(V)$. We first find a pair $(p_0, x_0) \in V$ and use monodromy action to find all other points $x$ satisfying $F_{p_0}(x) = 0$. We further assume that $V$ is irreducible. This assumption implies that the monodromy action is transitive and the converse is also true.
1.4.2 Monodromy

Fix a system $F_p \in B \setminus D$ and consider a loop, i.e. $\tau : [0, 1] \to B \setminus D$ and $\tau(0) = \tau(1) = F_p$, avoiding branch points. Suppose that $\pi^{-1}(F_p) = \{x_1, \ldots, x_d\}$, in other words, there are $d$ many points. Then, we can consider a unique lifting $\tilde{\tau}$. The lifting $\tilde{\tau}$ is now a path in $V$ with $\tilde{\tau}(0) = x_i$ and $\tilde{\tau}(1) = x_j$ for some $1 \leq j \leq d$. Note that the reversal of $\tau$ and $x_j$ lifts to a reversal of $\tilde{\tau}$. Thus, the loop $\tau$ induces a permutation of $\pi^{-1}(F_p)$. In other words, we have a group homomorphism from the fundamental group of $B \setminus D$ based at $F_p$

$$\varphi : \pi_1(B \setminus D, F_p) \to S_d.$$ 

The image of $\varphi$ is called a monodromy group associated to $\pi^{-1}(F_p)$. The monodromy group gives an action on the fiber $\pi^{-1}(F_p)$ by permuting its points.

The construction of the monodromy group above holds for an arbitrary covering with finitely many sheets. The monodromy group is a transitive subgroup of $S_d$ whenever the total space is connected. Since we are working over $\mathbb{C}$, this occurs precisely when the solution variety is irreducible.

**Remark 4.** For a linear family, we can show that there is at most one irreducible component of the solution variety $V$ for which the restriction of the projection $(F_p, x) \mapsto x$ is dominant (that is, its image is dense). We call such component the dominant component. Indeed, let $U$ be the locus of points $(F_p, x) \in \pi^{-1}(B \setminus D)$ such that

- the restriction of the $x$-projection map is locally surjective, and
- the solution to the linear system of equations $F_p(x) = 0$ in $p$ has the generic dimension.

Being locally surjective could be interpreted either in the sense of Zariski topology or as inducing surjection on the tangent spaces. Then either $U$ is empty or $\overline{U}$ is the dominant
component we need, since it is a vector bundle over an irreducible variety, and is hence irreducible.

In the rest of this section, when we say solution variety, we mean the dominant component of the solution variety. In particular, for sparse systems restricting the attention to the dominant component translates into looking for solutions only in the torus $(\mathbb{C}^*)^n$.

1.4.3 Homotopy continuation

We use homotopy continuation for tracking the path in $B$. For generic $F_{p_1}$ and $F_{p_2}$ in $B$, we consider a linear homotopy continuation

$$H(t) = (1 - t)F_{p_1} + tF_{p_2}, \quad t \in [0, 1]$$

between two systems. If $F_{p_1}$ and $F_{p_2}$ are chosen generically, then we have $H(t)$ outside $D$. Thus, all systems in $H(t)$ have the same number of finitely many solutions. As this homotopy lies in $B$, a lifting of $H(t)$ is a path in $V$ and it establishes a one-to-one correspondence between the points in $\pi^{-1}(F_{p_1})$ and $\pi^{-1}(F_{p_2})$. This path in $V$ is called a homotopy path.

Remark 5. We use $\gamma$-trick introduced in §1.3.1 in order to avoid singular homotopy paths. Note that $\gamma F_p$ for $\gamma \in \mathbb{C} \setminus \{0\}$ has the same solutions as $F_p$. Let us scale both ends of the homotopy by taking a homotopy between $\gamma_1 F_{p_1}$ and $\gamma_2 F_{p_2}$ for generic $\gamma_1$ and $\gamma_2$. If the coefficients of $F_p$ are homogeneous in $p$ then

$$H'(t) = (1 - t)\gamma_1 F_{p_1} + t\gamma_2 F_{p_2} = F_{(1-t)\gamma_1 p_1 + t\gamma_2 p_2}, \quad t \in [0, 1],$$

is a homotopy matching solutions $\pi^{-1}(F_{p_1})$ and $\pi^{-1}(F_{p_2})$ where the matching is potentially different from that given by $H(t)$. Similarly, for an affine linear family, $F_p = F'_p + C$ where $F'_p$ is homogeneous in $p$ and $C$ is a constant system, we have

$$H'(t) = (1 - t)\gamma_1 F_{p_1} + t\gamma_2 F_{p_2} = F'_{(1-t)\gamma_1 p_1 + t\gamma_2 p_2} + ((1 - t)\gamma_1 + t\gamma_2)C.$$
We ignore the fact that \( H'(t) \) may go outside \( B \) for \( t \in (0,1) \), since its rescaling,

\[
H''(t) = \frac{1}{(1-t)\gamma_1 + t\gamma_2} H'(t)
\]

\[
= F(1-t)\gamma_1 p_1 + t\gamma_2 p_2 + C = F(1-t)\gamma_1 p_1 + t\gamma_2 p_2, \quad t \in [0,1],
\]

does not leave \( B \) and clearly has the same homotopy paths. Note that \( H''(t) \) is well defined as \( (1-t)\gamma_1 + t\gamma_2 \neq 0 \) for all \( t \in [0,1] \) for generic \( \gamma_1 \) and \( \gamma_2 \).

1.4.4 Graph of homotopies: main ideas

To organize the discovery of new solutions we represent the set of homotopies by a finite undirected graph \( G \). Let \( E(G) \) and \( V(G) \) denote the edge and vertex set of \( G \), respectively. Any vertex \( v \) in \( V(G) \) is associated to a point \( F_p \) in the base space. An edge \( e \) in \( E(G) \) connecting \( v_1 \) and \( v_2 \) in \( V(G) \) is decorated with two complex numbers, \( \gamma_1 \) and \( \gamma_2 \), and represents the linear homotopy connecting \( \gamma_1 F_{p_1} \) and \( \gamma_2 F_{p_2} \) along a line segment (Remark 5). We assume that both \( p_i \) and \( \gamma_i \) are chosen so that the segments do not intersect the branch locus. Choosing these at random satisfies the assumption almost surely, since the exceptional set of choices where such intersections happen is contained in a real Zariski closed set, see [SW05, Lemma 7.1.3].

We allow multiple edges between two distinct vertices but no loops, since the latter induce trivial homotopies. For a graph \( G \) to be potentially useful in a monodromy computation, it must contain a cycle. Some of the general ideas behind the structure of a graph \( G \) are listed below.

- For each vertex \( v_i \), we maintain a subset of known points \( Q_i \subset \pi^{-1}(F_{p_i}) \).

- For each edge \( e \) between \( v_i \) and \( v_j \), we record the two complex numbers \( \gamma_1 \) and \( \gamma_2 \) and we store the known partial correspondences \( C_e \subset \pi^{-1}(F_{p_i}) \times \pi^{-1}(F_{p_j}) \) between known points \( Q_i \) and \( Q_j \).
• At each iteration, we pick an edge and direction, track the corresponding homotopy starting with yet unmatched points, and update known points and correspondences between them.

• We may obtain the initial “knowledge” as a seed pair \((p_0, x_0)\) by picking \(x_0 \in \mathbb{C}^n\) at random and choosing \(p_0\) to be a generic solution of the linear system \(F_p(x_0) = 0\).

We list basic operations that result in transition between one state of our algorithm captured by \(G, Q_i\) for \(v_i \in V(G)\), and \(C_e\) for \(e \in E(G)\) to another.

1. For an edge \(e = v_i \xleftarrow{\gamma_1, \gamma_2} v_j\), consider the homotopy

\[
H^{(e)} = (1 - t)\gamma_1F_{p_i} + t\gamma_2F_{p_j}
\]

where \((\gamma_1, \gamma_2) \in \mathbb{C}^2\) is the label of \(e\).

• Take start points \(S_i\) to be a subset of the set of known points \(Q_i\) that do not have an established correspondence with points in \(Q_j\).

• Track \(S_i\) along \(H^{(e)}\) for \(t \in [0, 1]\) to get \(S_j \subset \pi^{-1}(F_{p_j})\).

• Extend the known points for \(v_j\), that is, \(Q_j := Q_j \cup S_j\) and record the newly established correspondences.

2. Add a new vertex corresponding to \(F_p\) for a generic \(p \in B \setminus D\).

3. Add a new edge \(e = v_i \xleftarrow{\gamma_1, \gamma_2} v_j\) between two existing vertices decorated with generic \(\gamma_1, \gamma_2 \in \mathbb{C}\).

**Example 6.** Figure 1.1 shows a graph \(G\) with 2 vertices and 3 edges embedded in the base space \(B\) with paths partially lifted to the solution variety, which is a covering space with 3 sheets. The two fibers \(\{x_1, x_2, x_3\}\) and \(\{y_1, y_2, y_3\}\) are connected by 3 partial correspondences induced by the liftings of three edge-paths.
Figure 1.1: Selected liftings of 3 edges connecting the fibers of 2 vertices and induced correspondences.

Note that several aspects in this illustration are fictional. There is only one branch point in the actual complex base space $B$ that we would like the reader to imagine. The visible self-intersections of the solution variety $V$ are an artifact of drawing the picture in the real space. Also, in practice we use homotopy paths as simple as possible, however, here the paths are more involved for the purpose of distinguishing them in print.

An algorithm that we envision may hypothetically take the following steps:

1. seed the first fiber with $x_1$;
2. use a lifting of edge $e_a$ to get $y_1$ from $x_1$;
3. use a lifting of edge $e_b$ to get $x_2$ from $y_1$;
4. use a lifting of edge $e_c$ to get $y_2$ from $x_1$;
5. use a lifting of edge $e_a$ to get $x_3$ from $y_2$.

Note that it is not necessary to complete the correspondences (a), (b), and (c). Doing so would require tracking 9 continuation paths, while the hypothetical run above uses only 4 paths to find a fiber. The additional considerations for probabilistic analysis and parallelization were done in [Bli+18].

**Example 7.** Figure 1.2 illustrates two partial correspondences associated to two edges $e_a$ and $e_b$, both connecting two vertices $v_1$ and $v_2$ in $V(G)$. Each vertex $v_i$ stores the array of known points $Q_i$, which are depicted in solid. Both correspondences in the picture are subsets of a perfect matching, a one-to-one correspondence established by a homotopy associated to the edge.

![Figure 1.2: Two partial correspondences induced by edges $e_a$ and $e_b$ for the fibers of the covering map of degree $d = 5$ in Example 7.](image)

Note that taking the set of start points $S_1 = \{x_3\}$ and following the homotopy $H^{(e_a)}$ from left to right is guaranteed to discover a new point in the second fiber. On the other hand, it is impossible to obtain new knowledge by tracking $H^{(e_a)}$ from right to left. Homotopy $H^{(e_b)}$ has the potential to discover new points if tracked in either direction. We can choose $S_1 = \{x_1, x_3\}$ as the starting points for one direction and $S_2 = \{y_3\}$ for the other. In this scenario, following the homotopy from left to right is guaranteed to produce at least one new point, while going the other way may either deliver a new point or augment the
correspondences between the already known points. If the correspondences in (a) and (b) are completed to one-to-one correspondences of the fibers, taking the homotopy induced by the edge $e_a$ from left to right followed by the homotopy induced by edge $e_b$ from right to left would produce a permutation. However, the group generated by this permutation has to stabilize $\{x_2\}$, therefore, it would not act transitively on the fiber of $v_1$. One could also imagine a completion such that the given edges would not be sufficient to discover $x_5$ and $y_4$.

### 1.5 Subdivision methods

In this section, we briefly point out subdivision methods which are also well-known numerical methods for approximating solutions for systems of equations. For a given region for a solution of a system of equations, we subdivide the domain until we know that either there is no solution in all subdivided regions or there is a solution in a piece of subdivided regions and the piece is small enough that all point in this piece are “nice” approximations for the solution.

The bisection method is one of commonly used subdivision methods. Combining this with interval arithmetic and Newton’s method, we have the Krawczyk method which will be introduced in §2.2.
CHAPTER 2
CERTIFYING REGULAR SOLUTIONS OF SYSTEMS OF EQUATIONS

In this chapter, we focus on certifying numerical approximations of regular solutions of square systems of equations, i.e., given (a finite description of) a compact region $I \subset \mathbb{C}^n$ (or $\mathbb{R}^n$) that is conjectured to contain a unique root, execute an algorithm which produces a certificate for the existence and uniqueness of a root in $I$. The algorithms considered in this chapter are based on $\alpha$-theory and the Krawczyk test, which, in turn, are based on Newton iteration. We study how these methods work on polynomial systems by their implementations in Macaulay2 and an example from [Duf+19]. We extend our interest into certifying roots of systems of analytic equations as the theory originally derived for $\alpha$-theory [Sma86] and the Krawczyk operator [Kra69] applies to arbitrary square systems of analytic functions.

2.1 Setting

We describe the classes of functions by seeding a class with a set of basic functions (we informally call them ingredients) and then extending these functions by recursively applying the basic arithmetic operations (addition and multiplication) to the basic functions and constants finitely many times. By adding more variables and equations, other operations, such as division and composition, are possible in the construction.

More explicitly, suppose that the basic functions include both the coordinate functions and additional basic functions $\{g_1, \ldots, g_m\}$. Then, the systems of equations that we con-
struct can be written in the following form (after an appropriate change of variables):

\[
F(x) := \begin{bmatrix}
p_1(x_1, \ldots, x_{n+m}) \\
\vdots \\
p_n(x_1, \ldots, x_{n+m}) \\
x_{n+1} - g_1(x_1) \\
\vdots \\
x_{n+m} - g_m(x_m)
\end{bmatrix}
\]  

(2.1)

where \( p_i \in \mathbb{C}[x_1, \ldots, x_{n+m}] \) for \( i = 1, \ldots, n \).

Suppose that the basic functions are the coordinate functions \( \{x_1, \ldots, x_n\} \), then the class of functions is \( \mathbb{C}[x] = \mathbb{C}[x_1, \ldots, x_n] \), i.e. the class of polynomial systems of equations. This class appears frequently in geometric problems (e.g. [BLR15]) and can be effectively studied via \( \alpha \)-theory and the Krawczyk operator since all but finitely many derivatives vanish. For a practical implementation of the \( \alpha \)-theory approach in this setting, see [HS12].

When the basic functions are the coordinate functions along with univariate analytic functions which satisfy linear differential equations with constant coefficients, the resulting class of functions are the polynomial-exponential functions. In [HL17], Hauenstein and Levandovskyy extend \( \alpha \)-theory-based certification to this case.

### 2.2 The Krawczyk method

In this section, we develop the theory of interval arithmetic and the Krawczyk operator, an interval-based generalization of the Newton operator. We explicitly describe the oracles which are necessary so that the theory described in this section can be developed into an algorithm.
2.2.1 Interval arithmetic

Interval arithmetic performs conservative computations with intervals in order to produce certified computations. For example, suppose that \([a, b]\) and \([c, d]\) are isolating intervals for \(x, y \in \mathbb{R}\), i.e. \(x \in [a, b]\) and \(y \in [c, d]\). Then, interval arithmetic formalizes the conclusion that \(x + y \in [a + c, b + d]\). More precisely, for any arithmetic operation \(\odot\),

\[ [a, b] \odot [c, d] = \{ x \odot y : x \in [a, b], y \in [c, d] \}. \]

For the standard arithmetic operations, there are formulas for the interval versions of these operators, see, e.g. [MKC09] for more details.

These methods can extend to complex numbers by writing intervals in \(\mathbb{C}\) as \([a_1, a_2] + [b_1, b_2]i\). In this case, multiplication of complex interval numbers is computed as

\[
([a_1, a_2] + [b_1, b_2]i)([c_1, c_2] + [d_1, d_2]i) = ([a_1, a_2][c_1, c_2] - [b_1, b_2][d_1, d_2]) + ([a_1, a_2][d_1, d_2] + [b_1, b_2][c_1, c_2])i. \tag{2.2}
\]

We observe that the image of this product may be strictly larger than the set of possible products of elements from the pair of complex intervals. This formulation, however, is critically important in our development of the Krawczyk method in §2.2.2.

We write \(\mathbb{I}\mathbb{C}\) for the set of intervals in \(\mathbb{C}\), and we write \(\mathbb{I}\mathbb{C}^n\) for the set of \(n\)-dimensional boxes in \(\mathbb{C}^n\), i.e. \(n\)-fold products of intervals in \(\mathbb{C}\). For an open set \(U \subseteq \mathbb{C}^n\), we write \(\mathbb{I}U\) for intervals in \(\mathbb{I}\mathbb{C}^n\) which are contained in \(U\). For a function \(F : U \to \mathbb{C}\), an oracle interval extension of \(F\) is an oracle \(\square F : \mathbb{I}U \to \mathbb{I}\mathbb{C}\) such that for any \(I \in \mathbb{I}U\),

\[ \square F(I) \supseteq F(I) := \{ F(x) : x \in I \}. \]

In other words, \(\square F(I)\) is an interval containing the image of \(F\) on \(I\). For polynomial sys-
tems, such oracles can be constructed using interval arithmetic, see, e.g. [MKC09; RR84] for details.

2.2.2 The Krawczyk method

The Krawczyk operator combines both interval arithmetic and a generalization of the Newton operator in order to develop a certified test for an isolated root of a square system of equations in a region. The Krawczyk operator is one member of the family of interval-based Newton-type methods, see, e.g. [MKC09, §8] and the references therein for more details. In most presentations of the Krawczyk operator, see, e.g. [Kra69; MKC09], the operator is only described for real variables. There are some subtle differences that arise in the complex setting; therefore, in this section, we provide the theory for the Krawczyk operator for complex variables.

Suppose that, for an open set $U \subset \mathbb{C}^n$, $F : U \rightarrow \mathbb{C}^n$ is a square differentiable system of functions and let $Y \in GL_n$ the set of $n \times n$ invertible matrices. We observe that $F(x^*) = 0$ if and only if $x^*$ is a fixed point of $G(x) := x - Y F(x)$. We note that if $Y$ were replaced by $F'(x^*)^{-1}$, then this function would be the Newton operator. The correspondence between the fixed points of $G$ and the roots of $F$ is the motivation for the Krawczyk operator:

**Definition 8.** Let $U \subset \mathbb{C}^n$ be an open set and $F : U \rightarrow \mathbb{C}^n$ be a square differentiable system of functions such that $F'$ has an interval extension $\square F'$. Let $y \in I \in \mathbb{U}$ and $Y \in GL_n$. The **Krawczyk operator** centered at $y$ is defined to be

$$K_y(I) := y - Y F(y) + (I_n - Y \square F'(I))(I - y),$$

where $I_n$ is the $n$-dimensional identity matrix.

When the domain and codomain are real, the Krawczyk operator is an interval extension of the function $G$ using the **mean value form**, see, e.g. [MKC09, §6]. In the complex case, however, there is no mean value theorem, but with the definition of complex multiplication
for intervals from Equation (2.2), the Krawczyk operator remains an interval extension of the function \( G \).

**Lemma 9.** Let \( U \subset \mathbb{C}^n \) be an open set and \( F : U \to \mathbb{C}^n \) be a square differentiable system of functions such that \( F' \) has an interval extension \( \Box F' \). Let \( y \in I \in \mathbb{I} U \) and \( Y \in GL_n \). Then,

\[
G(I) \subseteq K_y(I).
\]

**Proof.** We observe that \( K_y(I) = G(y) + (I_n - Y \Box F')(I - y) \), so it is enough to show that for any \( z \in I \), \( G(z) - G(y) \in (I_n - Y \Box F')(I - y) \). Let \( w = \Re(z) + i\Im(y) \); we note that \( w \in I \) since \( I \) is a rectangle. Then, we consider the real path form \( y \) to \( w \) and the purely imaginary path from \( w \) to \( z \). Considering these two paths as functions of a real variable, we use the mean value theorem on each path and on the real and imaginary parts of \( G \) separately. Fix \( 1 \leq j \leq n \). After applying the Cauchy-Riemann equations, each of \( G_j(w) - G_j(y) \) and \( G_j(z) - G_j(w) \) can be written in terms of the real and imaginary parts of \( G_j' \) at appropriate points times \( (w - y) \) or \( (z - w) \). Then, the sum of these two formulae correspond to elements of the four products appearing in Equation (2.2). By repeating this computation for each \( j \), we conclude that \( G(z) \in K_y(I) \). We begin by observing that \( I_n - Y \Box F'(I) \) is an interval matrix containing \( G'(I) \). Our plan, for a fixed \( z \in I \), is to write \( G(z) - G(y) \) in terms of elements of \( G'(I) \), \( \Re(z - y) \), and \( \Im(z - y) \) in order to conclude the desired containment.

Let \( w = \Re(z) + i\Im(y) \), and consider the path from \( y \) to \( w \), which is a real path, followed by the path from \( w \) to \( z \), which is purely imaginary path. Fix \( 1 \leq j \leq n \). By the real mean value theorem, there are some \( c_1 \) and \( c_2 \) along the line between \( y \) and \( w \) so that \( \nabla_{\Re}(\Re G_j(c_1)) \cdot (w - y) = \Re G_j(w) - \Re G_j(y) \) and \( \nabla_{\Re}(\Im G_j(c_2)) \cdot (w - y) = \Im G_j(w) - \Im G_j(y) \). Here, the subscript indicates that the derivative is only being taken with respect to the real variable. Similarly, along the line between \( w \) and \( z \), there are some \( c_3 \) and \( c_4 \) so that \( \nabla_{\Im}(\Re G_j(c_3)) \cdot \Im(z - w) = \Re G_j(z) - \Re G_j(w) \) and \( \nabla_{\Im}(\Im G_j(c_4)) \cdot \Im(z - w) =
\[ \Im G_j(z) - \Im G_j(w), \] where the derivative is being taken with respect to the complex variable. Putting these together (and multiplying by \(i\) as appropriate), we get

\[
G_j(w) = G_j(y) + \nabla \Re(\Re G_j(c)) \cdot (w - y) + i\nabla \Im(\Im G_j(c)) \cdot (w - y)
\]

\[
G_j(z) = G_j(w) - i\nabla \Im(\Re G_j(c)) \cdot (z - w) + \nabla \Re(\Im G_j(c)) \cdot (z - w).
\]

Using the Cauchy-Riemann equations, we find that

\[
G_j(w) = G_j(y) + \Re G_j'(c_1) \cdot (w - y) + i\Im G_j'(c_2) \cdot (w - y)
\]

\[
G_j(z) = G_j(w) + i\Im G_j'(c_3) \cdot (z - w) + \Re G_j'(c_4) \cdot (z - w).
\]

Therefore,

\[
G_j(z) = G_j(y) + \Re G_j'(c_1) \cdot (w - y) + i\Im G_j'(c_2) \cdot (w - y) + \Re G_j'(c_3) \cdot (z - w) + \Re G_j'(c_4) \cdot (z - w) + i\Im G_j'(c_2) \cdot (w - y).
\]

Finally, we observe that since each \(c_i\) is in \(I\), the real and imaginary parts of \(G_j'(c_i)\) are in the \(j^{\text{th}}\) row of \(I_n - Y \square F'(I)\). In addition, since \(w - y = \Re(z - y)\) and \(z - w = i\Im(z - y)\), it follows that the differences \(w - y\) and \(z - w\) are also in the corresponding real and imaginary parts of \(I - y\). Finally, the four products appearing in Equation (2.3) correspond to elements of the four products appearing in Equation (2.2). By repeating this for each \(1 \leq j \leq n\), independently, we conclude that \(G(z) \in K_y(I)\) and the desired inclusion holds.

In the following theorem, we collect a few facts about detecting the existence and uniqueness of roots using the Krawczyk operator. We include the proof for completeness.

**Theorem 10** (c.f. [Kra69]). Let \(U \subset \mathbb{C}^n\) be an open set and \(F : U \to \mathbb{C}^n\) be a square differentiable system of functions such that \(F'\) has an oracle interval extension \(\square F'\). Let \(y \in I \in \mathbb{I}U\) and \(Y \in GL_n\). The following hold:

1. If \(x \in I\) is a root of \(F\), then \(x \in K_y(I)\),
2. If $K_y(I) \subset I$, then there is a root of $F$ in $I$, and

3. If $I$ contains a root of $F$ and $\sqrt{2}\|I_n - Y\Box F'(I)\| < 1$, then the root in $I$ is unique.

Here, $\|I_n - Y\Box F'(I)\|$ denotes the maximum operator norm of a matrix in $I_n - Y\Box F'(I)$ under the max-norm.

**Proof.** (1) Since $x$ is a fixed point of the function $G$ if and only if $x$ is a root of $F$, by the properties of interval extensions, if $x \in I$ is a root of $F$, then $G(x) = x$ is in $K_y(I)$. (2) If $K_y(I) \subset I$, then the image of the function $G$ on $I$ is a subset of $I$, so, by Brouwer’s fixed point theorem, $G$ has a fixed point, i.e. a root of $F$. (3) We observe that by expanding the proof of Lemma 9, we find that for all $z_1, z_2 \in I$,

$$G(z_1) - G(z_2) \in \Box G'(I) \cdot \Re(z_1 - z_2) + \Box G'(I) \cdot \Im(z_1 - z_2).$$

Thus,

$$\|G_1(z_1) - G(z_2)\|_\infty \leq \|I_n - Y\Box F'(I)\| \|\Re(z_1 - z_2)\|_\infty + \|I_n - Y\Box F'(I)\| \|\Im(z_1 - z_2)\|_\infty.$$

The Cauchy-Schwartz inequality and the assumption imply that

$$\|G_1(z_1) - G(z_2)\|_\infty \leq \sqrt{2}\|I_n - Y\Box F'(I)\| \|z_1 - z_2\|_\infty < \|z_1 - z_2\|_\infty,$$

and we conclude that the $G$ function is contractive within $I$. \hfill \Box

**Remark 11.** The results of Theorem 10 apply when $\mathbb{C}$ is replaced by $\mathbb{R}$. In fact, in the case of $\mathbb{R}$, the uniqueness test simplifies to $\|I_n - Y\Box F'(I)\| < 1$, i.e. without the $\sqrt{2}$ factor.

Theorem 10 serves as a proof of correctness of the following algorithm.
KrawczykTest($F, I, Y, y, □F'$):

**Input:** A square differentiable system of functions $F : U \rightarrow \mathbb{C}^n$ for an open set $U \subset \mathbb{C}^n$, an interval $I \in \mathbb{I}$, an invertible matrix $Y \in GL_n$, a point $y \in I$ and an interval extension $□F'$.

**Output:** The boolean value of a condition that implies that “the interval $I$ contains a unique nonsingular root $x$ of $F$”.

\[\text{return } K_y(I) \subset I \text{ and } \sqrt{2}\|I_n - Y□F'(I)\| < 1\]

In practice, the preconditioning matrix $Y$ is chosen to make $\|I_n - Y□F'(I)\|$ as small as possible. Without additional information, a good choice is often an approximation to $F'(m(I))^{-1}$, provided it exists, along with $y = m(I)$, i.e. the midpoint of $I$.

We also observe that it might not be possible to evaluate $F(y)$ exactly. Therefore, we consider a generalization of the Krawczyk operator. Suppose that there is an oracle $□F$ which, on input $y \in \mathbb{C}^n$, returns an interval $□F(y)$ containing $F(y)$. Then, we may replace $F(y)$ by $□F(y)$ in the definition of the Krawczyk operator as follows:

\[\square K_y(I) = y - Y\square F(y) + (I_n - Y\square F'(I))(I - y).\] (2.4)

We observe that $K_y(I) \subset □K_y(I)$. Therefore, when the corresponding existence and uniqueness results hold for $□K_y(I)$, they also hold for $K_y(I)$. By combining this operator with Theorem 10, we arrive at a certified test for the Krawczyk operator. In particular, checking that both $□K_y(I) \subset I$ and $\sqrt{2}\|I_n - Y\square F'(I)\| < 1$ hold, we certify that $I$ contains a unique root of $F$. In this case, any point of $I$ approximates the root of $F$ in $I$.

### 2.3 Smale’s α-theory

In this section, we recall Smale’s α-theory, which is used to certify the solutions of square systems of analytic functions. Let $F : U \rightarrow \mathbb{C}^n$ be a square system of analytic functions.
defined on open set $U \subset \mathbb{C}^n$. Quadratic convergence of $\{N_F^k(x)\}$ to a solution of $F$ is defined as follows:

**Definition 12.** A point $x \in \mathbb{C}^n$ is called an approximate solution to $F$ with associated solution $x^*$ with $F(x^*) = 0$ if for every $k \in \mathbb{N}$,

$$\|N_F^k(x) - x^*\| \leq \left(\frac{1}{2}\right)^{2k-1} \|x - x^*\|.$$ 

If $F'(x)$ is not invertible, then $x$ is an approximate solution if and only if $F(x) = 0$.

$\alpha$-theory provides a certificate for a point $x$ to be an approximate solution to $F$ using three values: $\alpha(F,x)$, $\beta(F,x)$ and $\gamma(F,x)$. If $F'(x)$ is invertible, we define

$$\alpha(F,x) := \beta(F,x)\gamma(F,x)$$

$$\beta(F,x) := \|x - N_F(x)\| = \|F'(x)^{-1}F(x)\|$$

$$\gamma(F,x) := \sup_{k \geq 2} \|\frac{F'(x)^{-1}F^{(k)}(x)}{k!}\|^{rac{1}{k-1}}$$

(2.5)

where $F^{(k)}(x)$ in the definition of $\gamma(F,x)$ is a symmetric tensor whose components are the $k$-th partial derivatives of $F$, see [Lan83, §5]. The norm in $\beta(F,x)$ is the usual Euclidean norm and the norm in $\gamma(F,x)$ is the operator norm on $S^k\mathbb{C}^n$ (for details, see [HS12]).

When $F'$ is not invertible at $x$, we define $\alpha(F,x) = \beta(F,x) = \gamma(F,x) = \infty$, but we do not consider this case. The following theorem is the main theorem of $\alpha$-theory:

**Theorem 13.** ([HS12, Theorem 2]) Let $F : \mathbb{C}^n \to \mathbb{C}^n$ be a system of analytic functions, and let $x$ be any point in $\mathbb{C}^n$. If

$$\alpha(F,x) < \frac{13 - 3\sqrt{17}}{4},$$

then $x$ is an approximate solution for $F$. Moreover, $\|x - x^*\| \leq 2\beta(F,x)$ where $x^*$ is the associated solution to $x$. 
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Moreover, with a stricter test, $\alpha$-theory also provides a way to identify when other points approximate the same root of $F$. This is expressed in the following theorem:

**Theorem 14** ([Blu+12, Theorem 4 and Remark 6, §8]). Let $F : \mathbb{C}^n \to \mathbb{C}^n$ be a system of analytic functions, and let $x$ be any point in $\mathbb{C}^n$. If

$$\alpha(F, x) < 0.03 \quad \text{and} \quad \|x - y\| < \frac{1}{20\gamma(F, x)},$$

then $x$ and $y$ are approximate solutions to the same root of $F$. Also, there is a unique root $x^*$ of $F$ in the ball centered at $x$ with radius $\frac{1}{20\gamma(F, x)}$. Furthermore, if $\|x - \overline{x}\| > 4\beta(F, x)$, then $x^*$ is not real.

**Remark 15.** The results of Theorems 13 and 14 apply when $\mathbb{C}$ is replaced by $\mathbb{R}$. In particular, if $x$ is real and both $F$ and $F'$ are real-valued over $\mathbb{R}$, then, when the hypotheses of these theorems are satisfied, the corresponding root of $F$ is real.

We observe that in many cases, $\beta$ can be explicitly computed or bounded. For example, suppose there are oracles $\square F(x)$ and $\square F'(x)$ that return intervals or boxes containing $F(x)$ and $F'(x)$. Then, $\beta(F, x)$ can be estimated by bounding $\square F'(x)^{-1} \square F(x)$. In §2.5.2, we show that such oracles exist for $D$-finite functions. Therefore, throughout the remainder of this section, we focus on bounding the value of $\gamma(F, x)$.

In most applications of $\alpha$-theory the key step is to compute (or bound) $\gamma$. In this section, we recall the construction in [SS00, §I-3] for the case where $F = P$ is a square polynomial system, i.e. $m = 0$ in Equation (2.1). These bounds are needed for the polynomial part for the general case of Equation (2.1).

For a polynomial $p = \sum_{|\nu| \leq d} a_\nu x^\nu$, we recall that the Bombieri-Weyl norm is defined as

$$\|p\|^2 = \frac{1}{d!} \sum_{|\nu| \leq d} \nu!(d - |\nu|)! |a_\nu|^2.$$
For a system of polynomials $P = (p_1, \ldots, p_n)$, we define

$$\|P\|^2 = \sum_{i=1}^{n} \|p_i\|^2.$$ 

Moreover, we let $d_i = \deg p_i$ be the degree of the $i$th polynomial and $d = \max d_i$ be the maximum degree of the polynomials. For a point $x \in \mathbb{C}$, we denote $1 + \sum_{i=1}^{n} |x_i|^2$ by $\|(1, x)\|^2$, and we let $\Delta_P(x)$ be the diagonal matrix with entries

$$\Delta_P(x)_{ii} := \sqrt{d_i \|(1, x)\|^{d_i-1}}.$$ 

With these definitions in hand, we may use them to bound $\gamma$ for a polynomial system as follows:

**Proposition 16** ([HS12, Proposition 5]). Let $P$ be a square system of polynomials and suppose that $P'(x)$ is nonsingular at $x \in \mathbb{C}^n$. Define

$$\mu(P, x) := \max \left\{ 1, \|P\| \|P'(x)^{-1} \Delta_P(x)\| \right\}$$

where the norm in $\|P'(x)^{-1} \Delta_P(x)\|$ is the operator norm. Then,

$$\gamma(P, x) \leq \frac{\mu(P, x)d^\frac{3}{2}}{2\|(1, x)\|}.$$ 

### 2.4 Certifying solutions of polynomial systems

Based on two different methods, we certify regular roots of polynomial systems. For polynomial systems, the Krawczyk method and $\alpha$-theory are implemented as a package NumericalCertification [Lee19] in Macaulay2 [GS]. The readers who seek for a stand-alone software package can refer to alphaCertified [HS11]. We introduce how the package works and we apply this to certify approximations of regular roots obtained by a Macaulay2 package MonodromySolver [Duf+].
2.4.1 Implementation: NumericalCertification

We introduce the Macaulay2 package NumericalCertification. As we suggested two methods in the previous section, the main functionality of our package is certifying regular roots of the square polynomial system using these. We have two main functions \texttt{krawczykMethod} and \texttt{certifySolution} which respectively uses the Krawczyk method and \( \alpha \)-theory. In order to define an input polynomial systems we use the function \texttt{polySystem} in the package NumericalAlgebraicGeometry [Ley11]. The package supports the computation for \( \mathbb{Q}, \mathbb{R}, \mathbb{C} \) and Gaussian rational \( \mathbb{Q}(i) \), and we display the examples on \( \mathbb{C} \). As a running example we use the system from Example 3.

\begin{verbatim}
  i1 : R = CC[x,y,z];
  i2 : F = polySystem {x^3 - 3*x^2*y + 3*x*y^2 - y^3 - z^2,
                      z^3 - 3*z^2*x + 3*z*x^2 - x^3 - y^2,
                      y^3 - 3*y^2*z + 3*y*z^2 - z^3 - x^2};
\end{verbatim}

We use an approximation to one of roots of \( F \)

\((x, y, z) \approx (-.142332 - .358782i, .142332 - .358782i, .151879i)\)

obtained by NumericalAlgebraicGeometry.

2.4.1.1 krawczykMethod

In order to implement interval arithmetic in Macaulay2, we define a new class of data type \texttt{Interval} which can be defined by a function \texttt{interval}. Let us consider the above system and an interval vector consisting of intervals of radius \( .001 \) centered at \( (x, y, z) \).

\begin{verbatim}
  i3 : (I1, I2, I3) = toSequence apply(o8, i ->
                             interval(i-0.001-0.001*ii,i+0.001+0.001*ii));
\end{verbatim}
Using a function `intervalOptionList`, we substitute intervals into corresponding variables.

```plaintext
i4 : o = intervalOptionList {("x" => "I1"), ("y" => "I2"),
("z" => "I3")};

i5 : krawczykMethod(F,o)
given interval contains a unique solution

o5 = true
```

### 2.4.1.2 certifySolution

Using a function `point` in `NumericalAlgebraicGeometry` we define an approximation for a root of the system.

```plaintext
i6 : p1 = point{{-0.142332-0.358782*ii,
       0.142332-0.358782*ii, 0.151879*ii}};

i7 : p2 = point{{(-3.38813e-20-4.23516e-20*ii,
       -3.38813e-20-4.23516e-20*ii,
       -3.38813e-20-4.23516e-20*ii)};

-- an approximation for a multiple root

i8 : P = {p1,p2};
```

In addition to `p1`, we define `p2` an approximation for the singular solution (at the origin) to observe how the package reacts in the case of failure. Then, it shows the following certification result:

```plaintext
i9 : certifySolution(F,P)

o9 = ((p1), 
     ((1.09874e-11, 7.44879e-14, 147.505)))

do9 : Sequence
```

It shows that `p1` is the only approximate solution of `F`. Also, we have the values of three parameters $(\alpha(F,x), \beta(F,x), \gamma(F,x)) = (1.09874 \cdot 10^{-11}, 7.44879 \cdot 10^{-14}, 147.505)$. Note
that the implementation does not prove the correctness of \( p2 \) even though it is close to an actual root at the origin. The way to certify this approximation will be introduced in §3.

2.4.1.3 An application to MonodromySolver

In this section, for an application of NumericalCertification, we consider the numerical solver MonodromySolver [Duf+] in Macaulay2 which implements the algorithms introduced in §1.4. The package MonodromySolver uses the functionality of the package NumericalAlgebraicGeometry [Ley11].

Note that the algorithms we use are driven partly by heuristics. As a post-processing step, we can certify the completeness and correctness of the solution set to a polynomial system computed with our main method. This is possible in the scenario when

- the parameteric system is square,
- all solutions are regular (the Jacobian of the system is invertible), and
- the solution count is known.

We can use Smale’s \( \alpha \)-theory to certify an approximation to a regular solution of a square system. Using a function certifySolutions, we determine whether the given solution is an approximate zero of the given polynomial system.

In the following example, all arithmetic and linear algebra operations are done over the field of Gaussian rationals \( \mathbb{Q}(i) \). To use this certification method we first convert the coefficients of the system to Gaussian rationals, then perform certification numerically.

Example 17 (Nash equilibria). Semi-mixed multihomogeneous systems arise when one is looking for all totally mixed Nash equilibria (TMNE) in game theory. A specialization of mixed volume using matrix permanents gives a concise formula for a root count for systems arising from TMNE problems [EV14]. We provide an overview of how such systems are constructed based on [EV14]. Suppose there are \( N \) players with \( m \) options each. For
player \( i \in \{1, \ldots, N\} \) using option \( j \in \{1, \ldots, m\} \) we have the equation \( P_j^{(i)} = 0 \), where

\[
P_j^{(i)} = \sum_{k_1, \ldots, k_{i-1}, k_{i+1}, \ldots, k_N} a_{k_1, \ldots, k_{i-1}, j, k_{i+1}, \ldots, k_N}^{(i)} p_{k_1}^{(1)} \ldots p_{k_{i-1}}^{(i-1)} \ldots p_{k_{i+1}}^{(i+1)} \ldots p_{k_N}^{(N)}. \tag{2.6}
\]

The parameters \( a_{k_1, k_2, \ldots, k_N}^{(i)} \) are the payoff rates for player \( i \) when players \( 1, \ldots, i-1, i+1, \ldots, N \) are using options \( k_1, \ldots, k_{i-1}, k_{i+1}, \ldots, k_N \), respectively. Here the unknowns are \( p_{k_j}^{(i)} \), representing the probability that player \( i \) will use option \( k_j \in \{1, \ldots, m\} \). There is one constraint on the probabilities for each player \( i \in \{1, \ldots, N\} \), namely the condition that

\[
p_1^{(i)} + p_2^{(i)} + \cdots + p_m^{(i)} = 1. \tag{2.7}
\]

The system (2.6) consists of \( Nm \) equations in \( Nm \) unknowns. Condition (2.7) reduces the number of unknowns to \( N(m-1) \). Lastly, we eliminate the \( P_j^{(i)} \) by constructing

\[
P_1^{(i)} = p_1^{(i)}, \quad P_1^{(i)} = p_2^{(i)}, \quad \ldots, \quad P_1^{(i)} = p_m^{(i)}, \quad \text{for each } i \in \{1, \ldots, N\}.
\]

The final system is a square system of \( N(m-1) \) equations in \( N(m-1) \) unknowns.

We chose the generic system of this form for \( N = 3 \) players with \( m = 3 \) options for each (see paper-examples/example-Nash.m2 at [Duf+]). The result is a system of six equations in six unknowns and 81 parameters with 10 solutions. We also use NumericalCertification to demonstrate that these solutions can be certified.

### 2.5 Certifying solutions of systems of analytic functions

In this section, we extend our setting into systems with analytic functions. We take the two methods introduced earlier and apply them to a system (2.1) with the class of functions built from the coordinate functions and \( D \)-finite functions. We recall that a \( D \)-finite function \( g \) is a solution to a linear differential equation with polynomial coefficients \( p_k(t) \in \mathbb{C}[t] \), i.e.
a differential equation of the following form:

\[ p_r(t)g^{(r)}(t) + \cdots p_1(t)g'(t) + p_0(t)g(t) = 0. \]  

(2.8)

If \( p_r(0) \) does not vanish, then there is a unique function \( g(t) \) which satisfies both Equation (2.8) and specified initial conditions \( g(0) = c_0, g'(0) = c_1, \ldots, \) and \( g^{(r-1)}(0) = c_{r-1} \). We call the corresponding class of functions \textit{polynomial-D-finite functions}.

2.5.1 \( \alpha \)-theory on an analytic system

We apply the results from §2.3 to systems of the form of Equation (2.1). In particular, we call \( P \) the part of \( F \) consisting of polynomial equations. We begin by observing that the results in [HL17, Theorem 2.3] can be directly generalized to the setting of analytic functions. In particular, we let

\[
\Delta_F = \begin{bmatrix} \Delta P(x) \|P\| \\ I_m \end{bmatrix}
\]

be an \((n + m) \times (n + m)\) diagonal matrix. When \( F' \) is invertible at \( x \in \mathbb{C}^{n+m} \), we define

\[
\mu(F, x) := \max \left\{ 1, \|F'(x)^{-1}\Delta_F\| \right\}.
\]

By the proof of [HL17, Theorem 2.3], we conclude that

\[
\gamma(F, x) \leq \mu(F, x) \sup_{k \geq 2} \left( \left( \frac{d^2}{2\|\cdot, x\|} \right)^{2(k-1)} + \sum_{i=1}^{m} \left| \frac{g_i^{(k)}(x)}{k!} \right|^2 \right)^{\frac{1}{2(k-1)}}.
\]

(2.9)

By the concavity of the of the \(2(k-1)^{th}\) root, it follows that

\[
\gamma(F, x) \leq \mu(F, x) \left( \frac{d^2}{2\|\cdot, x\|} + \sup_{k \geq 2} \sum_{i=1}^{m} \left| \frac{g_i^{(k)}(x)}{k!} \right|^{\frac{1}{k-1}} \right).
\]

(2.9)
Therefore, we observe that, in order to get a bound on $\gamma$, it is enough to bound $\left| \frac{g^{(k)}(t)}{k!} \right|^\frac{1}{k-1}$ independently of $k$ for each ingredient $g_i$. In [HL17], Hauenstein and Levandovskyy find a bound on these quantities using a recurrence relation from the defining linear differential equation with constant coefficients. We achieve such a bound via the Cauchy integral theorem.

**Lemma 18.** Suppose that the following two oracles exist:

1. Given a univariate analytic function $g$ and a point $x \in \mathbb{C}$ in the domain of $g$, there is an oracle which returns a positive value $R > 0$ so that the radius of convergence of a power series for $g$ centered at $x$ is at least $R$.

2. Given a univariate analytic function $g$, a point $x \in \mathbb{C}$ in the domain of $g$, and a radius $r$, there is an oracle which returns $M$ which is an upper bound on the value of $|g|$ on the closed disk $D(x, r)$.

Then, for $k \geq 2$,

$$ \left| \frac{g^{(k)}(t)}{k!} \right|^\frac{1}{k-1} \leq \frac{1}{r} \max \left\{ 1, \frac{M}{r} \right\}. $$

**Proof.** Using Cauchy’s integral theorem, we have that

$$ \left| \frac{g^{(k)}(x)}{k!} \right| = \left| \int_0^1 \frac{g(x + re^{2\pi it})}{(re^{2\pi it})^k} dt \right| \leq \frac{M}{r^k}. $$

Therefore,

$$ \left| \frac{g^{(k)}(x)}{k!} \right|^\frac{1}{k-1} \leq \frac{1}{r} \left( \frac{M}{r} \right)^\frac{1}{k-1}. $$

Since $k \geq 2$, the $(k - 1)^{th}$ root of $\frac{M}{r}$ is bounded as in the statement of the lemma. \qed

From this bound, which is independent of $k$, we can now derive a bound on $\gamma(F, x)$. By substituting this formula into Inequality (2.9), we have a bound on $\gamma(F, x)$. We collect this result in the following theorem:
Theorem 19. Let $U \subset \mathbb{C}^{n+m}$ and consider a system $F : U \to \mathbb{C}^{n+m}$ as in Equation (2.1) and let $x \in \mathbb{C}^{n+m}$. Moreover, assume that there exist oracles as in the statement of Lemma 18. For each $g_i$, let $R_i$ be a positive lower bound on the radius of convergence for $g_i$ at $x_i$ (given by the first oracle in Lemma 18). For each $i$, fix $0 < r_i < R_i$ to be a positive value strictly less than the radius of convergence. Then, using the second oracle in Lemma 18, let $M_i$ be an upper bound on $|g_i|$ on the closed disk $\overline{D}(x_i, r_i)$. For each $i$, let

$$C_i = \frac{1}{r_i} \max \left\{ 1, \frac{M_i}{r_i} \right\}.$$  

Then,

$$\gamma(F, x) \leq \mu(F, x) \left( \frac{d^2}{2\|(1, x)\|} + \sum_{i=1}^{m} C_i \right).$$

Remark 20. We remark that the choice of $r_i$ is critically important in this computation. When $r_i$ is small, $\frac{1}{r_i}$ becomes large, and when $r_i$ is quite large, the disk $\overline{D}(x, r_i)$ approaches a singularity of $g_i$, so $M_i$ is quite large. Therefore, different choices of $r_i$ can affect the value of $C_i$ drastically. We provide experimental data illustrating this issue in §2.5.3.

We observe that we may apply the same approach as in Theorem 19 to both $g'$ and $g''$ to achieve potentially tighter bounds on $\gamma(F, x)$. We make this explicit in the following corollary:

Corollary 21. Suppose that the conditions of Theorem 19 hold and, in addition, the oracles in the statement of Lemma 18 exist for both $g'$ and $g''$. Let $M'_i$ and $M''_i$ be upper bounds on $|g'_i|$ and $|g''_i|$, respectively, given by the oracle from Lemma 18 on $\overline{D}(x_i, r_i)$. Then, the $C_i$ in Theorem 19 can be replaced by

$$C_i = \frac{1}{r_i} \max \left\{ 1, \min \left\{ \frac{M_i}{r_i}, \frac{M'_i}{2}, \frac{M''_i r_i}{2} \right\} \right\}.$$  \hspace{1cm} (2.10)

Proof. We illustrate the key step in the computation for $M'_i$; the other cases are similar or
appear in Theorem 19. We observe that since $k \geq 2$,
\[
\left| \frac{g_i^{(k)}(x)}{k!} \right|^{\frac{1}{k-1}} \leq \frac{(g_i^{(k-1)}(x))^{\frac{1}{k-1}}}{2(k-1)!} \leq \frac{1}{r_i} \left( \frac{M_i}{2r_i} \right)^{\frac{1}{k-1}},
\]
where the second inequality follows from applying the inequality of Lemma 18 to $g'$. By considering the possible magnitudes of $\frac{M_i}{2r_i}$, the desired result follows. \qed

Based on the discussion above we outline an algorithm to certify a root of the system $F$.

**AlphaTest**($F, x, r_i, M_i, M'_i, M''_i$):

**Input:** A differentiable system of functions $F : U \to \mathbb{C}^{n+m}$ for an open set $U \subset \mathbb{C}^{n+m}$, a point $x \in \mathbb{C}^{n+m}$, a positive value $r_i$ such that $0 < r_i < R_i$ for each $i$, and upper bounds $M_i, M'_i, M''_i$ on $|g_i|, |g'_i|, |g''_i|$ on the closed disk $D(x_i, r_i)$ for each $i$.

**Output:** The boolean value of a condition that implies “$x$ is an approximate solution of $F$”.

Compute constants $\beta(F, x), \mu(F, x)$ and $C_i$ in Corollary 21.

return $\beta(F, x) \mu(F, x) \left( \frac{d^2}{2\|1,x\|^2} + \sum_{i=1}^{m} C_i \right) < \frac{13 - 3\sqrt{17}}{4}$.

In the next section, we show that the oracles required by Lemma 18 exist for $D$-finite functions.

**Remark 22.** We observe that the results in this section apply when $\mathbb{C}$ is replaced by $\mathbb{R}$. In particular, real roots are certified using the standard techniques of $\alpha$-theory for real roots. The derived bounds on $\gamma$, however, use the complex values of the radius of convergence and maximum of the function, not merely the real part.

### 2.5.2 The case of $D$-finite functions

In this section, we show that the oracles needed in §§2.2 and 2.3 exist for $D$-finite functions. These oracles fall into two classes: evaluating a $D$-finite function or finding the radius of convergence of a $D$-finite function. We point out that the oracles can be obtained from known software implementations.
2.5.2.1 Evaluating $D$-finite functions

The analytic continuation algorithm of Chudnovsky and Chudnovsky, first presented in [CC90] and further developed in [Hoe99], provides an algorithm to approximate the value of a $D$-finite function. In particular, the package `ore_algebra.analytic` [Mez16] in SageMath [The18] uses this technique and provides functions which compute an interval containing the image of a $D$-finite function over a point or interval.

The output of this algorithm can be used to calculate intervals or boxes containing $F$ and $F'$ when evaluated at points or over intervals (we note that the derivative of a $D$-finite function is also $D$-finite).

**Remark 23.** In the real case, an alternate approximation method using Chebyshev polynomials is presented in [BJM17]. These methods return Chebyshev polynomials such that, on an interval $I$, the point-wise difference between the polynomial and the prescribed $D$-finite function is within a specified error. By applying interval arithmetic on this polynomial, a $D$-finite function can be evaluated on an interval. An implementation of this approximation is available in Maple [Map18] and experimental source code is referenced in [BJM17].

2.5.2.2 The radius of convergence for $D$-finite functions

Mezzarobba and Salvy present an algorithm to compute the majorant series for $D$-finite function in [MS10]. In this case, the radius of convergence for the majorant series is a lower bound on the radius of convergence for the corresponding $D$-finite function. The majorant series provided in [MS10] has a particularly simple presentation, where the radius of convergence can be identified by the vanishing of a linear term in denominator, see [MS10, Equation (18)]. The Maple package `numGfun` [Mez10] and the SageMath [The18] package `ore_algebra.analytic` provide algorithms for computing this majorant series. For extensions and details of the majorant series approach, see [MP98] and [Hoe03].
2.5.3 Experiments

In this section, as a proof of concept, we provide some computational and experimental results for our certification methods for $D$-finite functions, as described in §2.5.2. Our implementations are in SageMath [The18]. We use the `ore_algebra.analytic` package from [Mez16] for evaluation of $D$-finite functions (function `numerical_solution`) and for estimating the radius of convergence for the majorant series of $D$-finite functions (function `leading_coefficient`). The code and all examples in this section are available at

https://github.com/klee669/DfiniteComputationResults

2.5.3.1 Comparison between $\alpha$-theory and the Krawczyk method.

The error function $\text{erf}(t)$ is a basic example of a $D$-finite function which satisfies the following differential equation and initial conditions:

$$\text{erf}''(t) + 2t \text{erf}'(t) = 0, \quad \text{erf}(0) = 0, \quad \text{erf}'(0) = \frac{2}{\sqrt{\pi}}.$$

We note that the error function has no singularities in $\mathbb{C}$. We consider the following square system of equations along with the corresponding square function $F$.

$$\begin{cases} t_1^2 + t_2^2 = 4 \\ 2 \text{erf}(t_1) \text{erf}(t_2) = 1 \end{cases} \quad \text{with} \quad F(t_1, t_2, t_3, t_4) = \begin{bmatrix} t_1^2 + t_2^2 - 4 \\ t_3 t_4 - \frac{1}{2} \\ t_3 - \text{erf}(t_1) \\ t_4 - \text{erf}(t_2) \end{bmatrix}.$$  \hspace{1cm} (2.11)

Using Mathematica [Wol], we find the following potential solution to this system of equations:

$$t = (t_1, t_2, t_3, t_4) = (.480322, 1.94147, .503058, .993961).$$  \hspace{1cm} (2.12)
Using both α-theory and the Krawczyk method, we certify that this point approximates a solution to the system of equations in Equation (2.11). In order to study the accuracy required for the α-theory-based and Krawczyk method-based tests, we round the coordinates of the point in Equation (2.12) to $d$ decimal places and vary $d$ in our experiments appearing in Table 2.1. For Krawczyk method-based tests, we also to specify a region by choosing the box whose side length is $2 \times 10^{-d}$ centered at the rounded approximation. Moreover, we choose $F'(m(I))^{-1}$ as the invertible matrix $Y$ in Equation (2.4).

Table 2.1: Comparison between the precision required for the Krawczyk-based and α-theory-based methods.

<table>
<thead>
<tr>
<th>decimal places</th>
<th>Krawczyk method</th>
<th>α-theory</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>fail</td>
<td>fail</td>
</tr>
<tr>
<td>1</td>
<td>pass</td>
<td>fail</td>
</tr>
<tr>
<td>2</td>
<td>pass</td>
<td>fail</td>
</tr>
<tr>
<td>3</td>
<td>pass</td>
<td>pass</td>
</tr>
</tbody>
</table>

For the Krawczyk method, a pass indicates that the generalization of the Newton operator is contractive within the given region using the test described in §2.2. On the other hand, for the α-theory-based test from §2.3, a pass indicates that the approximation is certified to be an approximate solution. Throughout this example, we use $r = 0.4$ for the α-theory-based test as that gives (nearly) the best value for $r_1$, cf. Remark 20.

We observe that Equation (2.11) is an example of a system which could not be effectively studied using the previous α-theory techniques. We also note that the Krawczyk method succeeds with less precision than the α-theory-based test. This behavior is not surprising as the Krawczyk method has a weaker convergence result and uses less pessimistic estimates in its computation.
2.5.4 The radius for the $\alpha$-theory-based test.

In this section, we provide some experimental data illustrating the care that must be taken in choosing the radius from §2.3, see Remark 20. We consider a Bessel function (of order $\nu$) $y(t) = C_1 Y_\nu(t) + C_2 J_\nu(t)$. This function is a $D$-finite function satisfying the following differential equation:

$$t^2 y''(t) + ty'(t) + (t^2 - \nu^2)y(t) = 0.$$  

We consider the case where $\nu = 9$. In this case, the Bessel function has a regular singularity at $t = 0$, its derivative has singularities at $t = 0, \pm 9$, and the second derivative has singularities at $t \approx 0, \pm 8.2923, \pm 9, \pm 9.7076$. Consider the following system of equations and corresponding system $F$ involving a Bessel function and an error function.

$$\begin{cases}
t_1^2 + t_2^2 = 61 \\
2 \text{erf} \left( \frac{1}{2} (Y_9(t_2) + J_9(t_2)) + t_1 \right) (Y_9(t_2) + J_9(t_2)) = 11 \end{cases}$$

with

$$F(t_1, t_2, t_3, t_4, t_5) = \begin{bmatrix}
t_1^2 + t_2^2 - 61 \\
2t_4t_5 - 11 \\
t_3 - \frac{1}{2}t_5 - t_1 \\
t_4 - \text{erf}(t_3) \\
t_5 - (Y_9(t_2) + J_9(t_2))
\end{bmatrix}.$$

Using Mathematica [Wol], we find the following potential solution to this system of equations:

$$t = (t_1, t_2, t_3, t_4, t_5) = (6.27899, 4.64481, -.38382, -.41274, -13.32563).$$

We apply the $\alpha$-theory-based method of §2.3 in attempt to certify this solution while varying radii (up to $3 \cdot 10^{-2}R$ which is close to the maximal computable radius) using
the experimentally found lower bound for the radius of convergence, \( R = 8.2923 \). We summarize our results in Table 2.2.

<table>
<thead>
<tr>
<th>radius ( 10^{-6}R )</th>
<th>( \gamma(F, t) )</th>
<th>( \alpha(F, t) )</th>
<th>passes ( \alpha )-test?</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 10^{-5}R )</td>
<td>6.9909 \cdot 10^6</td>
<td>1.3078</td>
<td>no</td>
</tr>
<tr>
<td>( 10^{-4}R )</td>
<td>6.9909 \cdot 10^6</td>
<td>.1308</td>
<td>yes</td>
</tr>
<tr>
<td>( 10^{-3}R )</td>
<td>2.2485 \cdot 10^5</td>
<td>.0042</td>
<td>yes</td>
</tr>
<tr>
<td>( 10^{-2}R )</td>
<td>1.9722 \cdot 10^6</td>
<td>.0369</td>
<td>yes</td>
</tr>
<tr>
<td>( 3 \cdot 10^{-2}R )</td>
<td>2.4525 \cdot 10^7</td>
<td>.4588</td>
<td>no</td>
</tr>
</tbody>
</table>

We observe that, as expected from Remark 20, a radius which is either too small or too large (when compared to the distance to the singularity) can result in a need for increased precision in the \( \alpha \)-theory-based test.

### 2.5.4.1 Comparing \( \alpha \)-theory-based tests on polynomial-exponential systems

In this section, we compare the bounds on \( \gamma \) that we derive to those from the polynomial-exponential systems in [HS12]. In particular, we consider the following example in the class of polynomial-exponential systems (which are a special case of polynomial-\( D \)-finite systems):

\[
\{e^{4t} = .0183\} \text{ with } F(t_1, t_2) = \begin{bmatrix} t_2 - .0183 \\ t_2 - e^{4t_1} \end{bmatrix}.
\]

For the approximate solution \((t_1, t_2) = (-1, .018316)\), we compare the bounds on \( \gamma(F, t) \) for the method presented in this thesis to the \( \gamma \) from [HS12], as computed by the software alphaCertified [HS11]. We separate out the three bounds on \( \gamma \) from Corollary 21. Figure 2.1 compares the results from alphaCertified and our method. There, we see that both theoretically and in our implementation, the computed \( \gamma \)-value may be less than that in [HS12], as computed by alphaCertified. We note that, in Figure 2.1, the implementation bounds differ from the theoretical bounds because the package ore_algebra.analytic returns inexact outputs when it evaluates functions over an interval.
Figure 2.1: Comparison of computed $\gamma$ values in this paper to those from the software \texttt{alphaCertified}. $\gamma_0, \gamma_1, \gamma_2$ indicate bounds computed through $\frac{M_i}{r_i}, \frac{M'_i}{2r_i}, \frac{M''_i}{2}$ in (2.10) respectively. $\gamma\text{implementation}$ indicates bounds computed by the implementation. $\gamma_0, \gamma_1, \gamma_2$ and $\gamma\text{implementation}$ have lower values of bounds than \texttt{alphaCertified} for some choices of $r$.

2.5.4.2 Application to an optimization problem

We also use our implementation to solve an optimization problem involving the perimeters of ellipses. Suppose that $E_1, E_2$ are ellipses with major axes of lengths 1 and 2, respectively, whose perimeters sum to 17. Suppose that we want to maximize

$$e_1 A_1 + e_2 A_2$$

where $e_i$ is the eccentricity and $A_i$ is the area of $E_i$. Since the area of an ellipse is the product of $\pi$ and the lengths of its axes, if we let $b_i$ be the length of the minor axis of $E_i$,
this maximization problem is equivalent to the following problem:

\[
\begin{align*}
\text{Maximize} & \quad e_1 b_1 + 2e_2 b_2 \\
\text{subject to} & \quad e_1^2 + b_1^2 = 1 \\
& \quad 4e_2^2 + b_2^2 = 4 \\
& \quad 4E(e_1) + 8E(e_2) = 17
\end{align*}
\]

where \( E(t) = \int_0^1 \frac{\sqrt{1-t^2x^2}}{\sqrt{1-x^2}} dx \) is the complete elliptic integral of the second kind, which satisfies the differential equation

\[
(t - t^3)E''(t) + (1 - t^2)E'(t) + tE(t) = 0.
\]

Liouville [Lio40] showed that \( E(t) \) is not algebraic. We can rewrite this maximization problem as a square system of equations by setting up a Lagrange multiplier system. Since derivatives of \( D \)-finite functions are still \( D \)-finite functions [Hoe99], the square system can be certified by the \( \alpha \) theory- and the Krawczyk method-based approaches. In our experiments, we use the approximate solution

\[
(b_1, b_2) = (.8337853, 1.5601133),
\]

\[
(e_1, e_2) = (.5520888, .6257089) \quad \text{and}
\]

\[
(\lambda_1, \lambda_2, \lambda_3) = (-.3310737, -.4010663, .0590727)
\]

With the choice of the radius \( r = 0.01 \) and an approximate solution with 7 digits of precision, the \( \alpha \)-theory-based test certifies the approximate solution. On the other hand, Krawczyk method-based test requires much less precision, in fact, only 2 digits of precision and a box of side length \( 2 \times 10^{-2} \) are enough to certify this solution.
CHAPTER 3
CERTIFYING MULTIPLE SOLUTIONS OF SYSTEMS OF EQUATIONS

In this section, we consider the local separation bound of isolated multiple solutions of square systems of equations. In other words, for a given multiple root $x^*$ of a square analytic system $F$, we find the minimum distance between $x^*$ and other roots of $F$. The local separation bound is important for providing an upper bound on the number of steps that subdivision-based algorithms perform in order to isolate $x^*$ from other roots of $F$. It also provides a criterion of the quadratic convergence of Newton’s method. The separation bound for roots of multiplicity 2 was studied in [DS01] and roots with Jacobian of corank 1 was done in [Hao+20]. In this section, we focus on the local separation bound for a simple multiple root, i.e. an isolated multiple root of a system satisfying that the deflation algorithm applied on the system and the root terminates after only one iteration. Also, we use the separation bound for certifying an approximation of an isolated multiple root of a system.

3.1 Preliminaries

In this section, we introduce the concepts required to define the multiple roots of our interest. First, we start with the general notion of the local dual space in order to describe the multiplicity structure. From this concept, we define the multiplicity of a zero for a polynomial system and find its lower bound when the zero is isolated. Secondly, a deflation method is suggested which plays an important role to define an explicit family of multiple roots that we want to certify their approximations. Note that these are defined and applied over polynomial systems. Therefore, in this section, we restrict arguments to the system consisting of polynomials. We extend the setting to any square analytic system in §3.2.
3.1.1 Local dual space and multiplicity

The local dual space is a tool to analyze the multiplicity of a zero for a system of equations. Let \( d_\alpha^{x^*} : \mathbb{C}[x] = \mathbb{C}[x_1, \ldots, x_n] \rightarrow \mathbb{C} \) denote the differential functional defined by

\[
d_\alpha^{x^*}(g) = \frac{1}{\alpha_1! \cdots \alpha_n!} \cdot \frac{\partial^{|\alpha|} g}{\partial x_1^{\alpha_1} \cdots \partial x_n^{\alpha_n}}(x^*), \quad \forall g \in \mathbb{C}[x],
\]

where \( x^* \in \mathbb{C}^n \) and \( \alpha = [\alpha_1, \ldots, \alpha_n] \in \mathbb{N}^n \). Let \( I_F \) denote the ideal generated by \( F = \{f_1, \ldots, f_n\} \), where \( f_i \in \mathbb{C}[x] \). The local dual space of \( I_F \) at an isolated zero \( x^* \) is a subspace of \( \mathcal{D}_{x^*} = \text{span}_\mathbb{C}\{d_\alpha^{x^*}\} \)

\[
\mathcal{D}_{F,x^*} = \{\Lambda \in \mathcal{D}_{x^*} \mid \Lambda(g) = 0, \forall g \in I_F\}.
\]

Let \( \mathcal{D}_{F,x^*}^{(k)} \) denote the subspace of \( \mathcal{D}_{F,x^*} \) with differential functionals of order bounded by \( k \), we define

1. breadth \( \kappa = \dim \left( \mathcal{D}_{F,x^*}^{(1)} \right) - \dim \left( \mathcal{D}_{F,x^*}^{(0)} \right) \equiv \dim \ker F'(x^*), \)
2. depth \( \rho = \min \left\{ k \mid \dim \left( \mathcal{D}_{F,x^*}^{(k+1)} \right) = \dim \left( \mathcal{D}_{F,x^*}^{(k)} \right) \right\}, \)
3. multiplicity \( \mu = \dim \left( \mathcal{D}_{F,x^*}^{(\rho)} \right) \).

If \( x^* \) is an isolated multiple zero of \( F \), then \( 1 \leq \kappa \leq n \) and \( \rho < \mu < \infty \). Define the function

\[
H(k) = \begin{cases} 
\dim \left( \mathcal{D}_{F,x^*}^{(0)} \right) \equiv 1 & \text{if } k = 0 \\
\dim \left( \mathcal{D}_{F,x^*}^{(k)} \right) - \dim \left( \mathcal{D}_{F,x^*}^{(k-1)} \right) & \text{otherwise}.
\end{cases}
\]

We call this function as the Hilbert function at \( x^* \). The properties of the Hilbert function are summarized by the following lemma:

**Lemma 24** (c.f. [Sta78; DZ05b]). Let \( H(k) \) be the Hilbert function at \( x^* \). Then, the following holds:

1. \( H(k) = 0 \) for sufficiently large \( k \) if and only if \( x^* \) is an isolated zero.
2. \( H(k) \leq \left( \frac{\kappa + k - 1}{\kappa - 1} \right) \) for all \( k \).

3. If \( H(k) = 0 \) for some \( k \) then \( H(l) = 0 \) for any \( l \geq k \).

4. If \( H(k) = 1 \) for some \( k > 0 \), then \( H(l) \leq 1 \) for any \( l \geq k \).

5. If \( H(k) \leq k \) for some \( k \), then a sequence \( \{H(l)\}_{l=k}^{\infty} \) is non-increasing.

The multiplicity \( \mu \) defined above is sometimes called as “arithmetical multiplicity” [MMM95]. It is closely related to the concept of the multiplicity from the commutative algebra point of view. With the same setting as above, we define “intersection multiplicity” of \( x^* \) as \( \dim_{\mathbb{C}} (\mathbb{C}[x]/\langle f_1, \ldots, f_n \rangle) \) where \( \mathbb{C}[x] \) is the ring of convergent power series at \( x^* \). Then, the following theorem establishes the relationship between the arithmetical multiplicity and the intersection multiplicity.

**Theorem 25.** [DZ05b, Theorem 1] Let \( I_F \) be an ideal in \( \mathbb{C}[x] \) generated by \( F = \{f_1, \ldots, f_n\} \) such that \( F \) has an isolated zero \( x^* \), then the intersection multiplicity of \( x^* \) equals to the arithmetical multiplicity of \( x^* \).

As we only focus on isolated multiple zeros, we just call the two concepts of multiplicities as “multiplicity” without distinguishing them.

The minimum value of the multiplicity \( \mu \) of a zero is obtained from its breadth. Suppose that we have the breadth \( \kappa \), i.e. \( \dim \ker F'(x^*) = \kappa \). For a local ring \((\mathfrak{A}, m)\) and an \( \mathfrak{A} \)-module \( M \), we denote the multiplicity of \( M \) with respect to \( m \) by \( \mu(M) \). We remind the following fact from commutative algebra.

**Proposition 26.** [Bou06, VIII, §7.4, Proposition 7] Suppose that \((\mathfrak{A}, m)\) is a local ring. Let \( s \geq 1 \) be integer satisfying that for \( 1 \leq i \leq s \), there are an integer \( \mathfrak{d}_i > 0 \) and an element \( x_i \) in \( m^{\mathfrak{d}_i} \) with its class \( \xi_i \) in \( m^{\mathfrak{d}_i}/m^{\mathfrak{d}_i + 1} \). Suppose that \( \{x_1, \ldots, x_s\} \) is a regular sequence for \( \mathfrak{A} \). If we denote \( x \) be an ideal of \( \mathfrak{A} \) generated by \( \{x_1, \ldots, x_s\} \), then \( \mu(\mathfrak{A}/x) \geq \mathfrak{d}_1 \cdots \mathfrak{d}_s \cdot \mu(\mathfrak{A}) \).

We now apply this proposition to our setting. The next theorem provides a lower bound for the multiplicity of an isolated multiple root for a square polynomial system.
Theorem 27. Let $F : \mathbb{C}^n \to \mathbb{C}^n$ be any square polynomial system and $x^*$ be an isolated multiple root of $F$ with $\dim \ker F'(x^*) = \kappa < n$. Then, the multiplicity of $x^*$ is at least $2^\kappa$.

Proof. Suppose that $x^*$ has the multiplicity less than $2^\kappa$. Without loss of generality, we may assume that $x^*$ is the origin. First consider the local ring $\mathfrak{A} = \mathbb{C}[x_1, \ldots, x_n]_m$ where $m = \langle x_1, \ldots, x_n \rangle$. Let $f = \langle \tilde{f}_1, \ldots, \tilde{f}_n \rangle$ be an ideal generated by a regular sequence $\{\tilde{f}_1, \ldots, \tilde{f}_n\} \subset \langle f_1, \ldots, f_n \rangle$ for $\mathfrak{A}$. Such a regular sequence exists because $x$ is an isolated root. Since the multiplicity of $x$ is less than $2^\kappa$, we know that $\mu(\mathfrak{A}/f) < 2^\kappa$. Therefore, $\{\tilde{f}_1, \ldots, \tilde{f}_n\}$ has at least $n - \kappa + 1$ linear order elements by Proposition 26. When we observe the basis elements of $D_{F,x^*}$, there are at most $\kappa - 1$ basis elements in $D_{F,x^*}^{(1)}$. This is a contradiction because we have $\dim \ker F'(x) = \kappa$. \hfill \square

Remark 28. 1. The condition that the system is square is necessary. Consider a polynomial system

$$F(x, y) = \begin{bmatrix} x^2 \\ xy \\ y^2 \end{bmatrix}.$$ 

Then, $F$ has an isolated multiple root at the origin with $\kappa = 2$ and $\mu = 3 < 2^\kappa$.

2. The multiplicity of an isolated multiple root can be arbitrarily large. For example, a system

$$F(x, y, z) = \begin{bmatrix} x^n - yz \\ y^n - xz \\ z^n - xy \end{bmatrix}, \quad n \geq 3$$

has an isolated multiple root at the origin and its multiplicity is $2 + 3n$.

The lower bound of the multiplicity will make an important contribution in our main results. When a system is perturbed, a multiple root becomes an cluster of zeros of multiplicity many points. We derive a separation bound for the cluster in §3.4. When we obtain a ball containing the cluster of zeros, the above theorem suggests a lower bound of the
number of roots inside the ball.

3.1.2 Deflation method

A deflation is a class of effective methods to reinstate the quadratic convergence of Newton’s iteration in the case of isolated singular zeros of square polynomial system. The basic idea for a deflation method is to introduce extra equations from original singularities for generating augmented systems with reduced singularities (e.g. multiplicity). In particular, [LVZ06] proposes an effective deflation method, which can be described as follows.

Suppose we are given an isolated singular zero \( x^* \in \mathbb{C}^n \) of a polynomial system \( F : \mathbb{C}^n \to \mathbb{C}^n \), satisfying

1. \( F(x^*) = 0 \),

2. \( \dim \ker F'(x^*) = \kappa > 0 \),

where \( F'(x^*) \) is the Jacobian matrix of \( F \) at \( x^* \). The goal is constructing an augmented system having a root with smaller multiplicity than that of \( x^* \) by introducing new equations obtained from \( F' \). Let \( B \in \mathbb{C}^{n \times (n-\kappa+1)} \) be a random matrix and \( \lambda = (\lambda_1, \lambda_2, \ldots, \lambda_{n-\kappa+1})^\top \) be any vector. Then, \( B \cdot \lambda \) represents a parametrization of an \( n - \kappa + 1 \)-dimensional space in \( \mathbb{C}^n \). As the dimension for the kernel of \( F'(x^*) \) is \( \kappa \), we have \( \ker F'(x^*) \cdot B \cdot \lambda \) which is 1-dimensional. In order to achieve a zero-dimensional solution space, one more linear equation is introduced. For a random vector \( b \in \mathbb{C}^{n-\kappa+1} \), we consider a generic linear equation \( b^\top \lambda - 1 \). Then, with probability one (generic pairs of \( B \) and \( b \) in \( \mathbb{C}^{n \times (n-\kappa+1)} \times \mathbb{C}^{n-\kappa+1} \)), there exists a unique vector \( \lambda = (\lambda_1, \lambda_2, \ldots, \lambda_{n-\kappa+1})^\top \) such that \( (x^*, \lambda) \) is an isolated zero of an augmented system

\[
G = \begin{bmatrix}
F \\
F' \cdot B \cdot \lambda \\
b^\top \cdot \lambda - 1
\end{bmatrix}.
\]
If \((x^*, \lambda)\) remains a singular zero of \(G\), the deflation process is repeated for \(G\) and \((x^*, \lambda)\).

In fact, the extra equations guarantee that \(B \cdot \lambda\) is a random nonzero sample from \(\ker F'(x^*)\). In order to see this more clearly, we propose an equivalent deflation. Let \(V = (V_1, V_2) \in \mathbb{C}^{n \times n}\), satisfying

1. \(V_1 \in \mathbb{C}^{n \times \kappa}, \im V_1 = \ker F'(x^*)\),
2. \(V_2 \in \mathbb{C}^{n \times (n - \kappa)}, \im V_2 = \{\ker F'(x^*)\}^\perp\),

and \(\lambda_1 = (\lambda_1, \ldots, \lambda_\kappa)^\top \in \mathbb{C}^\kappa\) be a random vector. Then with probability one (exceptional \(\lambda_1 = 0\)), there exists a unique vector \(\lambda_2 = 0\) such that \((x^*, 0)\) is an isolated zero of an augmented system

\[
G(x, \lambda_2) = \begin{bmatrix}
F \\
F' \cdot V_1 \cdot \lambda_1
\end{bmatrix}
\]

(3.1)

where \(\lambda = (\lambda_1, \lambda_2)^\top\). The Jacobian matrix of \(G\) at \((x^*, 0)\) is calculated

\[
G'(x^*, 0) = \begin{bmatrix}
F'(x^*) & 0 \\
F''(x^*) \cdot V_1 \cdot \lambda_1 & F'(x^*) \cdot V_2
\end{bmatrix} \in \mathbb{C}^{2n \times (2n - \kappa)},
\]

where \(F''(x^*)\) is the \(n \times n \times n\) tensor consisting of all second order derivatives of \(F\) at \(x^*\). If \(G'(x^*, 0)\) remains singular, the deflation process is repeated for \(G\) and \((x^*, 0)\).

Leykin, Verschelde and Zhao proved that the number of deflation steps is strictly less than \(\mu\) \[LVZ06, Theorem 3.1\]. Dayton and Zeng further proved that it is less than the depth \(\rho\) which is a tighter bound \[DZ05a, Theorem 3\]. Li and Zhi proved that the worst case bound is always true when \(\kappa = 1\) \[LZ12, Theorem 3.8\]. However, by observing from the testing benchmark list in \[DZ05a\], the deflation process for many kinds of the systems with a multiple zero terminates by only one step when \(\kappa > 1\). These isolated singular zeros are of our particular interest.
3.2 Simple multiple roots

In this section, we define singular zeros that we focus on. For a square polynomial system $F : \mathbb{C}^n \to \mathbb{C}^n$, we focus on its isolated multiple zero $x^*$ satisfying the property that the deflation process applied on $F$ and $x^*$ terminates after only one iteration.

In order to deal with this ‘one step deflation sufficient’ zero $x^*$ of $F$ in a more tangible form, we find a characterization of it. This characterization should present a linear operator which can be used to prove the statements in the next section. We show that such a characterization exists.

**Theorem 29.** Let a point $x^* \in \mathbb{C}^n$ be an isolated multiple zero of a polynomial system $F : \mathbb{C}^n \to \mathbb{C}^n$. Define the square matrix

$$B = \begin{bmatrix} F''(x^*)(v_1, v_1) & \cdots & F''(x^*)(v_\kappa, v_\kappa) & F'(x^*) \cdot V_2 \end{bmatrix} \in \mathbb{C}^{n \times n}.$$ 

Then, $B$ is nonsingular for almost all choices of orthonormal bases $\{v_1, \ldots, v_\kappa, V_2\}$ with $\text{im}\{v_1, \ldots, v_\kappa\} = \ker F'(x^*)$ and $\text{im} V_2 = \{\ker F'(x^*)\}^\perp$ if and only if the deflation process terminates after one step for almost all choices of bases $\text{span}_\mathbb{C}\{v_1, \ldots, v_\kappa\} = \text{im} V_1 = \ker F'(x^*)$ and $\lambda_1 = (\lambda_1, \ldots, \lambda_\kappa)^\top \in \mathbb{C}^\kappa$, i.e.

$$G'(x^*, 0) = \begin{bmatrix} F'(x^*) & 0 \\ F''(x^*) \cdot V_1 \cdot \lambda_1 & F'(x^*) \cdot V_2 \end{bmatrix} \in \mathbb{C}^{2n \times (2n - \kappa)},$$

is of full rank.

**Proof.** We start with proving the “only if” direction. First, we prove that $G'(x^*, 0)$ is of full rank for almost all choices of bases $\text{span}_\mathbb{C}\{v_1, \ldots, v_\kappa\} = \ker F'(x^*)$ and $\lambda_1 = (\lambda_1, \ldots, \lambda_\kappa)^\top \in \mathbb{C}^\kappa$ is equivalent to the matrix

$$A = \begin{bmatrix} \sum_{i=1}^\kappa \lambda_i F''(x^*)(v_1, v_i) & \cdots & \sum_{i=1}^\kappa \lambda_i F''(x^*)(v_\kappa, v_i) & F'(x^*) \cdot V_2 \end{bmatrix}$$
is of full rank for almost all choices of bases \( \text{span}_C \{ v_1, \ldots, v_\kappa \} = \ker F'(x^*) \) and \( \lambda_1 = (\lambda_1, \ldots, \lambda_\kappa)^\top \in \mathbb{C}^\kappa \).

Let \( w = (w_1, w_2)^\top \) where \( w_1 \in \mathbb{C}^\kappa, w_2 \in \mathbb{C}^{n-\kappa} \). Then, we have

\[
\text{rank } G'(x^*, 0) = 2n - \kappa
\]
\[
\iff G'(x^*, 0) \begin{bmatrix} V_1 \cdot w_1 \\ w_2 \end{bmatrix} = 0 \text{ implies } w = 0,
\]
\[
\iff F''(x^*) \begin{bmatrix} V_1 \cdot \lambda_1 \\ V_1 \cdot w_1 \end{bmatrix} + F'(x^*) \cdot V_2 \cdot w_2 = 0 \text{ implies } w = 0,
\]
\[
\iff A \cdot w = 0 \text{ implies } w = 0,
\]
\[
\iff \text{rank } A = n.
\]

Without loss of generality assume \( \lambda_1 \neq 0 \), then we prove that \( A \) is of full rank for almost all choices of bases \( \text{span}_C \{ v_1, \ldots, v_\kappa \} = \ker F'(x^*) \) and \( \lambda_1 = (\lambda_1, \ldots, \lambda_\kappa)^\top \in \mathbb{C}^\kappa \) is equivalent to the matrix

\[
C = \begin{bmatrix} F''(x^*) (v'_1, v'_1) & \cdots & F''(x^*) (v'_\kappa, v'_1) & F'(x^*) \cdot V_2 \end{bmatrix}
\]

is of full rank for almost all choices of bases \( \text{span}_C \{ v_1, \ldots, v_\kappa \} = \ker F'(x^*) \), where \( v'_1 = \sum_{i=1}^\kappa \lambda_i v_i \in \ker F'(x^*) \). This is true from the following equivalent statements:
\[
\text{rank}A = n \\
\iff \det \left[ \sum_{i=1}^{\kappa} \lambda_i F''(x^*)(v_1, v_i) \cdots \sum_{i=1}^{\kappa} \lambda_i F''(x^*)(v_{\kappa}, v_i) \quad F'(x^*) \cdot V_2 \right] \neq 0,
\]
\[
\iff \det \left[ F''(x^*)(v_1, \Lambda) \cdots F''(x^*)(v_{\kappa}, \Lambda) \quad F'(x^*) \cdot V_2 \right] \neq 0,
\]
\[
\iff \det \left[ F''(x^*)(v'_1, v_1) \cdots F''(x^*)(v'_1, v_{\kappa}) \quad F'(x^*) \cdot V_2 \right] \neq 0,
\]
\[
\iff \text{rank}C = n
\]

where \( \Lambda = \sum_{i=1}^{\kappa} \lambda_i v_i \). Denote the set of \( n \times n \) unitary matrices by \( \mathcal{U}(n) \). Note that \( \mathcal{U}(n) \) is a manifold. Suppose \( \text{rank}B = n \) with probability one holds on \( \mathcal{U}(n) \). Assume that for the same \( V_2 \) used in \( B \),

\[
C = \begin{bmatrix}
F''(x^*)(v_1, v_1) & \cdots & F''(x^*)(v_{\kappa}, v_1) & F'(x^*) \cdot V_2
\end{bmatrix}
\]

is not of full rank, then there exist \( u \in \mathbb{C}^n, w \in \mathbb{C}^{n-k} \) (\( u \neq 0 \) or \( w \neq 0 \)), such that

\[
u_1 F''(x^*)(v_1, v_1) + \cdots + u_\kappa F''(x^*)(v_{\kappa}, v_1) + F'(x^*) \cdot V_2 \cdot w = 0.
\]

If \( u_2 = \cdots = u_\kappa = 0 \), then \( B \) is not of full rank (normalizing \( v_1 \) by \( \frac{v_1}{\|v_1\|} \) if needed), which is a contradiction. Without loss of generality, we assume \( u_2 \neq 0 \). Let \( v'_2 = u_1 v_1 + \cdots + u_\kappa v_\kappa \), then

\[
F''(x^*)(v_1, v'_2) + F'(x^*) \cdot V_2 \cdot w = 0,
\]

where \( \{v_1, v'_2, v_3, \ldots, v_\kappa\} \) is a basis of \( \ker F'(x^*) \). Clearly, \( \{v_1 + v'_2, v_1 - v'_2, v_3, \ldots, v_\kappa\} \) is also a basis of \( \ker F'(x^*) \). Applying the Gram-Schmidt process, we may assume that
\{v_1 + v'_2, v_1 - v'_2, v_3, \ldots, v_\kappa, V_2\} is an orthonormal basis satisfying

\[
B(v_1 + v'_2, v_1 - v'_2, v_3, \ldots, v_\kappa) = \begin{bmatrix}
F''(x^*)(v_1 + v'_2, v_1 + v'_2), & F''(x^*)(v_1 - v'_2, v_1 - v'_2), & \cdots
\end{bmatrix}
\]

Note that even after the Gram-Schmidt process the directions of first two vectors \(v_1 + v'_2\) and \(v_1 - v'_2\) are not changed. Then, according to equation (3.2), \(B(v_1 + v'_2, v_1 - v'_2, v_3, \ldots, v_\kappa)\) is not of full rank. This is a contradiction. These statements hold for any permutation of \(\{1, \ldots, \kappa\}\).

For the “if” direction, we suppose that \(C\) is of full rank with probability one for almost all choices of bases \(\text{span}_C\{v_1, \ldots, v_\kappa\} = \ker F'(x^*)\). Also, assume that the desired claim is not true. That is, there are a set of orthonormal vectors \(\tilde{v}_1, \ldots, \tilde{v}_\kappa, \tilde{V}_2\) satisfying that \(\text{span}_C\{\tilde{v}_1, \ldots, \tilde{v}_\kappa, \tilde{V}_2\} = \ker F'(x^*)\) and a nontrivial open neighborhood \(\tilde{U} \subset \mathcal{U}(n)\) of \(\{\tilde{v}_1, \ldots, \tilde{v}_\kappa, \tilde{V}_2\}\) such that \(\det B = 0\) for all points in \(\tilde{U}\). Then, the identity theorem implies that \(\det B = 0\) for any point in \(\mathcal{U}(n)\). Let \(\{v_1, \ldots, v_\kappa\}\) be a basis for \(\ker F(x^*)\) with \(\det C \neq 0\) and \(W \in \mathbb{C}^{\kappa \times \kappa}\) be an invertible transformation such that

\[
\tilde{v}_i = \sum_{j=1}^{\kappa} W_{ij} v_j \quad \text{for } i = 1, \ldots, \kappa.
\]

If we express \(\det B\) in terms of \(v_1, \ldots, v_\kappa\), then \(\det B\) is a (homogeneous) polynomial in variables \(W_{ij}\) for \(i, j = 1, \ldots, \kappa\) of degree \(2\kappa\). We show that \(\det B\) is not a zero polynomial,
leading to a contradiction. It is enough to find one nonzero term of $\det B$. Note that

$$
\det B = \det \left[ F''(x^*) \left( \sum_{j=1}^{\kappa} W_{1j} v_j, \sum_{j=1}^{\kappa} W_{1j} v_j \right) \cdots F''(x^*) \left( \sum_{j=1}^{\kappa} W_{\kappa j} v_j, \sum_{j=1}^{\kappa} W_{\kappa j} v_j \right) F'(x^*) \cdot V_2 \right]
$$

$$
= W_{11}^2 W_{22} \cdots W_{\kappa 1} W_{\kappa \kappa} \cdot \det \left[ F''(x^*) (v_1, v_1) \ 2F''(x^*) (v_1, v_2) \ \cdots \ 2F''(x^*) (v_1, v_\kappa) F'(x^*) \cdot V_2 \right] + \text{(other terms)}
$$

Since we have $\det C \neq 0$ as a nonzero coefficient of $W_{11}^2 W_{22} \cdots W_{\kappa 1} W_{\kappa \kappa}$ term, $\det B$ is not a zero polynomial. This is a contradiction. Consequently, we get $\text{rank}B = n$ for almost all choices of orthonormal bases $\{v_1, \ldots, v_\kappa, V_2\}$ such that $\text{im}\{v_1, \ldots, v_\kappa\} = \ker F'(x^*)$ and $\text{im} V_2 = \{\ker F'(x^*)\}^\perp$.

The above characterization directly gives us the definition of simple multiple roots.

**Definition 30.** A point $x^* \in \mathbb{C}^n$ is a simple multiple root of a polynomial system $F : \mathbb{C}^n \to \mathbb{C}^n$, if

1. $x^*$ is an isolated root of $F$,
2. $\dim \ ker F'(x^*) = \kappa > 0$,
3. Let $\{v_1, \ldots, v_\kappa\}$ be a random orthonormal basis of $\ker F'(x^*)$, then with probability one, the linear operator

$$
\mathcal{A} = F'(x^*) + \frac{F''(x^*)}{2} (v_1, \Pi_{v_1} \cdot ) + \cdots + \frac{F''(x^*)}{2} (v_\kappa, \Pi_{v_\kappa} \cdot )
$$

is invertible, where $\Pi_{v_i}$ is the Hermitian projection to $\text{span}_{\mathbb{C}} \{v_i\}$.
In fact, condition 3 is equivalent to the matrix

\[
B = \begin{bmatrix}
F''(x^*)(v_1, v_1) & \cdots & F''(x^*)(v_\kappa, v_\kappa) & F'(x^*) \cdot V_2
\end{bmatrix} \in \mathbb{C}^{n \times n}
\]

being full rank, where \(V_2 \in \mathbb{C}^{n \times (n-\kappa)}\) satisfying \(\{v_1, \ldots, v_\kappa, V_2\}\) is an orthonormal basis with \(\text{im}\{v_1, \ldots, v_\kappa\} = \ker F'(x^*)\) and \(\text{im} V_2 = \{\ker F'(x^*)\}^\perp\). The random choice of orthonormal basis makes it easy to select an invertible matrix \(B\). Using Theorem 29 we can construct a suitable nonsingular linear operator \(A\) to prove the statements in the following sections. The next example shows how to get such \(A\).

**Example 31.** The system

\[
F(x, y, z) = \begin{bmatrix}
x^3 - yz \\
y^3 - xz \\
z^3 - xy
\end{bmatrix}
\]

is suggested in [Stu02], and the deflation process terminates after one step. If we let \(x^*\) be the origin, then the system has a simple multiple root \(x^*\) with \(\kappa = 3, \rho = 4\) and \(\mu = 11\) based on the data in [DZ05a]. If we consider \(v_1 = (-1/3, 2/3, 2/3)\), \(v_2 = (2/3, -1/3, 2/3)\) and \(v_3 = (2/3, 2/3, -1/3)\), then they form an orthonormal basis for \(\ker F'(x^*)\). Also, we check that the matrix

\[
B = F'(x^*) + \sum_{i=1}^{3} \frac{F''(x^*)}{2}(v_i, \Pi v_i) = \begin{bmatrix}
-2/9 & 1/9 & 1/9 \\
1/9 & -2/9 & 1/9 \\
1/9 & 1/9 & -2/9
\end{bmatrix}
\]

is invertible.

We now extend the setting to analytic systems. As pointed out in [DLZ11, Corollary 3], for any analytic system with an isolated zero, the system has the same multiplicity structure as the truncated polynomial system of its Taylor’s series up to order depth at the common zero. Therefore, it is straightforward to generalize Theorem 27 and Theorem 29 to analytic systems with isolated zeros. The following example illustrates the characterization
for simple multiple roots of analytic systems.

**Example 32.** Let

\[
F(x, y, z) = \begin{bmatrix}
(y - z)^3 + (-x - y - z) \sin (x - z) \\
(x - z)^3 - (y - z) \sin (x + y + z) \\
(-x - y - z)^3 + (x - z) \sin (y - z)
\end{bmatrix}
\]

which is equivalent to the system

\[
[u^3 + w \sin (v), v^3 + u \sin (w), w^3 + v \sin (u)]^T
\]

with \( u = y - z, v = x - z \) and \( w = -u - v - w \) in [DLZ11, Example 3]. This system has a zero \( x^* = (0, 0, 0) \) of \( \kappa = 3, \rho = 4 \) and \( \mu = 11 \). If we consider \( v_1 = (1, 0, 0), v_2 = (0, 1, 0) \) and \( v_3 = (0, 0, 1) \), then these vectors form an orthonormal basis for \( \ker F'(x^*) \). Also, we check that the deflated system

\[
G(x, y, z) = \begin{bmatrix}
F \\
-2 \sin (y - z) + (-x - y - z) \cos (x - z) + 3 (y - z)^2 \\
3 (x - z)^2 - 2 (y - z) \cos (x + y + z) - \sin (x + y + z) \\
-6 (-x - y - z)^2 + \sin (y - z) + (x - z) \cos (y - z)
\end{bmatrix}
\]

with the vector \( \lambda = (1, 1, 0)^T \) and its Jacobian matrix

\[
G'(x^*) = \begin{bmatrix}
F'(x^*) \\
-3 & -1 & 1 \\
-1 & -3 & 1 \\
1 & 1 & -2
\end{bmatrix}
\]

is of full rank three, which means that the deflation process terminates by one step. On the
other hand, we check the the matrix

\[ B = F'(x^*) + \sum_{i=1}^{3} \frac{F''(x^*)}{2}(v_i, \Pi_{v_i'}) = \begin{bmatrix} -1 & 0 & 1 \\ 0 & -1 & 1 \\ 0 & 0 & 1 \end{bmatrix} \]

is invertible.

### 3.3 Lemmas

In this section, we suggest and prove inequalities that will be used to derive the separation bound. The desired inequalities provide a lower bound of a distance between the given multiple root and another zero of the system, and the bound only depends on the given system and its multiple root.

Since we extend Theorems 27 and 29 to the case of analytic systems, we deal with a square analytic system from now on. For an analytic system \( F: \mathbb{C}^n \to \mathbb{C}^n \) and its simple multiple root \( x^* \), we assume that \( \dim \ker F'(x^*) = \kappa \). For a randomly chosen orthonormal basis \( \{v_1, \ldots, v_\kappa, V_2\} \) with \( \im \{v_1, \ldots, v_\kappa\} = \ker F'(x^*) \) and \( \im V_2 = \{\ker F'(x^*)\}^\perp \), define an operator

\[ \mathcal{A} = F(x^*) + \sum_{i=1}^{\kappa} \frac{F''(x^*)}{2}(v_i, \Pi_{v_i'}) \]

where \( \Pi_{v_i} \) is a Hermitian projection onto \( \text{span}_\mathbb{C}\{v_i\} \). In the case of simple multiple zeros, we know that the operator \( \mathcal{A} \) is invertible. Moreover, we introduce the parameter \( \gamma_\kappa \) which depends on \( F \) and \( x^* \) such that

\[ \gamma_\kappa(F, x^*) = \max \left\{ 1, \sup_{k \geq 2} \left\| \mathcal{A}^{-1} \frac{F^{(k)}(x^*)}{k!} \right\|^{\frac{1}{k-1}} \right\}. \quad (3.3) \]

We use \( \gamma_\kappa \) if \( F \) and \( x^* \) are obvious in the context. Finally, we employ a constant \( d \) obtained
from the smallest positive real root of

\[ \sqrt{1 - d^2} - (\kappa + 1)\kappa d\sqrt{1 - d^2} - \kappa d^2 - d = 0. \]

The same setting will be used in §3.4 also.

Let \( a, b \in \mathbb{C}^n \) be any two vectors. Then, we know that the angle between \( a \) and \( b \) can be defined by

\[ d_P(a, b) = \arccos \left| \frac{\langle a, b \rangle}{\|a\| \|b\|} \right|. \]

For a simple multiple root \( x^* \) and an arbitrary point \( y \in \mathbb{C}^n \), we define the direction vector \( w = y - x \) between \( x \) and \( y \). Using orthonormal vectors \( \{v_1, \ldots, v_\kappa\} \) obtained from Definition 30, we can represent \( w \) as

\[ w = y - x = \hat{w} + \alpha_1 v_1 + \cdots + \alpha_\kappa v_\kappa. \]

From the trigonometric definition of the angle, we define \( \varphi = d_P(w - \hat{w}, w) \) and \( \varphi_i = d_P(v_i, w) \) for \( i = 1, \ldots, \kappa \). Then, we have

\[ \|\hat{w}\| = \|w\| \sin \varphi, \quad |\alpha_i| = \|w\| \cos \varphi_i \quad \text{and} \quad \|w - \alpha_i v_i\| = \|w\| \sin \varphi_i \quad \text{for} \ i = 1, \ldots, \kappa. \]

We now provide a series of lemmas. The main idea is constructing a lower bound of \( \|w\| \) using the angle \( \varphi \) between \( x^* \) and \( y \). In the next section, we consider \( y \) as another root of \( F \) and this lower bound of \( \|w\| \) gives us the separation bound. The Taylor expansion will be the trick to derive the lower bound of \( \|w\| \). We define a constant angle \( \theta \) such that \( \sin \theta = \frac{d}{\gamma_\kappa} \). As the first step, we deal with the case when \( \varphi \) is big, i.e. \( \varphi \geq \theta \).

**Lemma 33.** Assume that \( \gamma_\kappa \|w\| \leq \frac{1}{2} \) and \( \varphi \geq \theta \) for a fixed \( y \). Then, we have

\[ \|A^{-1} F(y)\| \geq \|w\| \sin \theta - 2\gamma_\kappa \|w\|^2. \]
Proof. Applying the Taylor expansion on $F(y)$ at $x^*$ gives us that

$$F(y) = F(x^*) + F'(x^*)w + \sum_{k \geq 2} \frac{F^{(k)}(x^*)w^k}{k!}$$

$$= A\omega - \sum_{i=1}^{K} \frac{F''(x^*)}{2}(v_i, \Pi v_i w) + \sum_{k \geq 2} \frac{F^{(k)}(x^*)w^k}{k!}$$

(3.4)

We observe that

$$A^{-1} \sum_{i=1}^{K} \frac{F''(x^*)}{2}(v_i, \Pi v_i w) = A^{-1} \sum_{i=1}^{K} \frac{F''(x^*)}{2}(v_i, \alpha_i v_i) = \sum_{i=1}^{K} \alpha_i A^{-1} A v_i = \sum_{i=1}^{K} \alpha_i v_i$$

because we have vectors $v_i$ which are orthonormal. Therefore, multiplying $A^{-1}$ on both sides of (3.4) gives us $\hat{w}$ on the right hand side. When we solve for $\hat{w}$, we obtain

$$\hat{w} = A^{-1}F(y) - \sum_{k \geq 2} A^{-1} \frac{F^{(k)}(x^*)w^k}{k!}.$$

We combine the facts that $\|\hat{w}\| = \|w\| \sin \varphi$ and $\varphi \geq \theta$, leading to the conclusion that

$$\|w\| \sin \theta \leq \|w\| \sin \varphi = \|\hat{w}\|$$

$$\leq \|A^{-1}F(y)\| + \sum_{k \geq 2} \left\|A^{-1} \frac{F^{(k)}(x^*)w^k}{k!}\right\|$$

$$\leq \|A^{-1}F(y)\| + \sum_{k \geq 2} \gamma_{\kappa}^{k-1} \|w\|^k$$

$$\leq \|A^{-1}F(y)\| + \gamma_{\kappa} \|w\|^2 \sum_{k \geq 0} \left(\frac{1}{2}\right)^k$$

$$= \|A^{-1}F(y)\| + 2\gamma_{\kappa} \|w\|^2.$$
Lemma 34. Define the operator

\[ A(\alpha_1, \ldots, \alpha_\kappa) = F'(x) + \sum_{i=1}^\kappa F''(x)(\alpha_i v_i, \Pi_{v_i}) \]

where \( \alpha_i \neq 0 \) for all \( i \). Then, \( A(\alpha_1, \ldots, \alpha_\kappa) \) is nonsingular and

\[ \|A^{-1}(\alpha_1, \ldots, \alpha_\kappa)A(\beta_1, \ldots, \beta_\kappa)\| = \max \left\{ 1, \left| \frac{\beta_1}{\alpha_1} \right|, \ldots, \left| \frac{\beta_\kappa}{\alpha_\kappa} \right| \right\}. \]

Proof. Without loss of generality, take any vector \( z \in \text{span}_C \{v_1\} \). Then, we get

\[ A^{-1}(\alpha_1, \ldots, \alpha_\kappa)A(\beta_1, \ldots, \beta_\kappa)z = \frac{\beta_1}{\alpha_1}z. \]

On the other hand, if we take a vector \( z \in \text{span}_C \{v_1, \ldots, v_\kappa\}^\perp \), then we have that \( A^{-1}(\alpha_1, \ldots, \alpha_\kappa)A(\beta_1, \ldots, \beta_\kappa)z = z \). Hence, we get the desired result.

Assume that we have \( A(\alpha_1, \ldots, \alpha_\kappa) \) such that all \( \alpha_i \) are nonzero. It is possible because \( \{v_1, \ldots, v_\kappa\} \) is chosen generically. We apply this operator to prove the next inequality which is used to deal with the small angle case.

Lemma 35. Assume that \( \gamma_\kappa \|w\| \leq \frac{1}{2} \). Then,

\[ \|A^{-1}F(y)\| \geq \|w\| \min_{i=1,\ldots,\kappa} |\alpha_i| - (\kappa + 1)\gamma_\kappa \|w\|^2 \sum_{i=1}^\kappa \sin \varphi_i \cos \varphi_i - \gamma_\kappa \|w\|^2 \sum_{i=1}^\kappa \sin^2 \varphi_i - 2\gamma_\kappa^2 \|w\|^3. \]

Proof. For brevity, we denote \( A_{\frac{1}{2}} = A(\frac{1}{2}, \ldots, \frac{1}{2}) \), \( A_1 = A(1, \ldots, 1) \) and \( \hat{A}^{-1} = A_{\frac{1}{2}}^{-1} A_1 A_{\frac{1}{2}}^{-1} \).
We apply the Taylor expansion of $f$ centered at $x^*$. Then,

$$F(y) = F(x^*) + F'(x^*)w + \sum_{i=1}^K \frac{F''(x^*)}{2}(\alpha_iv_i, \alpha_iv_i) - \sum_{i=1}^K \frac{F''(x^*)}{2}(\alpha_iv_i, \alpha_iv_i) + \sum_{k=2}^{\infty} \frac{F(k)(x^*)w^k}{k!}$$

$$= A_\frac{w}{2}w - \sum_{i=1}^K \frac{F''(x^*)}{2}(\alpha_iv_i, \alpha_iv_i) + \sum_{k=2}^{\infty} \frac{F(k)(x^*)w^k}{k!}$$

By genericity, we may assume that $A_\frac{w}{2}$ is invertible: $A_\frac{w}{2}$ should also be invertible. Multiplying $A_\frac{w}{2}^{-1}$ on both sides, we get

$$\hat{A}^{-1}F(y) = w + \hat{A}^{-1} \sum_{i=1}^K \frac{F''(x^*)}{2}(\alpha_iv_i, \alpha_iv_i) + \hat{A}^{-1} \sum_{i\neq j}^K \frac{F''(x^*)}{2}(\alpha_iv_i, \alpha_jv_j)$$

$$+ \hat{A}^{-1} \frac{F''(x^*)}{2}(\hat{w}, \hat{w}) + \hat{A}^{-1} \sum_{k=3}^{\infty} \frac{F(k)(x^*)w^k}{k!}.$$

Now, we derive the desired inequality. We first recall that $A_\frac{w}{2} = A$ and

$$|\alpha_i| = \langle w, v_i \rangle \leq \|w\| \leq \gamma_\kappa \|w\| \leq \frac{1}{2}.$$  

Also, we know that $\|A_\alpha^{-1}A_\frac{w}{2}\| = \max_{i=1, \ldots, K} \frac{1}{|\alpha_i|}$ by Lemma 34. We combine these and subtract all terms in the right hand side of the equation (3.5) except for $w$. Then, applying the triangle inequality, we have
\[ \|w\| \leq \max_{i=1,\ldots,\kappa} \frac{1}{|\alpha_i|} \|A^{-1}F(y)\| + \max_{i=1,\ldots,\kappa} \frac{1}{|\alpha_i|} \sum_{i=1}^{\kappa} \|A^{-1}F''(x^*)\| \|\hat{w}\||\alpha_i\alpha_i\| \\
+ \max_{i=1,\ldots,\kappa} \frac{1}{|\alpha_i|} \sum_{i\neq j}^{\kappa} \left\| \frac{A^{-1}F''(x^*)}{2} \right\| \|\alpha_i\alpha_i\|\|\alpha_j\alpha_j\| \\
+ \max_{i=1,\ldots,\kappa} \frac{1}{|\alpha_i|} \left( (\kappa - 1) \sum_{i=1}^{\kappa} \left\| \frac{A^{-1}F''(x^*)}{2} \right\| \right) \|w - \alpha_i\alpha_i\|\|\alpha_i\alpha_i\| \\
+ \max_{i=1,\ldots,\kappa} \frac{1}{|\alpha_i|} \left( \sum_{i=1}^{\kappa} \left\| \frac{A^{-1}F''(x^*)}{2} \right\| \right) \|\hat{w}\|^2 + \max_{i=1,\ldots,\kappa} \frac{1}{|\alpha_i|} \sum_{k \geq 3} \left\| \frac{A^{-1}F^{(k)}(x^*)}{k!} \right\| \|w\|^k. \]

The last inequality is obtained from \( \|\hat{w}\| \leq \|w - \alpha_i\alpha_i\| \) for any \( i \) and \( |\alpha_i\alpha_i| = \|w - \alpha_i\alpha_i\| \) whenever \( i \neq j \). We observe that \( |\alpha_i\| = \|w\| \cos \varphi_i, \|w - \alpha_i\alpha_i\| = \|w\| \sin \varphi_i \) and \( \|\hat{w}\| = \|w\| \sin \varphi \). Then, we have

\[ \cos^2 \varphi = \sum_{i=1}^{\kappa} \cos^2 \varphi_i, \quad \text{and} \quad \sin^2 \varphi \leq \sum_{i=1}^{\kappa} \sin^2 \varphi_i \]

from basic trigonometric equalities. Simplifying the inequality based on the above trigonometric expressions, we get

\[ \|w\| \min_{i=1,\ldots,\kappa} |\alpha_i| \leq \|A^{-1}F(y)\| + (\kappa + 1)\gamma_\kappa \|w\|^2 \sum_{i=1}^{\kappa} \sin \varphi_i \cos \varphi_i \\
+ \gamma_\kappa \|w\|^2 \sum_{i=1}^{\kappa} \sin^2 \varphi_i + 2\gamma_\kappa^2 \|w\|^3 \]

The last term of the inequality attained from the assumption that \( \gamma_\kappa \|w\| \leq \frac{1}{2} \). Solving the inequality for \( \|A^{-1}F(y)\| \) derives the desired result.

The next lemma combines the results from Lemmas 33 and 35.
Lemma 36. For $w$ and $\gamma_\kappa$ satisfying $\gamma_\kappa \|w\| \leq \frac{1}{2}$, we have

1. $\|A^{-1}F(y)\| \geq 2\gamma_\kappa \|w\| \left( \frac{\sin \theta}{2\gamma_\kappa} - \|w\| \right)$ if $\varphi \geq \theta$.

2. $\|A^{-1}F(y)\| \geq 2\gamma_\kappa^2 \|w\|^2 \left( \frac{\sin \theta}{2\gamma_\kappa} - \|w\| \right)$ if $\varphi \leq \theta$.

Proof. For the case of $\varphi \geq \theta$, we get the result from Lemma 33.

Now, assume that we have $\varphi \leq \theta$. Without loss of generality, we fix $\varphi_2, \ldots, \varphi_\kappa$. Then,

$$\min_{i=1, \ldots, \kappa} (\cos \varphi_i) - \gamma_\kappa (\kappa + 1) \sum_{i=1}^\kappa \sin \varphi_i \cos \varphi_i - \gamma_\kappa \sum_{i=1}^\kappa \sin^2 \varphi_i$$

is a (univariate) decreasing function for $\varphi_1 \in [0, \frac{\pi}{4}]$. Since it is decreasing for each $\varphi_i$, the univariate function

$$g(\varphi) := \cos \varphi - \gamma_\kappa (\kappa + 1) \kappa \sin \varphi \cos \varphi - \gamma_\kappa \kappa \sin^2 \varphi$$

is also decreasing for $\varphi \in [0, \frac{\pi}{4}]$. This means that if $\theta \in [0, \frac{\pi}{4}]$, then by Lemma 35 we have

$$\|A^{-1}F(y)\| \geq 2\gamma_\kappa^2 \|w\|^2 \left( \frac{g(\theta)}{2\gamma_\kappa^2} - \|w\| \right)$$

because we assume $\varphi \leq \theta$. Therefore, it is enough to show that

$$\frac{g(\theta)}{2\gamma_\kappa^2} \geq \frac{\sin \theta}{2\gamma_\kappa}.$$  \hspace{1cm} (3.6)$$

Using the definition of $\theta$, we define

$$h(d, \gamma_\kappa) := \sqrt{1 - \frac{d^2}{\gamma_\kappa^2} - (\kappa + 1)\kappa d} \sqrt{1 - \frac{d^2}{\gamma_\kappa^2} - \kappa^2 \gamma_\kappa^2 - d}$$

which is obtained from inequality (3.6). We want to show that $h(d, \gamma_\kappa) \geq 0$ if $\gamma_\kappa \geq 1$. Note that if we consider $h$ as a univariate function of $\gamma_\kappa$, then $h(\gamma_\kappa)$ is increasing when $\gamma_\kappa \geq 1$ for any $d \leq \frac{1}{2}$. Thus, it is enough to check the case of $\gamma_\kappa = 1$ that $h(d, 1) \geq 0$. It is clear
3.4 Main results

In this section, we show our main results. We use the setting of §3.3. The first theorem provides the separation bound for an exact analytic system and its simple multiple root.

**Theorem 37.** Let $x^*$ be a simple multiple root of the given square analytic system $F : \mathbb{C}^n \rightarrow \mathbb{C}^n$. Then, if we let $y$ be another root of $F$, then

$$\|y - x^*\| \geq \frac{d}{2\gamma_k(F, x^*)^2}.$$  

**Proof.** Define $w = y - x^*$. Noting that $F(y) = 0$, if we have $\gamma_k(F, x^*)\|w\| \leq \frac{1}{2}$, then we get

$$\|w\| \geq \frac{\sin \theta}{2\gamma_k(F, x^*)} = \frac{d}{2\gamma_k(F, x^*)^2}$$

from Lemma 36. On the other hand, if $\gamma_k(F, x^*)\|w\| \geq \frac{1}{2}$, the claim follows from the fact that $d < 1$ and $\gamma_k(F, x^*) \geq 1$. 

The next theorem describes the behavior of points close to the multiple root. That is, when a point $y \in \mathbb{C}^n$ different from $x^*$ is contained in some neighborhood of the multiple root, the value of $F(y)$ is strictly greater than 0.

**Theorem 38.** Let $x^*$ be a simple multiple root of the given square analytic system $F : \mathbb{C}^n \rightarrow \mathbb{C}^n$. Then, for any $y \in \mathbb{C}^n$ satisfying $\|y - x^*\| \leq \frac{d}{4\gamma_k(F, x^*)^2}$, we have

$$\|F(y)\| \geq \frac{d\|y - x^*\|^2}{2\|A^{-1}\|}.$$  

**Proof.** Define $w = y - x^*$ as above. Since we assume that $\|w\| \leq \frac{d}{4\gamma_k(F, x^*)^2}$, we have
\[ \|w\| \leq \frac{\sin \theta}{4 \gamma_k(F,x^*)}. \]

Then, applying Lemma 36, we obtain

\[
\|A^{-1}\| \|F(y)\| \geq \|A^{-1}F(y)\| \geq 2 \gamma_k(F,x^*)^2 \|w\|^2 \left( \frac{\sin \theta}{2 \gamma_k(F,x^*)} - \|w\| \right)
\geq 2 \gamma_k(F,x^*)^2 \|w\|^2 \frac{\sin \theta}{4 \gamma_k(F,x^*)} = \frac{d \|w\|^2}{2}
\]

which proves the claim. \(\square\)

From now on, we deal with an analytic system \(G\) close to \(F\). In order to depict such a system, we need the ‘local distance around \(x\)’ between two systems \(F\) and \(G\), i.e. for \(R > 0\), we define

\[ d_R(F,G) = \max_{\|y-x\| \leq R} \|F(y) - G(y)\|. \]

Using Theorem 38, we have a cluster of roots of \(G\) which corresponds to \(x^*\) of \(F\).

**Theorem 39.** Let \(x^*\) be a simple multiple root with the multiplicity \(\mu\) of the given square analytic system \(F : \mathbb{C}^n \to \mathbb{C}^n\). Let \(G : \mathbb{C}^n \to \mathbb{C}^n\) be another analytic system. Let \(R\) be a positive number satisfies that \(0 < R \leq \frac{d}{4 \gamma_k(F,x^*)^2}\) and \(d_R(F,G) < \frac{dR^2}{2 \|A^{-1}\|}\). Then, there are \(\mu\) zeros (up to multiplicity) of \(G\) in \(B(x^*, R)\).

**Proof.** If we have \(y\) with \(\|y - x^*\| = R\), then

\[ \|F(y) - G(y)\| \leq d_R(F,G) < \frac{dR^2}{2 \|A^{-1}\|} \leq \|F(y)\| \]

because of Theorem 38. Therefore, \(F\) and \(G\) have the same number of zeros (up to multiplicity) in \(B(x^*, R)\) by Rouché’s theorem. By Theorem 37, we know that \(F\) has only one solution \(x^*\) with the multiplicity \(\mu\) in \(B(x^*, R)\). Therefore, \(G\) has \(\mu\) zeros in \(B(x^*, R)\). \(\square\)

We introduce an application of Theorem 39. Let \(F : \mathbb{C}^n \to \mathbb{C}^n\) be an analytic system, \(x\) be a point in \(\mathbb{C}^n\). We may consider the system \(F\) as a system having a simple multiple zero and a point \(x\) as a point approxiating the simple multiple zero of \(F\). Let \(\{v_1, \ldots, v_\kappa\}\) be vectors in \(\mathbb{C}^n\) such that for any \(i, j = 1, \ldots, \kappa\), \(\|v_i\| = 1\) and \(\langle v_i, v_j \rangle = 0\) if \(i \neq j\). We further
assume that \( \text{rank} F'(x) |_{\text{span}_C \{v_1, \ldots, v_\kappa \}} = n - \kappa \) and \( F''(x)(v_i, v_i) \notin \text{im} F'(x) |_{\text{span}_C \{v_1, \ldots, v_\kappa \}} \) for all \( i = 1, \ldots, \kappa \).

Based on this setting, we define the linear operator \( \mathcal{H} : \mathbb{C}^n \to \mathbb{C}^n \) by \( \mathcal{H}(v_i) = F'(x)v_i \) and \( \mathcal{H}(z) = 0 \) if \( z \in \text{span}_C \{v_1, \ldots, v_\kappa \} \). Then, we have a linear operator \( \mathcal{A} - \mathcal{H} \) which is nonsingular. We define a new parameter \( \gamma_\kappa(F, x, v_1, \ldots, v_\kappa) \) using the operator \( \mathcal{A} - \mathcal{H} \) in a way that

\[
\gamma_\kappa(F, x, v_1, \ldots, v_\kappa) = \max \left\{ 1, \sup_{k \geq 2} \left\| (\mathcal{A} - \mathcal{H})^{-1} F^{(k)}(x) \right\| \right\}^{\frac{1}{\kappa-\kappa}}.
\]

(3.7)

Then, the following theorem is attained from an application of Theorem 39:

**Theorem 40.** Let \( x \) be a point and \( F : \mathbb{C}^n \to \mathbb{C}^n \) be a square analytic system. Suppose that

\[
\| F(x) \| + \| \mathcal{H} \| < \frac{d}{4 \gamma_\kappa(F, x, v_1, \ldots, v_\kappa)^2} < \frac{d^2}{32 \gamma_\kappa(F, x, v_1, \ldots, v_\kappa)^4 \| (\mathcal{A} - \mathcal{H})^{-1} \|},
\]

where \( \gamma_\kappa(F, x, v_1, \ldots, v_\kappa) \) is defined by (3.7). Then, \( F \) has at least \( 2^\kappa \) zeros (up to multiplicity) in \( B(x, \frac{d}{4 \gamma_\kappa(F, x, v_1, \ldots, v_\kappa)^2}) \).

**Proof.** We define the system

\[
G(y) = F(y) - F(x) - \mathcal{H}(y - x).
\]

(3.8)

This system is constructed to obtain the two properties that \( G'(x) = F'(x) - \mathcal{H} \) and \( G^{(k)}(x) = F^{(k)}(x) \) for all \( k \geq 2 \). Also, \( \dim \ker G'(x) = \kappa \) and \( \{v_1, \ldots, v_\kappa\} \) is an orthonormal basis of \( \ker G'(x) \). From an observation that \( G'(x) = F'(x) |_{\text{span}_C \{v_1, \ldots, v_\kappa \}} \), we obtain an invertible operator

\[
G'(x) + \sum_{i=1}^{\kappa} \frac{G''(x)}{2}(v_i, \Pi v_i \cdot).
\]

This shows that \( G \) is a system to which we can apply Theorem 39, and applying Theorem
39 proves the claim.

From the proof of the theorem, the $\gamma_\kappa(F, x, v_1, \ldots, v_\kappa)$ defined (3.7) is equal to $\gamma_\kappa(G, x)$ for $G$ defined in equation (3.8). Moreover, there are the multiplicity of $x$ for $G$ many zeros inside $B(x, \frac{d}{4\gamma_\kappa(F, x, v_1, \ldots, v_\kappa)^2})$. However, we point out that one only knows the lower bound $(2^\kappa)$ of the number of zeros inside the ball because in an actual application, we don’t know the exact multiplicity of $x$ for $G$. One might obtain how many zeros are there by observing a combinatorial property of $G$ or some numerical approaches.

**Remark 41.** In order to implement the results suggested in this section, we need to compute the value of $\gamma_\kappa(F, x)$ and $\gamma_\kappa(F, x, v_1, \ldots, v_\kappa)$ which are defined in equations (3.3) and (3.7). One can observe that the definition of them are similar to $\gamma(F, x)$ in equation (2.5). Therefore, the way to calculate the value of $\gamma(F, x)$ can be used for $\gamma_\kappa(F, x)$ and $\gamma_\kappa(F, x, v_1, \ldots, v_\kappa)$ also. It is well-known that computing the operator norm of tensors of order larger than two is NP-hard [HL13]. Therefore, we can use the supremum norm to compute an upper bound of $\gamma_\kappa(F, x)$ according to [Giu+07, Lemma B.2]. It is also possible to get an easily computable bound on the operator norm of tensors according to [FL18, Lemma 9.1]. For polynomial systems, the upper bound of $\gamma(F, x)$ is suggested in [HS12]. In the case of some special analytic systems, there are also ways to get such upper bounds. In [HL17], the way to bound $\gamma(F, x)$ is suggested for the system with solutions of linear ODEs with constant coefficients. Even more, Theorem 19 provides the method for the system with univariate analytic functions.

In the case of computing $\gamma_\kappa(F, x, v_1, \ldots, v_\kappa)$, we need to know $\kappa$ and orthonormal vectors $v_1, \ldots, v_\kappa$. One way to obtain those is the singular value decomposition of $F'(x)$. After decompose $F'(x)$, we only take sufficiently large singular values. The number of such singular values is $\kappa$ and their corresponding orthonormal vectors can be used as $v_1, \ldots, v_\kappa$.

We give an example describing the effectiveness of our results.
Example 42 (Example 3 continued). The system

\[
F(x, y, z) = \begin{bmatrix}
x^3 - 3x^2y + 3xy^2 - y^3 - z^2 \\
z^3 - 3z^2x + 3zx^2 - x^3 - y^2 \\
y^3 - 3y^2z + 3yz^2 - z^3 - x^2
\end{bmatrix}
\]

has a simple multiple zero at \(x^* = (0, 0, 0)\) with \(\kappa = 3\) and \(\mu = 8\). We compute the upper bound of \(\gamma_\kappa(F, x^*) \leq 11.25\) as suggested in [HS12]. Then, we get the separation bound \(\frac{d}{2\gamma_\kappa(F, x^*)^2} \approx 0.0003\) which is better than the global separation bound \(\ll 10^{-10}\) suggested in [EMT10].

We recall that in §2.4.1.2, the function certifySolution cannot certify an approximation of \(x^*\) since \(x^*\) is singular. Theorem 40 can be applied to certify \(x^*\), i.e. checking the existence of at least \(2^\kappa\) approximating a singular root \(x^*\) of \(F\) in a given compact region. We solve the system \(F\) numerically using Macaulay2 [GS] package NumericalAlgebraicGeometry [Ley11], and obtain 8 numerical roots around \(x^*\). Let one of them be \(x^*_1 = (-3.4 \cdot 10^{-20} - 4.2 \cdot 10^{-20}i, -3.4 \cdot 10^{-20} - 4.2 \cdot 10^{-20}i, -3.4 \cdot 10^{-20} - 4.2 \cdot 10^{-20}i)\) and use bounds \(1 \leq \gamma_\kappa(F, x^*_1, v_1, \ldots, v_\kappa) \leq 11.25\), then we have

\[
\|F(x^*_1)\| + \|\mathcal{H}\| \cdot \frac{d}{4\gamma_\kappa(F, x^*_1, v_1, \ldots, v_\kappa)^2} \leq 4.3 \times 10^{-21},
\]

\[
< 3.4 \times 10^{-9} \leq \frac{d^3}{32\gamma_\kappa(F, x^*_1, v_1, \ldots, v_\kappa)^4\|(A - \mathcal{H})^{-1}\|}.
\]

Therefore, according to Theorem 40, we know that \(F\) has at least \(2^\kappa = 8\) zeros (up to multiplicity) in the ball \(B(x^*_1, \frac{d}{4\gamma_\kappa(F, x^*_1, v_1, \ldots, v_\kappa)^2})\). One can repeat the computation for other 7 numerical roots, and will get the same results. Thus, we certify all approximations around at the origin. In fact, the exact singular zero \(x^*\) of \(F\) belongs to the ball \(B(x^*_1, \frac{d}{4\gamma_\kappa(F, x^*_1, v_1, \ldots, v_\kappa)^2})\) since \(\|x^*_1 - x^*\| \approx 1.4 \cdot 10^{-19} < \frac{d}{4\gamma_\kappa(F, x^*_1, v_1, \ldots, v_\kappa)^2} \approx 0.00015\).
REFERENCES


