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SUMMARY

Natural earthquakes occur on faults ranging from 0 to 700 km beneath Earth’s surface in different tectonic settings, such as along major subduction zones in Japan and the arc-continent collisional environment in Taiwan. Recent studies suggest that earthquake activities can be affected by various Earth processes, including extreme weather events on the Earth’s surface, large earthquakes, water/snow/glacier loading and unloading, erosion and sedimentation, etc. The Gutenberg–Richter magnitude-frequency statistics suggest that the number of earthquakes decays as a power law with the increase of earthquake magnitude, which means most earthquakes are of small magnitudes, i.e., microseismicity. Studying the behavior of microseismicity and their response to the Earth’s surface process can help us to better understand fault structures at depth as well as the physics of earthquake nucleation, and to mitigate seismic as well as other natural hazards. However, the understanding of microseismicity may be limited by the incompleteness of standard earthquake catalogs, especially during the noisy period following extreme weather events and large earthquakes. During my Ph.D. study, I have developed/applied machine-learning and template-matching tools to improve earthquake catalogs by detecting microearthquakes and calculating their focal mechanisms. Based on the improved high-resolution catalogs, I then perform a detailed analysis of the microseismicity behavior and their response to Earth processes. Specifically, I build a deep-learning Network for Polarity Classification (NPC) to automatically determine P-wave first-motion polarity. The outputs of NPC can directly be used to build focal mechanism catalogs for several times more microearthquakes than those listed in the
standard catalogs. Next, I use template-matching and deep-learning methods to build a more complete earthquake catalog in Taiwan before and after the 2009 typhoon Morakot, which brought the highest rainfall in southern Taiwan in the past 60 years and triggered numerous landslides. I then use the new catalog to investigate the impact of this wet typhoon on microseismicity. I observe no other significant seismicity changes that can be attributed to surface changes induced by typhoon Morakot, but a clear reduction in seismicity rate near the typhoon’s low-pressure eye center in northeastern Taiwan during the typhoon passed by. I also relocate earthquakes in this new catalog and use it to study the spatiotemporal variations of mainshock-aftershock sequences and the subsurface faults structure in Taiwan. Last, I perform a systematic detection of intermediate-depth earthquakes (IDEQs) in the Japan subduction zone using the template-matching technique. I obtain a more complete IDEQ catalog before and after the 2011 magnitude (M) 9 Tohoku-Oki earthquake (TOEQ) and ten M5+ IDEQ mainshocks in Japan. The newly built template-matching catalog does not show any significant increase in IDEQs in the two months prior to TOEQ. But following the TOEQ, I find a significant increase in the rate of IDEQs in both upper and lower planes of the double seismic zone beneath 70 km depth. These results suggest that like seismic activity at shallow depth, IDEQs in the double seismic zone also respond to stress perturbations generated by the 2011 M9 TOEQ, highlighting a sustained seismic hazard associated with these intraslab events in the next decades.
CHAPTER 1. INTRODUCTION

1.1 Earthquakes and Their Responses to Earth Processes

Natural earthquakes occur on geological faults between 0-700 km beneath Earth’s surface in different tectonic settings, such as along major subduction zones in Japan and the arc-continent collisional environment in Taiwan. The sudden release of elastic energy during the fault slip generates seismic waves that can be recorded by seismic stations. These seismic recordings form the basis for many subdisciplines in observational seismology (Stein and Wysession, 2003). These include seismic tomography from local or teleseismic earthquakes and ambient noises (e.g., Zhang and Thurber, 2006; Yao and van der Hilst, 2009), high-resolution earthquake relocation (e.g., Waldhauser and Ellsworth, 2000), large earthquake rupture back projection (e.g., Ishii et al., 2005), nonvolcanic deep tremor observation (e.g., Obara, 2002), and statistical behaviors of earthquake sequences (e.g., Kanamori and Brodsky, 2004; Ogata, 2017). While some studies directly use continuous waveforms such as deep tectonic tremor and ambient noise tomography, others (e.g., statistical seismology) require an earthquake catalog (i.e., a list of earthquake information that includes origin time, location, and magnitude) that is complete to the smallest-magnitude event possible.

Recent studies have shown that the timings of earthquakes can be affected by various Earth processes, including large earthquakes at nearby and remote distances (e.g., Stein, 1999; Hill and Prejean, 2015; Delbridge et al., 2017), water/snow/glacier loading and unloading (e.g., Thorson, 1996; Heki, 2001; Johnson et al., 2017a; Hsu et al., 2020), sedimentation and erosion (e.g., Maniatis et al., 2009; Calais et al., 2010; Steer et al., 2014),
variations in atmospheric pressures (e.g., Gao et al., 2000; Liu et al., 2009; Lin, 2013; Hsu et al., 2015; Meng et al., 2018), and extreme weather events on the Earth’s surface (e.g., Roth et al., 1992; Hainzl et al., 2006; Husen et al., 2007; Steer et al., 2020). Studying earthquake behaviors and their responses to the various Earth processes can help us to better understand fault structures at depth (e.g., Sibson, 1982; Eberhart-Phillips and Michael, 1993; Ben-Zion and Sammis, 2003) and the physics of earthquake nucleation (e.g., Dieterich, 1992; Dieterich, 1994), and to assess, forecast, and mitigate seismic and other natural hazards (e.g., Reasenberg and Jones, 1989; Gerstenberger et al., 2005), as well as their cascading effects.

1.2 Earthquake Catalogs and Their Statistical Behaviors

Seismic monitoring agencies have been continuously maintaining publicly available global and regional earthquake catalogs mainly based on the seismic data recorded on permanent global and regional networks. Building earthquake catalogs is a fundamental but challenging task, especially for microseismicity (i.e., earthquakes with relatively small magnitudes). Picking the arrival time of a seismic phase is a key initial step for this task, which can be performed manually by human experts or automatically by algorithms. A widely used classic automatic phase picker is short-time-average over long-time-average (i.e., STA/LTA (Allen, 1978; Allen, 1982)). Phase picking is typically followed by phase association (Ringdal and Kvaerna, 1989) to group phase arrivals on multiple stations to a common source (origin time and location). Finally, the earthquake magnitude (Richter, 1935; Gutenberg and Richter, 1942) can be calculated based on the waveform amplitudes and event-station distances.
Based on these earthquake catalogs, seismologists have discovered several key statistical laws of seismicity behavior. For example, the Gutenberg–Richter frequency-magnitude statistics (i.e., the G-R law (Gutenberg and Richter, 1944)) suggest that the number of earthquakes drops as a power law with the increase of earthquake magnitude, which means most earthquakes are of small magnitudes, i.e., microseismicity. Many earthquakes are clustered in space and time (Ogata, 1988; Zhuang et al., 2002), forming mainshock-aftershock sequences. The aftershock seismicity rate decays with time following the Omori law (Omori, 1894; Utsu et al., 1995). In general, a larger mainshock has larger aftershocks that cover a longer time window and a larger space (Gardner and Knopoff, 1974).

In addition to the origin time, location, and magnitude of earthquakes, the seismic moment tensor, or its double-couple component (i.e., focal mechanism), is another important piece of information describing the movement on the fault during an earthquake. The moment tensors and/or focal mechanisms are also available for some events in standard catalogs, especially for large (M>5) earthquakes such as the global Centroid Moment Tensor (GCMT) catalog (Ekström et al., 2012)). The earthquake focal mechanism is typically inverted from one or the combination of three categories of input data, including P-wave first motion polarities (Reasenberg, 1985; Hardebeck and Shearer, 2002), the P-wave and/or S-wave amplitudes and their ratios (Hardebeck and Shearer, 2003; Snoke et al., 2003), and the full waveforms (Dreger and Helmberger, 1993; Zhao and Helmberger, 1994; Zhu and Helmberger, 1996).

1.3 Catalog Incompleteness and New Detection Methods
The G-R law suggests that there are always more earthquakes of smaller magnitude. Any detection method has its detectability threshold corresponding to a noise level. Therefore, earthquake catalogs are inherently incomplete because some small events are not detected or located. The incompleteness issue of standard catalogs is significant in the noisy period during and after large earthquakes (Kagan, 2004; Peng et al., 2006; Chang et al., 2007; Enescu et al., 2007) and extreme weather events (Zhai et al., 2021c). Therefore, the analysis of microseismicity behavior during and following these Earth processes would be limited by the incompleteness of standard catalogs.

Recent studies have proposed various algorithms to improve standard earthquake catalogs provided by seismic monitoring agencies. These include template-matching (Gibbons and Ringdal, 2006; Shelly et al., 2007; Peng and Zhao, 2009) and machine-learning techniques (Ross et al., 2018b; Zhu and Beroza, 2018; Zhu et al., 2019; Mousavi et al., 2020; Zhang et al., 2022; Zhu et al., 2022). Some studies also improved the location resolution using double-difference relocation techniques (Waldhauser and Ellsworth, 2000; Trugman and Shearer, 2017; Lin, 2018). In addition, recent studies have calculated the moment-tensor/focal-mechanism solutions for newly detected earthquakes using P-wave first-motion polarities based on waveform cross-correlations (Shelly et al., 2016b) and picked by deep-learning models (Ross et al., 2018a; Hara et al., 2019; Uchide, 2020; Zhai et al., 2021c; Uchide et al., 2022). These improved earthquake catalogs can be used to improve the understanding of subsurface fault structures, earthquake interaction/nucleation, and more.

1.4 Preview of Subsequent Chapters
During my Ph.D. study, I have developed/applied machine-learning and template-matching tools to improve earthquake catalogs by detecting microearthquakes and calculating their focal mechanisms in several seismically active regions. Based on the improved high-resolution catalogs, I then perform a detailed analysis of the microseismicity behavior and their response to various Earth processes. In CHAPTER 2, I build a deep-learning network for polarity classification (NPC) to automatically determine the P-wave first-motion polarity for earthquakes. The output of NPC can be directly used to calculate the focal mechanism solution of small earthquakes and tiny laboratory acoustic emission (AE) events. In CHAPTER 3, I use template-matching and deep-learning methods to build a more complete earthquake catalog in Taiwan before and after the 2009 typhoon Morakot, which brought the highest rainfall in southern Taiwan in the past 60 years and triggered numerous landslides. I then use the new catalog to investigate the impact of this wet typhoon on microseismicity. In CHAPTER 4, I study the spatiotemporal variations of aftershock sequences between 2009-2010 in Taiwan using the high-resolution relocated template matching catalog built in CHAPTER 3. In CHAPTER 5, I perform systematic detections of intermediate-depth earthquakes (IDEQs) in the Japan subduction zone using a template-matching method. I then use the newly built IDEQ catalog to investigate the potential variations of IDEQs before and after the 2011 magnitude (M) 9 Tohoku-Oki earthquake (TOEQ) and ten M5+ IDEQ mainshocks in Japan. CHAPTER 6 is the conclusion. APPENDIX A is the supplementary material of CHAPTER 3. APPENDIX B is the supplementary material of CHAPTER 4.
CHAPTER 2. NETWORK FOR POLARITY CLASSIFICATION (NPC): P-WAVE FIRST-MOTION POLARITY DETERMINATION FOR EARTHQUAKES USING DEEP LEARNING

2.1 Summary

The results in this chapter were presented at a recent conference, the 2021 Fall American Geophysical Union Annual Meeting (Zhai et al., 2021a). The manuscript is currently in preparation. Earthquake focal mechanism provides important information about stress field and fault structure at depth. The focal mechanisms of small earthquakes are typically inferred from P-wave first-motion polarities and/or S to P amplitude ratios. Here I take advantage of recently developed deep learning techniques by computer scientists and the large volume of manually labeled polarities by seismic analysts to build an automated polarity classifier. The network for polarity classification (NPC) is based on a convolutional neural network (CNN) and an attention mechanism. I train it with global earthquake datasets of ~3.5 million first motion polarity picks. With existing P-wave arrival picks, the accuracy of the model to predict up or down polarity is 0.97. If there is a random time shift of the P-wave arrival time within 0.2 s, the accuracy is 0.93. I then explore the generalization of the model by testing its ability to predict polarities for two new datasets in Iberia and Xichang, Western China. The accuracy is about 0.85, higher than a previous model which is trained only using the Southern California dataset. Besides exploring the performance of NPC, I also use a network visualization technique to help understand which parts of the input waveform are important for the model to make a
prediction, and this technique could be used to remove false classifications. I expect that
the publicly available pre-trained model can be directly applied or fine-tuned with a small
dataset to determine P-wave first-motion polarity for natural earthquakes, hydraulic
fracturing events, and acoustic emissions.

2.2 Introduction

Seismic moment tensor, or its double-couple component (i.e., focal mechanism), is
important for studying characteristics of natural earthquakes, microseismic events during
hydraulic fracturing, and acoustic emission (AE) events during laboratory rock mechanics
experiments (Stein and Wysession, 2003). It is typically inverted from one or the
combination of three categories of input data, such as the P-wave first motion polarities
(Reasenberg, 1985; Hardebeck and Shearer, 2002), the P-wave and/or S-wave amplitudes
and their ratios (Hardebeck and Shearer, 2003; Snoke et al., 2003), and the full waveforms
(Dreger and Helmberger, 1993; Zhao and Helmberger, 1994; Zhu and Helmberger, 1996).
The full moment tensor of large earthquakes (e.g., M>4.5) can be automatically calculated
using the full waveforms recorded by regional (Yang et al., 2012; Herman et al., 2014) or
global networks (Ekström et al., 2012). However, the focal mechanisms of local small
earthquakes are typically calculated using polarities (and amplitudes) instead of the full
waveforms because of the difficulty in modeling full waveforms at high frequencies
(Reasenberg, 1985; Hardebeck and Shearer, 2003; Snoke et al., 2003). Traditionally,
polarity is manually determined by human experts. As the volume of data and the number
of sensors grow dramatically (Kong et al., 2019), it is increasingly difficult to determine
polarity manually. To automatically determine polarity, many approaches have been
proposed (Baer and Kradolfer, 1987; Nakamura, 2004; Horiuchi et al., 2009; Chen and
Holland, 2016; Pugh et al., 2016; Kim et al., 2017; Xu et al., 2019; Pei and Zhou, 2022). But the performance of these conventional algorithms is still lower than human experts (Ross et al., 2018a; Hara et al., 2019).

Machine-learning (especially its subfield, deep-learning) based algorithms can perform as well, or better, than human experts for many tasks in earth science (Bergen et al., 2019; Karpatne et al., 2019; Yu and Ma, 2021; Sun et al., 2022). Deep learning is data-hungry, especially for supervised models, which use labeled training data (Mousavi et al., 2019a). Therefore, the availability of large amounts of seismic data (e.g., manually picked P-wave and S-wave arrival times) greatly promotes the rapid development of deep learning tools in seismology (Li et al., 2018b; Ross et al., 2018b; Zhu and Beroza, 2018; Kong et al., 2019; Mousavi et al., 2019a; Zhu et al., 2019; Mousavi et al., 2020; Kuang et al., 2021; Steinberg et al., 2021; Woollam et al., 2021; Yang et al., 2021; Zhu et al., 2022).

P-wave first-motion polarity determination can be treated as a typical binary classification problem. The large volumes of manually picked polarities around the world provide great labeled datasets to solve this problem using deep learning. Recently, many studies trained convolutional neural networks (CNN) to classify P-wave first-motion polarity using a single regional earthquake dataset. For example, Ross et al. (2018a) used the Southern California dataset, Hara et al. (2019), Uchide (2020), and Uchide et al. (2022) used the Japan dataset, Zhai et al. (2021b) used the Taiwan dataset, and Tian et al. (2020) used a multiple-trace high-frequency (10-70 Hz) dataset collected in a shale gas production site in Shanxi, Western China. In addition, Mousavi et al. (2019b) tested an unsupervised approach based on CNN using the Southern California dataset. Tanaka et al. (2021) trained a CNN model using acoustic emissions datasets. These studies demonstrated that deep
learning networks (especially CNN) can pick polarities as well, or better, than human experts. However, most of these studies only focused on their own model and dataset from a limited region or at laboratory scales. A model has to be retrained when applying to a new region. For example, Baker et al. (2021) fine-tuned the model which was trained using the Southern California dataset (Ross et al., 2018a) to fit their Utah dataset, Uchide (2020) re-trained their model for datasets from different regions in Japan, and Tanaka et al. (2021) trained networks for two datasets from different laboratory samples separately. Unlike the recent development of a general phase picker called EQTransformer (Mousavi et al., 2020) which was trained with a global dataset named STEAD (Mousavi et al., 2019a), the generalization of a deep learning model for polarity classification has not been well explored.

In this study, I aim to develop a generic deep learning model for P-wave first motion polarity classification. The basic assumption is that training a more advanced model/network with a larger dataset and more powerful computational resources would generally achieve better performance (Brown et al., 2020). Following this assumption, I design a new network for polarity classification (NPC) by combining the CNN (LeCun et al., 1989) and an attention mechanism (Vaswani et al., 2017). I collect manually labeled polarity data from regions with different tectonic settings around the world to build a large training dataset. I then train a new deep-learning model with the global dataset using the Extreme Science and Engineering Discovery Environment (XSEDE) supercomputers that have multiple NVIDIA Tesla V100 GPUs. Next, I examine its performance after training with 20 epochs. I also use a network visualization technique to help understand which parts of the input waveforms are important for the model to make a prediction. Finally, I explore
its generalization by testing its ability to pick polarities of earthquakes from unseen regions. I compare its performance with the other publicly available pre-trained polarity classifier (Ross et al., 2018a) and discuss its pros and cons.

2.3 Data

2.3.1 Data Collection

One of the most time-consuming steps for building a supervised model is the construction of a training and a testing dataset (Mousavi et al., 2019a). Here I collect seven different regional and local datasets that have manually labeled P-wave first motion polarities and corresponding seismic waveforms to train and test the NPC deep-learning model. Table 2.1 shows the seven regional and local datasets around the world used in this study. Figure 2.1 shows the map of these regional and local seismic arrays. Each array (a red triangle in Figure 2.1) has tens to hundreds of seismic stations and thousands to millions of labeled polarities. The details are described below.

In Southern California, I collect seismic data recorded by the Southern California Seismic Network (SCSN) (SCEDC, 2013) and packaged by Ross et al. (2018a). Figure 2.2 shows the distribution of earthquake magnitude and event-receiver distance of this dataset. In Japan, I collect the data recorded by the High-Sensitivity Seismograph Network (Hi-net) operated by the National Research Institute for Earth Science and Disaster Resilience (NIED) in Japan (Okada et al., 2004; Obara et al., 2005). The waveforms for earthquakes since 2004 are downloaded using the HinetPy package (Tian, 2021). The polarities are from Japan Meteorological Agency (JMA) (Ueno, 2002). In Oklahoma, I collect seismic records from Oklahoma Geological Survey (OGS) seismic network (Walter et al., 2020).
In Italy, I obtain the data recorded by the Italian National Seismic Network (Centre, 2006) operated by the National Institute for Geophysics and Volcanology and packaged by Michelini et al. (2021). In Taiwan, I collect the data recorded by the Central Weather Bureau Seismic Network (CWBSN) (Shin, 1992). In Iberia, I use seismic records from the Spanish Digital Seismic Network (Instituto Geografico Nacional, 1999), the Portuguese National Seismic Network (Instituto Português Do Mar E Da Atmosfera, 2006), and the Catalan Seismic Network (Catalans, 1984). In Xichang (a city in Sichuan province, Western China), I collected the data recorded by a temporal local seismic array (Jiang et al., 2015) operated by the Institute of Geophysics, China Earthquake Administration (CEA). In total, I collect 3,540,734 traces of vertical-component waveforms and their P-wave polarities from 2004 to 2020 (Table 2.1 and Figure 2.1).

Table 2.1 Regional and local datasets around the world used in this study.

<table>
<thead>
<tr>
<th>Dataset region</th>
<th>Number of polarities</th>
<th>Time</th>
<th>Used</th>
<th>#</th>
</tr>
</thead>
<tbody>
<tr>
<td>Southern California</td>
<td>2,525,947</td>
<td>2010-2017</td>
<td>Training</td>
<td>1</td>
</tr>
<tr>
<td>Japan</td>
<td>403,938</td>
<td>2004-2020</td>
<td>Training</td>
<td>7</td>
</tr>
<tr>
<td>Oklahoma</td>
<td>311,230</td>
<td>2010-2020</td>
<td>Training</td>
<td>2</td>
</tr>
<tr>
<td>Italy</td>
<td>236,388</td>
<td>2005-2020</td>
<td>Training</td>
<td>4</td>
</tr>
<tr>
<td>Taiwan</td>
<td>63,231</td>
<td>2008-2010</td>
<td>Training</td>
<td>6</td>
</tr>
<tr>
<td>Iberia</td>
<td>4,060</td>
<td>2007-2014</td>
<td>Test</td>
<td>3</td>
</tr>
<tr>
<td>Xichang</td>
<td>1,251</td>
<td>2018-2018</td>
<td>Test</td>
<td>5</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>3,540,734</strong></td>
<td><strong>2004-2020</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Figure 2.1 Map of regional and local seismic arrays used in this study. Inset (a) shows an example waveform that is manually labeled as ‘up’ P-wave first motion polarity by a human expert. Inset (b) is similar to Inset (a) but is labeled as ‘down’ polarity.

Figure 2.2 Distribution of earthquake magnitude and event-receiver distance in the Southern California Seismic Network (SCSN) dataset. (a) Distribution of earthquake magnitude. (b) Distribution of the event-receiver distance.
2.3.2 Data Preprocessing

To build datasets that can be directly used to train and test the NPC model, I preprocess the raw data of different regional and local datasets mentioned above with the following steps. I largely follow those used in a recent study (Zhai et al., 2021c) and are described as follows. First, an upward polarity is labeled by 0 and a downward polarity is labeled by 1. I only use the vertical-component waveforms associated with manually labeled P-wave first-motion polarities (upward or downward, Figure 2.1). I then band-pass filter the waveforms between 1-20 Hz (Ross et al., 2018a). I resample the waveforms to 100 Hz and then cut them between 1.5 s before and 1.5 s after their P-wave arrival times. I remove the mean and the linear trend of these 3 s long waveforms (300 data points). The amplitudes of these data points in a 3 s long waveform are normalized by their maximum absolute value. I then randomly split the dataset into three categories of datasets: training (80%), validation (10%), and testing (10%).

I then apply the following procedures to each category of data. To equalize the amount of data with upward and downward polarity, I flip the waveforms upside down (Uchide, 2020). To reduce the effects caused by the uncertainty of the arrival times, I randomly apply 20 times shift in the time domain to each waveform. Figure 2.3 shows two examples of unshifted and shifted waveforms. I only allow the shift within 0.2 s because the standard deviation of the P-wave arrival times identified by recently developed deep-learning phase pickers is smaller than or equal to 0.1 s (Ross et al., 2018b; Zhu and Beroza, 2018; Mousavi et al., 2020). Because of the flipping and time-shifting, the total number of data is augmented 40 times (Uchide, 2020).
Figure 2.3 Examples of unshifted and shifted Waveforms. (a) An example of an unshifted waveform in the time domain. (b) An example of a randomly shifted waveform.

2.4 Method

2.4.1 Network Architecture

The architecture of the Network for Polarity Classification (NPC) (Figure 2.4) is modified from the CNN-based ResNet-18 (He et al., 2015) and the attention-mechanism-based Convolutional Block Attention Module (CBAM) (Woo et al., 2018) to process the 1-D time-series seismic waveform. The ResNet and CBAM are originally designed to process 2-D images (e.g., image classification: cat or dog, etc.). ResNet introduced a so-called residual connection (or shortcut connection) to overcome the vanishing gradient issue when a CNN-based network goes deeper (stacking more CNN layers) (He et al., 2015). I use CNN because previous studies show that it works well for polarity classification (Ross et al., 2018a; Hara et al., 2019; Uchide, 2020; Zhai et al., 2021c). Unlike previous studies, I add the attention module (i.e., CBAM) into a CNN-based network to mimic human experts’ attention on a narrow window around the phase arrivals with high resolution while keeping track of the surrounding waveforms with low resolution.
I am somewhat inspired by the recent development of a general phase picker called EQTransformer (Mousavi et al., 2020), which is a deep network also using CNN and attention layers.

The input of NPC is a 1-D 300-data-point seismic waveform (Section 2.3.2). The outputs of NPC are two non-negative confidence scores, and their summation is 1. These two scores are considered as the probabilities of the upward and downward polarities. Unlike Ross et al. (2018a), but similar to Hara et al. (2019), Uchide (2020), Tanaka et al. (2021), and Zhai et al. (2021c), I do not classify any waveform as ‘unknown’ or ‘unclear’. This is because I do not have plenty of polarities labeled as ‘unclear’. In addition, a lack of polarity information sometimes means that this waveform was not manually analyzed by human experts for whatever reasons, but they may have clear upward or downward polarity.

There are some methods to address the potential misclassification issue of an unclear waveform. First and most importantly, such unclear waveforms can be removed by setting a signal-to-noise ratio (SNR) threshold for the input data (Zhai et al., 2021c). Second, I can set a higher threshold (e.g., 0.7 or 0.95) instead of 0.5 for the output confidence score to accept the suggested polarities when their probabilities are high enough (Uchide, 2020). Finally, this is an out-of-distribution problem and can be solved by some techniques developed in computer science such as the Out-of-Distribution detector for Neural networks (ODIN) proposed by Liang et al. (2020).

Here I describe the details of the layers in NPC between its input and output. As mentioned above, the architecture (Figure 2.4) is modified from ResNet-18 (He et al., 2015) and CBAM (Woo et al., 2018) which are originally designed for 2-D images with 3
channels of the RGB color. In comparison, the input data is 1-D time series with 1 channel of the vertical component of the seismic sensor. Therefore, I first replace all the 2-D CNNs (LeCun et al., 1989) with 1-D CNNs (Kiranyaz et al., 2015). I also change all the max-pooling (Krizhevsky et al., 2012), average pooling (Lin et al., 2013), and batch normalization (Ioffe and Szegedy, 2015) layers from 2-D to 1-D. I leave the rectified linear unit, also known as ReLU (Nair and Hinton, 2010) unchanged. As suggested by Woo et al. (2018), I apply the CBAM to the convolution outputs in each ResBlock in ResNet-18. In ResNet-18, each ResBlock consists of two CNN layers (He et al., 2015). Next, I change the number of input channels from 3 to 1. I also modify the first CNN layer and its following pooling layers to make sure that the size of their output can fit the required input size of the following 16 stacked CNN layers. This is similar to the modification when the inputs are images with a different resolution (e.g., not 64×64). Finally, the number of classes in the fully connected layer (just before the last layer) is set as 2 (upward and downward). The last layer is a SoftMax activation function (classifier) whose outputs are the two confidence scores for upward and downward polarities mentioned above.
Figure 2.4 The architecture of the deep-learning network for polarity classification (NPC). The bottom half of this figure is modified from Figure 2 in Ramzan et al. (2019). It shows the original ResNet-18 architecture (He et al., 2015). The top half of this figure is modified from Figure 3 in Woo et al. (2018). It shows the architecture of the Convolutional Block Attention Module (CBAM) which is applied to the convolution outputs in each ResBlock in the ResNet.

2.4.2 Network Training

I add the NPC model to the open-source Yews package developed by Zhu et al. (2019) and train it with GPU-version PyTorch (Paszke et al., 2019). The training process is to minimize the cross-entropy loss function by calculating the gradient with backpropagation and iteratively updating the weights with the Adam optimization algorithm (Kingma and Ba, 2014). The learning rate is a hyperparameter for the optimization algorithm. After testing with different values, the initial value of the learning rate is set as 0.01. Its value would be automatically reduced by a factor of 10 (e.g., 0.01, 0.001, 0.0001, etc.) to fine-tune the model around a local minimum if there was no improvement in the validation loss over the previous ten epochs during the training stage.
One epoch means that the model sees every sample (a trace of waveform with its polarity) in the entire training dataset once. Due to the limitation of RAM (Random Access Memory, 512 GB in this study) of the computer, I have to use a small subset (batch size = 160000 samples) of the entire training dataset for each iteration during the training process. To monitor the performance during the training, I calculate the accuracies and losses on the training and validation datasets after each epoch. The accuracy (the same as Equation 9 in Hara et al. (2019)) is defined as:

\[
\text{accuracy} = \frac{T_U + T_D}{T_U + F_U + T_D + F_D}
\]

where \( T \) means true, \( F \) means false, \( U \) means upward polarity, and \( D \) means downward polarity. For example, \( T_U \) is the number of upward polarities classified by both NPC and human experts, and \( F_U \) is the number of polarities classified as downward by human experts but classified as upward by NPC. Figure 2.5 shows the accuracies and losses on the training and validation datasets as a function of epochs. The fast decay of losses in the first several epochs indicates that the learning process is efficient. I terminate the training process after 20 epochs because the trainable weights and validation losses became stable and converged. The final model is selected as the model with the best validation accuracy over all the epochs instead of the model of the last epoch (Ross et al., 2018a; Zhu et al., 2019). I follow the procedures mentioned above to train the same architecture NPC (but have different weights after training) for the unshifted and shifted datasets (Section 2.3.2), respectively.
Figure 2.5 The performance of training for the unshifted datasets. (a) the classifier accuracy against the number of epochs on validation and training datasets. (b) the loss function against the number of epochs on validation and training datasets.

2.4.3 Network Visualization

I use a technique called Guided Grad-CAM (Selvaraju et al., 2017) to visualize the parts of the input waveform that are important for predicting a class. Such visual explanations can make the ‘black-box-like’ deep-learning model more transparent and understandable. Guided Grad-CAM combines the best of GBP (Guided Backpropagation) (Springenberg et al., 2014) and Grad-CAM (Gradient-weighted Class Activation Mapping) (Selvaraju et al., 2017). GBP computes gradients for the input waveform with the high resolution and then zero-outs negative gradients to highlight the important parts of the input waveform for predictions when backpropagating through the layers (Figure 2.6b). Grad-CAM visualization is class-discriminative and highlights the important parts at the last CNN layer that has a relatively lower resolution compared to the input waveform (Figure
2.6c). Therefore, the combined Guided Grad-CAM visualization is class-discriminative and localizes the important parts of the input waveform with high-resolution (Figure 2.6d). Figure 2.6 shows the Guided Grad-CAM visualization results for an example input waveform.

![Image](image_url)

**Figure 2.6 Visual Explanations from the network for the polarity classification (NPC).** (a) Original waveform. (b) GBP. (c) Grad-CAM. (d) Guided Grad-CAM.

### 2.5 Results

#### 2.5.1 Testing with Unseen Data from Seen Regions

I examine the performance of the trained NPC using the test dataset that has not been seen by the model during the training process. Note this test dataset is from the same regions as the training and validation datasets (Section 2.3.2). The performance is
quantified based on the standard F1 score, which is the harmonic mean of precision and recall (Zhu and Beroza, 2018; Zhu et al., 2019; Uchide, 2020; Zhai et al., 2021c). They are defined as:

\[
\text{precision} = \frac{TP}{TP + FP} \quad 2.2
\]

\[
\text{recall} = \frac{TP}{TP + FN} \quad 2.3
\]

\[
F1 \text{ score} = \left(\frac{\text{precision}^{-1} + \text{recall}^{-1}}{2}\right)^{-1} \quad 2.4
\]

where \(T\) means true, \(F\) means false, \(P\) means positive, and \(N\) means negative. Therefore, \(TP\) is the number of true positives, \(FP\) is the number of false positives, and \(FN\) is the number of false negatives. For the class of upward polarity, \(TP = TU\), \(FP = FU\), and \(FN = FD\). For the class of downward polarity, \(TP = TD\), \(FP = FD\), and \(FN = FU\) (see the detailed explanation in Equation 2.1). The average F1 scores of upward and downward polarities are 97% for the NPC trained and tested with unshifted datasets, and 93% for the NPC trained and tested with shifted datasets, respectively. Note that the definition of precision and recall are the same as them in Uchide (2020), and the definition of F1 score is the same as it in Zhu et al. (2019).

2.5.2 Testing with Unseen Data from Unseen Regions

To explore the generalization of NPC, I test its ability to predict polarities for the data from two unseen regions, Iberia and Xichang, Western China. I apply the same preprocessing steps (Section 2.3.2) to build the test datasets from these two regions. Then
I use these two datasets to test the NPC model trained with a shifted global dataset and the model trained with the Southern California dataset (Ross et al., 2018a). Table 2.2 shows the comparisons of both models in terms of the average F1 scores of upward and downward polarities in these two regions. The F1 scores of NPC on both datasets are about 85%. The F1 scores of the other models are about 77% on the Xichang dataset, and about 40% on the Iberia dataset. Note that although there is no waveform manually labeled as ‘unknown’ by human experts in these two datasets, Ross et al. (2018a)’s model may classify a waveform as ‘unknown’ polarity as designed.

**Table 2.2. Comparison of different models using datasets from unseen regions.**

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Xichang unshifted</th>
<th>Xichang shifted</th>
<th>Iberia unshifted</th>
<th>Iberia shifted</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1 score of the model in</td>
<td>76%</td>
<td>77%</td>
<td>39%</td>
<td>40%</td>
</tr>
<tr>
<td>Ross et al. (2018a)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F1 score of the NPC</td>
<td>84%</td>
<td>85%</td>
<td>86%</td>
<td>86%</td>
</tr>
<tr>
<td>model in this study</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**2.6 Discussion**

2.6.1 *Performance of the NPC Model and the Other Model*

The higher accuracy and more generic performance of NPC when compared with other existing models could be mainly due to the following two factors. The first one is that this network is deeper than previous models and is based on not only CNNs but also the attention layers (CBAM). The other one is that the training dataset is larger and consists of data from different regions around the world, somewhat similar to the better performance of the EQTransformer model when compared with other phase-picking models (Mousavi et al., 2020).
The performance of NPC on the randomly shifted data (93%) is slightly lower than the unshifted data (97%). This is because the first-motion polarity determination strongly depends on the accuracy of the first motion (arrival) time. For the unshifted dataset, the arrival time is fixed at the center of the input time window. This makes the first-motion polarity picking easier than the randomly shifted cases. The 93% F1 score is also a generally accepted value for such simple tasks. The fact that NPC can work for randomly shifted data suggests that NPC’s architecture also has the potential ability to pick or refine the arrival times and to determine its polarity at the same time.

The performance of NPC on two datasets from the unseen regions (Iberia and Xichang) has the F1 scores of around 85%, higher than the model trained only on the Southern California dataset in a previous study (Ross et al., 2018a). Note that a fair and accurate comparison of different models is a challenging task (Mousavi et al., 2020; Münchmeyer et al., 2022). For example, unlike Ross et al. (2018a), in this study, no ‘unknown’ class is included beyond up and down polarity. This may cause some biases during the comparison. In general, I expect that training a more advanced model/network with a larger dataset using more powerful computational resources would generally achieve better performance. The results from this work and some other recent studies in seismology and computer science generally agree with this assumption (Brown et al., 2020; Mousavi et al., 2020). As mentioned in Ross et al. (2018a), future studies will build better training datasets and better models following this direction.
2.6.2 Network Visualization and Explanation

In this study, I have developed the NPC model for picking first-motion polarities with relatively high accuracy. In addition, I used the Guided Grad-CAM to understand NPC and quantify the importance of different sections of the input waveform in making a prediction (classification). The blue line in Figure 2.6d shows the normalized importance as a function of time for an example input waveform (the black line in Figure 2.6). Higher values mean greater importance for making a decision by the NPC. The results show attended parts clearly. The NPC appears to learn that the later part (on the right side) of the example waveform is not important for polarity determination even though the amplitude of this part is higher than other parts. The attended part by NPC is exactly the same as human experts because they also focus on the narrow window around the P-wave arrival time to manually determine its first-motion polarity. Recently, Kong et al. (2022) also used a similar technique (Grad-CAM) to visualize their deep-learning model designed for explosion-earthquake discrimination.

There are additional potential benefits for applying model visualization techniques (e.g., Guided Grad-CAM) in the field of machine learning application in seismology. For a straightforward problem like the polarity determination, the result of the Guided Grad-CAM can be used to verify the prediction results and remove false or not-trustable classifications. For example, if the most important part suggested by the Guided Grad-CAM is not around the P-wave arrival time for a waveform, it is likely not a reliable classification result and may need to be removed. If the target problem is not straightforward (e.g., building a model to map a complex 3-D velocity model directly from full waveforms recorded by a seismic array), human experts are not sure which parts of the
waveforms should be more important than others. Hence, I envision that seismologists may get some insights from the model visualization results and learn additional physics from machine learning models. I hope that such insights may inspire seismologists to develop better physics-based methods and achieve higher performance in the future. For example, people may discover some seismic signals or relationships between them that have not been widely used or identified in previous studies.

2.6.3 Using the Pre-trained NPC in Future Studies

The pre-trained NPC model might be directly used in future studies to automatically determine P-wave first-motion polarities for their dataset. Here I would like to highlight two points for the direct usage of the pre-trained NPC model. The first is that it is best to have waveforms pre-processed using the same procedures mentioned in Section 2.3.2. The only exception would be the flipping and shifting steps, which are only applied during the training but not deploying stages. The second is that some additional steps should be performed to obtain a solid result. For example, the input waveforms should be pre-selected by some criteria (e.g., SNR) to only keep the high-quality data with a clear P-wave signal (Zhai et al., 2021c). I do not expect that the NPC can deal with unclear signals or those with low SNRs because the training data are from labels created by human experts, and it is also a challenge for human experts to determine the polarity of noisy data. Additional steps are needed to clean up the outputs of NPC. For example, one can set a relatively high threshold (e.g., 0.7 or 0.95) for the output confidence score (Uchide, 2020; Zhai et al., 2021c) and use the ODIN technique (Liang et al., 2020) to deal with the out-of-distribution problem mentioned in Section 2.4.1. The Guided Grad-CAM network visualization
technique has the potential to be used to verify the prediction results and remove false or not-trustable classifications as mentioned in Section 2.6.2.

Besides a direct usage without any change, the pre-trained NPC can also be fine-tuned (Uchide, 2020; Baker et al., 2021) with a small training dataset to improve its performance for a special dataset of natural earthquakes, microseismic events during a hydraulic fracturing or other fluid injection procedures, and acoustic emission (AE) events during laboratory rock mechanics experiments.

2.6.4 Limitations of Current Results and Planned Future Study

In this section, I briefly summarize the limitations in the current results and planned future studies to address these potential problems. First, I will add more training data from the Chinese mainland region, the Northern California region, and the Taiwan region to build a better model. Second, I will test the model performance with a real acoustic emission dataset (Li et al., 2022b) with manually labeled polarities. I will fine-tune the model with the transfer learning technique if needed. Third, I will quantify the effects of SNR on the model performance to obtain the SNR threshold for the input data in practice. Last, I will update the visualization results of the future updated models using the Guided Grad-CAM technique to gain more insight into the models.

2.7 Conclusions

I build a generic deep-learning network (NPC) for P-wave first-motion polarity classification based on the CNN and an attention mechanism. I train it with global earthquake datasets at local to regional distances with ~3.5 million first motion polarity
picks. The accuracy of the model to predict upward or downward polarities is 0.97. If there is a random time shift of the P-wave arrival time within 0.2 s, the accuracy is 0.93. I also test on two unseen datasets from Iberia and Xichang. The accuracy is about 0.85, higher than a previous model trained only using the Southern California dataset. The network visualization results based on the Guided Grad-CAM help us to understand how the NPC makes a prediction and can be used to clean up the outputs. I expect that this publicly available pre-trained model can be directly applied or fine-tuned with a small dataset to determine P-wave first-motion polarity for natural earthquakes, hydraulic fracturing events, and acoustic emissions.
CHAPTER 3. INVESTIGATING THE IMPACTS OF A WET TYPHOON ON MICROSEISMICITY: A CASE STUDY OF THE 2009 TYPHOON MORAKOT IN TAIWAN BASED ON A TEMPLATE MATCHING CATALOG

3.1 Summary

The results presented in this chapter have been published in a peer-reviewed journal, Journal of Geophysical Research: Solid Earth, as a research article (Zhai et al., 2021c). Recent studies suggested that transient and long-term stress changes caused by Earth’s surface processes (e.g., extreme weather events, annual variations on groundwater storages) can affect earthquake activities in the subsurface. However, these studies may be limited by the completeness of standard earthquake catalogs, especially during or right after extreme weather events. Here I apply the template matching method to build a more complete earthquake catalog in Taiwan spanning seven months before and twelve months after 2009 typhoon Morakot, which brought the highest rainfall in southern Taiwan in the past 60 years and triggered numerous landslides. I then use the enhanced catalog to investigate possible influences of typhoon-driven Earth’s surface processes (atmospheric pressure, precipitation, and erosion) on local seismicity. I find that the seismicity rate of a 40-days-long earthquake sequence in northeastern Taiwan was reduced significantly right after the passage of typhoon Morakot’s eye center. In the typhoon-triggered landslide zone in southern Taiwan, I find a slight increase in background seismicity rate in the next year after Morakot, matching the results of a recent study. However, I do not observe a clear change in the Gutenberg-Richter b-value in this zone, which is different from the recent
study. Station outages during and right after Morakot prevent us from better understanding short-term precipitation effects on local seismicity. Overall, except for a reduction in seismicity rate near the typhoon’s low-pressure eye center in northeastern Taiwan, I do not observe other clear seismicity changes that can be attributed to surface changes induced by typhoon Morakot.

3.2 Introduction

Earthquakes occur in the subsurface but can also alter the Earth’s surface. Examples include surface ruptures (Bonilla et al., 1984; Peltzer et al., 1998; Wesnousky, 2008), and shaking-induced landslides (Rodríguez et al., 1999; Keefer, 2002; Khazai and Sitar, 2004; Yin et al., 2009). However, the influence of Earth’s surface processes on subsurface fault slip and earthquake behaviors remains poorly understood. Previous observational and modeling studies have shown that certain surface processes are capable of generating loading/unloading stresses and modulating earthquake behaviors. These include variations in atmospheric pressures (Gao et al., 2000; Liu et al., 2009; Lin, 2013; Hsu et al., 2015; Meng et al., 2018), reservoir impoundment and fluctuations in reservoir water level (McGarr et al., 2002; Lei, 2011; Tao et al., 2015), construction (Lin, 2005; Qian et al., 2019), seasonal water storage and snow load/unload (Heki, 2001; Heki, 2003; Bettinelli et al., 2008; Johnson et al., 2017a; Johnson et al., 2017b; Johnson et al., 2020; Hsu et al., 2021), glacier load and unload (Thorson, 1996; Wu and Johnston, 2000; Grollimund and Zoback, 2001), erosion and sedimentation (Maniatis et al., 2009; Calais et al., 2010; Steer et al., 2014; Jeandet Ribes et al., 2020; Steer et al., 2020), and pore pressure changes due to rainfall and other extreme weather events (Roth et al., 1992; Hainzl et al., 2006; Kraft et al., 2006; Husen et al., 2007; Miller, 2008; Costain and Bollinger, 2010).
The time scales of these surface variations and the associated stress perturbations are broad, ranging from hours (e.g., extreme weather events), days to years (e.g., annual variations in water cycles), to hundreds to million years (e.g., long-term erosion). The stress perturbations range from a few kilopascals (KPas) (Gao et al., 2000) to a few megapascals (MPas) (Manga and Brodsky, 2006; Steer et al., 2014). While results from some studies were later confirmed by subsequent works (e.g., Kraft et al. (2006); Hainzl et al. (2006); Svejdar et al. (2011); Hainzl et al. (2013a)), there are still many open questions on the robustness of some observations and the underlying physical mechanisms. For example, Liu et al. (2009) interpreted the transient strain observed in borehole strainmeters located in eastern Taiwan as evidence for typhoon-triggered slow earthquakes. However, Hsu et al. (2015) found that the same observed strain changes are mostly associated with environmental factors such as rainfalls, rather than subsurface slip from slow earthquakes. Mouyén et al. (2017) strengthened the findings of Hsu et al. (2015) by quantifying the contributions of air pressure, ocean loading and rainfalls on surface deformation. While stress changes from long-term surface processes (e.g., seasonal water storage and snow load) generally show robust correlations with seismicity (e.g., Johnson et al. (2017b); Hsu et al. (2021)), it is still not clear whether transient stress changes from short-term events (e.g., tropical cyclones) are capable of triggering earthquake activities (Meng et al., 2018; Steer et al., 2020).

An ideal region to examine the relationship between short-term surface processes and subsurface seismic activity is Taiwan (Figure 3.1). Located at the boundary between the Eurasian and the Philippine Sea plates, Taiwan is seismically active (Tsai, 1986) and is monitored by dense and permanent seismic networks (Shin, 1992). In addition, Taiwan
frequently experiences tropical cyclones (also known as typhoons in Northwest Pacific, or hurricanes in Atlantic or Northeast Pacific). Typhoons can cause significant short-term changes such as atmospheric pressure variations (Chen, 2009) and extreme precipitation (Chien and Kuo, 2011), trigger landslides (Lin et al., 2011), and facilitate long-term erosional processes (Dadson et al., 2003). Based on historical records of these atmospheric, hydrological, and geological phenomena, Lin (2013) studied 102 typhoons that traversed or passed nearby Taiwan from 1995 to 2011 and found a 63.75% earthquake-triggering probability by a typhoon. Among them, the 2009 typhoon Morakot produced the highest rainfall in southern Taiwan in the recent 60 years (Chien and Kuo, 2011). Morakot made landfall in Taiwan on August 8, 2009 (Figure 3.1), delivered up to 3 meters of rainfall in five days between August 6 and 10, 2009 (Chen, 2009; Chien and Kuo, 2011), and led to more than 20,000 landslides and subsequent erosional processes in Southern Taiwan (Lin et al., 2011; Lin et al., 2015; Hung et al., 2018; Steer et al., 2020). Therefore, I select the 19 months around typhoon Morakot in Taiwan as the target time window for the study.

In a recent study, Steer et al. (2020) found possible changes in earthquake statistics at 0-15 km depth in southern Taiwan following Typhoon Morakot. They concluded that these changes were induced by landslides and subsequent erosion driven by typhoon Morakot and lasted for at least 2.5 years. In another recent study, Hsu et al. (2021) found seasonal seismicity rate variations in western Taiwan. They proposed that these variations are driven by interannual hydrological changes in that region. Both studies utilized earthquakes listed in the Central Weather Bureau Seismic Network (CWBSN) catalog. However, standard catalogs are inherently incomplete, especially in the lower magnitude ranges, or right following large earthquakes with high background noises and overlapping
arrivals (Kagan, 2004; Peng et al., 2006; Chang et al., 2007; Enescu et al., 2007). Because extreme winds and heavy rainfalls are generally associated with wet typhoons and can generate high seismic noises, I expect that the CWBSN catalog may not be complete, at least in the time windows during and right after typhoon Morakot.

Figure 3.1 Typhoon Morakot and seismic network in Taiwan. (a) Typhoon-induced accumulated rainfall and landslides. The rainfall/precipitation data for 5 days (August 6-10 2009) are from Central Weather Bureau. The green dots on the green dashed line are the eye-center locations at different times on August 8 2009 (GMT+8). The green line marks the zone within ~60 km of the eye-center locations of Morakot, termed the eye-center zone in this study. The black squares are Morakot-induced landslides listed in Lin et al. (2015). The red line marks the zone with a high spatial density of landslides triggered by typhoon Morakot. This zone is the same as in Steer et al. (2020), termed the landslide zone in this study. The white line is the 2-meter contour of the accumulated rainfall, termed the heavy-rain zone in this study. The
black lines are active faults. In inset marks the study region (red box) and the typhoon path (green line) in a larger map of the Asia-Pacific. The blue dots mark the locations at 8 PM on these days. (b) Seismic stations of Central Weather Bureau Seismic Network (CWBSN) and seismicity in the Wu catalog (Wu et al., 2008a) from January 1 2009 to July 31 2010. The two yellow stars are two magnitude (M) 6+ earthquakes that occurred 3 and 9 months after typhoon Morakot (North: M6.0 Nantou earthquake on November 5 2009, at 24-km depth; South: M6.4 Jiashian earthquake on March 4 2010, at 22-km depth). The colored lines are the same as in (a). The inset shows a satellite image of Morakot on August 7 2009 (adapted from a NASA image), the black line marks the coast of Taiwan's main island.

In this study, I first build a more complete earthquake catalog for Taiwan from 7 months before to 12 months after typhoon Morakot. I use a matched filter technique (MFT, also known as template matching) (Gibbons and Ringdal, 2006; Shelly et al., 2007; Peng and Zhao, 2009) to detect possible small earthquakes that are not listed in the CWBSN catalog. I also relocate the detected events based on waveform-correlated differential times, and determine their focal mechanisms based on first-motion polarities from a deep-learning model. Finally, I use the updated catalogs to investigate the spatiotemporal properties of seismicity before and after typhoon Morakot and examine the possible influences of typhoon Morakot on local seismicity.

3.3 Data

3.3.1 Continuous Waveforms and Template Catalog

In this study, I use raw continuous waveforms recorded by CWBSN over the study period from 01/01/2009 to 07/31/2010 in Taiwan (Shin, 1992). CWBSN includes 71 three-component short-period stations with a sampling rate of 100 Hz (Figure 3.1b). I use as templates 32,802 local earthquakes within the study period and study region (latitude: 21°-26°N, longitude: 119°-124°E) listed in a 3D relocated seismicity catalog (Wu et al., 2008a), which is termed the Wu catalog in this study. I use the Wu catalog instead of the standard
CWBSN catalog that contains 33,496 events, mainly because the Wu catalog has more accurate locations based on a 3D velocity model. The Wu catalog also includes 454,055 $P$ wave arrival times, 372,083 $S$ wave arrival times, and 42,119 $P$ wave first-motion polarities manually determined by CWBSN analysts for the template events used in this study.

3.3.2 The Number of Stations in Operation and Noise Energy Estimation

A seismic station’s operational status and noise level can affect its ability to record local microseismicity. Typhoon Morakot brought strong wind and heavy rainfall to Taiwan, which increased seismic noise recorded by the CWBSN stations. In addition, some stations did not work properly during or right after such an extreme weather event due to power and communication outages, and equipment damages. In this section, I measure the daily number of operating stations and daily background noise to better understand how these changing parameters affect the subsequent analysis of seismicity rate changes.

First, I measure the daily number of operational stations. I manually check the raw 24-hour long waveforms and evaluate that are no data gaps in the raw waveforms. However, in certain time windows, all data points have exactly the same value (i.e., 0, −1, +1), indicating that the corresponding component of that station was not fully operational during these time windows. For each 24-hour long waveform, I measure the total length of the constant-value windows by counting the total number of points, in which the $k$th derivative is equal to zero. The result is not sensitive to $k$, because the $k$th derivative of a constant-value curve is always zero, regardless of the value of the positive integer $k$. For simplicity, I set $k$=10 in this study. Although the 10th derivative requires plenty of data points to calculate, it is needed to identify the long constant-value window. Next, I define an
operational ratio (o-value) of a given day-long waveform by 1 minus the result of the constant-value window length divided by the total length (24 hours). I find that the distribution of o-values of all waveforms I used is clearly bimodal, either close to 0 or close to 1 (Figure A.1). Hence, I set an o-value of 0.95 as the threshold for an operational station. For each station on each day, I count the station as operational on that day if the o-values of three components are all higher than the threshold.

Next, I use the waveforms of operational stations to measure the average noise energy of each day. The daily average noise energy is defined as:

\[ E_{\text{noise}}(d) = \text{mean}_s\{\text{mean}_c\{\text{median}_t[A^2(d, s, c, t)]\}\text{norm}\} \]  

3.1

where \(E_{\text{noise}}\) is the noise energy; \(A^2\) is the squared amplitude of the 2-16 Hz bandpass-filtered waveform at day \(d\), station \(s\), component \(c\), and time \(t\); \(\text{median}_t[\ ]\) is the median value over time; \(\text{mean}_c\{\ }\) is the average value of all components; \(\text{mean}_s\{\ }\) is the average value of all stations; and \(\text{norm}\) is normalization. The 2-16 Hz frequency band of the filter is the same as used in the earthquake detection described in the following section. I take a median value instead of an average value of the waveform amplitude in order to reduce the effect of local transient high-noise outliers. The normalization is applied before averaging to balance the weights of different stations. Figure A.2 shows that the noise level during weekends is clearly lower than during workdays. The noise level during the Spring Festival (also known as Lunar or Chinese New Year) holidays in January 2009 and February 2010 is even lower.

3.4 Building a New Seismicity Catalog
3.4.1 Earthquake Detection

To detect possible small earthquakes that are not listed in the CWBSN catalog, I use waveforms of template events to scan through continuous waveforms with the MFT (Peng and Zhao, 2009). I use a GPU-based package developed by Meng et al. (2012) to perform this task. Figure 3.2 shows a general workflow in this study, largely following those used in several recent studies (Meng et al., 2018; Ross et al., 2019b) and is described below.

Figure 3.2 The general workflow of this study. The gray arrows mark the work done in this study and the gray dashed arrows mark the work done in previous studies. The yellow panel summarizes the continuous waveform data used in this study (Section 3.3). The green panel summarizes the catalogs used/built in this study. "CWBSN" means the CWBSN catalog used in Steer et al. (2020). "Wu" means the 3D relocated seismicity catalog (Wu et al., 2008a), which is also the catalog of template events used in earthquake detection with matched filter technique (Section 3.3.1 & 3.3.2). The "MFT", "MFT-reloc", "MFT-FM", and "MFT-decluster" are the MFT catalogs after detection (Section 3.4.1), after relocation (Section 3.4.2) after measuring the focal mechanism (Section 3.4.3), and after declustering (Section 3.5.2), respectively. The blue panel shows three different target regions analyzed in this study with the catalogs mentioned above. The location of "Eye-Center Zone" (Section
3.5.4 & 3.6.2), "Heavy-Rain Zone" (Section 3.5.5 & 3.6.3), and "Landslide Zone" (Section 3.5.6 & 3.6.4) can be found in Figure 3.1.

First, I down-sample all the raw continuous waveforms from 100 Hz to 50 Hz to speed up the subsequent computation. Then, I apply a bandpass filter of 2-16 Hz to these waveforms to enhance signals of local events. Template waveforms of the 32,802 local earthquakes are cut from the filtered continuous waveforms based on the phase arrival times in the Wu catalog. I compute the signal-to-noise ratio (SNR) for all template waveforms. The \( P \)-wave signal is 3 s or \( S-P+0.5 \) s (whichever is shorter) long starting 0.5 s before its arrival time. The \( S \)-wave signal is 5 s long starting 0.5 s before its arrival time. The noise window is 5 s long ending 0.5 s before the \( P \) arrival time. To avoid false detections by a few noisy template waveforms, I only select template events having more than 6 waveforms with SNRs greater than 5.

Next, I calculate the stacked cross-correlation (CC) functions for each day of continuous waveforms in the study period and each of these selected template events. To calculate the CC functions for each event-station pair, I use 4 s long windows for both \( P \)- and \( S \)-waves starting 0.5 s before their arrival times. All stations within 100 km of the source-receiver distances are used. I only use the vertical component for the \( P \) wave and horizontal components for the \( S \) wave. To enhance earthquake signals and suppress uncorrelated background noise, I shift CC functions to the origin time of the template with the corresponding travel times and stack the shifted CC functions. I calculate the median absolute deviation (MAD) for the stacked and normalized CC functions. An initial detection threshold is set at 9 times the MAD (Shelly et al., 2007). After repeating these
steps for all continuous waveforms and all selected template events, I obtain an initial list of detected events (detections).

I then use the following steps to refine this initial list of detections. Because a new event could be detected by multiple template events, there are many duplicated events listed in the initial catalog. To remove these duplicated events, I only keep the highest-MAD detection in each group of detections (separated by less than 2 s) and delete the other detections. Next, I measure the local magnitudes ($M$) of the newly detected events based on the median peak amplitude ratios between the detected and the template events (Peng and Zhao, 2009). I calculate the logarithm of the median peak amplitude ratio and assume that a factor of 1 difference in magnitude is equal to a factor of 10 difference in amplitude. To ensure that the magnitudes of the newly detected events are well-calibrated, I only use peak amplitude ratios of waveform pairs that meet the following two criteria: (1) SNR of the new detected $P$-wave or $S$-wave $\geq 4$; and (2) maximum CC coefficient $\geq 0.6$. The data window for the CC calculation is 1 s for $P$ waves and 1.5 s for $S$ waves, starting 0.25 s before the arrival time. I allow 1 s shift for $P$ wave and 1.5 s shift for $S$ wave, and apply it to the original data with 100 Hz. This is the same window length used later for obtaining differential travel times and relocations described in the next section.

Finally, I use the following procedure to remove events with relatively large magnitudes and relatively low CC values (but above the 9 times MAD threshold). The procedure is based on the expectation that larger earthquakes should be observed on more stations and components with high SNRs. A newly detected event with magnitude $M$, is kept as long as it has at least $n$ ($n=3^{(M-1)}$) components that meet the aforementioned two criteria. Otherwise, the event is removed from the catalog. I limit the $n$ to a value between
If the calculated $n$ is not in this range, I set it as 1 or 15 (whichever it is closed to). This is an empirical estimation based on the visual examination of hundreds of detections, and is somewhat similar to threshold values often used in relocation programs such as hypoDD (Waldhauser and Ellsworth, 2000). For example, a magnitude 2 event would require 3 components, a magnitude 3 event would require 9 components, and a magnitude 4 (and above) would require 15 components.

The newly built catalog from MFT detection contains 218,155 earthquakes (Dataset S1 in the supporting information), which is termed the MFT catalog in this study. The number of events in the MFT catalog is a seven-fold increase compared to the Wu catalog (templates). Most of the newly detected earthquakes are below magnitude 2. In the two weeks during and after typhoon Morakot (August 6-19 2009), the number of events in the MFT catalog (2,472) is a four-fold increase compared to the Wu catalog (648). Figure 3.3 shows an example of a newly detected event on August 8 2009 (when typhoon Morakot made landfall in Taiwan) and its corresponding template event. The template event is a magnitude 1.88 earthquake that occurred on 2009-08-06T00:29:03.29. The newly detected event is a magnitude 1.90 earthquake that occurred on 2009-08-08T08:15:04.66 (~2 days after the template event). The mean CC value of this detection is 0.53, which is 25.7 times the MAD, suggesting that it occurred close to the template event.
Figure 3.3 An example of a newly detected event on August 8, 2009 (when typhoon Morakot made landfall in Taiwan) and its corresponding template event. The blue waveforms are the $P$ wave of the template, the red waveforms are the $S$ wave of the template, the gray colors mark the continuous waveforms, and the black sections on the gray waveforms correspond to the newly detected events. The three columns on the left are the station label, station name, and event-station epicentral distance. The two columns on the right are the component name and the CC value on this component. The location of this template (red star) is shown in the inserted map in the upper right corner. All used stations of this detection are marked as filled black triangles in the inserted map. The numbers on these black triangles are the station labels.
3.4.2 Earthquake Relocation

To improve the location accuracy, I relocate the MFT catalog obtained from the seismicity detection. The MFT catalog contains both template and newly detected events. The template events have been located individually with a 3D velocity model by Wu et al. (2008a). Here I first relocate the template events with hypoDD (Waldhauser and Ellsworth, 2000) using just the phase arrival times without the newly detected events. This improves the initial location accuracy of both template and newly detected events for the subsequent relocation process (Ross et al., 2019a). I next assign the locations, $P$ and $S$ travel times of newly detected events with the same locations and travel times of their best-matching template.

I relocate the MFT catalog with GrowClust, a cluster-based double-difference relocation technique (Trugman and Shearer, 2017). It defines the relative earthquake locations by fitting the observed differential times with a robust L1-norm approach. These precise differential times are measured from waveform cross-correlation (CC). For each earthquake in the MFT catalog, I apply a bandpass filter of 2-16 Hz to the 100 Hz waveforms. The data window for the CC coefficients calculation is 1 s long for $P$ waves and 1.5 s long for $S$ waves, starting 0.25 s before the arrival time. I allow a 1 s shift for the $P$ wave and a 1.5 s shift for the $S$ wave. I then perform the pairwise cross-correlation for each event with up to 1000 nearest neighbor template events within a 5-km distance. To avoid multiple crustal phases due to regional propagation, I set the maximum source-receiver distance as 100 km. I use a three-point quadratic interpolation to improve the precision of the CC function near its peak value (Shelly et al., 2016a). These differential times and their corresponding waveform similarity (CC) coefficients are the input data for
the GrowClust relocation procedure. A local 1-D velocity model (Table A.2) averaging from a 3D velocity model of Taiwan (Wu et al., 2007) is used for the relocation.

The best relocation results are produced by setting the minimum similarity coefficients as 0.6 and the minimum number of differential times as 4 (Lin, 2020). To ensure that template events are relocated before newly detected events during the GrowClust inversion process, I increase the similarity (CC) coefficients by a factor of 100 for template-template event pairs, which is the same as in Ross et al. (2019b). In the end, 63,587 (30%) earthquakes in the MFT catalog are relocated (Figure 3.4d). This relocated catalog is termed the MFT-reloc catalog in this study (Dataset S1 in the supporting information). The number of events in the MFT-reloc catalog is a two-fold increase compared to the standard CWBSN catalog or the Wu catalog.

Figure 3.5 shows the frequency-magnitude information of the newly built catalogs and the template (Wu) catalog. As expected, most of the newly detected events are in the range of magnitude 2 and smaller. Note that a small number of larger earthquakes are not successfully relocated. This is because larger earthquakes generally have more complex waveforms, so they do not cross-correlate well with other events nearby (Ross et al., 2019b; Lin, 2020).

In the following sections, I focus primarily on the temporal evolutions of earthquake statistics in the eye-center zone in northeast Taiwan, and the heavy-rain and landslide zones in southern Taiwan (Figure 3.1). Because the scale of these target zones is about several tens of kilometers, much larger than the subtle location changes between the
full MFT and MFT-reloc catalogs, I mostly use the full MFT catalog for subsequent analysis in this study.

3.4.3 Earthquake Focal Mechanisms

In the Wu catalog, only 548 events have focal mechanism solutions within the space-time windows, which are determined based on the first motions with the GaFpfit package (Wu et al., 2008b). In this study, I apply the same package to compute focal mechanism solutions for earthquakes in the MFT catalog using the polarities of $P$-wave first motions picked by a deep learning model. I develop this convolutional-neural-network (CNN) based $P$-wave first-motion polarity (CNN-Polarity) model (Figure 3.6a), which was added to the open-source Yews package developed by Zhu et al. (2019). The CNN-Polarity model is similar to those used in several recent studies (Ross et al., 2018a; Hara et al., 2019; Cheng and Ben-Zion, 2020; Uchide, 2020). The input of this model is a 300-sample-long waveform, which is 3 s long with a 100-Hz sampling rate. The outputs of this model are two non-negative confidence scores corresponding to the probabilities of the upward and downward polarities (Figure 3.6a). The sum of the two output scores is 1.
Figure 3.4 Comparison of earthquake locations listed in the four studied catalogs from January 1 2009 to July 31 2010. (a) Earthquake density map of 33,496 events in the CWBSN catalog. (b) Earthquake density map of 32,802 events in the Wu (templates) catalog. (c) Earthquake density map of 218,155 events in the MFT catalog. (d) Earthquake density map of 63,587 events in the MFT-reloc catalog. The purple lines mark active faults in all panels.
First, I build data sets to train and test this model. I use all the polarity labels (upward: 18,915; downward: 23,204) manually assigned by CWBSN analysts and listed in the Wu catalog. I randomly split the whole data set into training (80%), validation (10%), and test (10%) data sets. Upward polarities are labeled by 0 and downward polarities are
labeled by 1. The waveforms corresponding to these labels are cut 1.5 s before and 1.5 s after their arrival times from the 2-16 Hz band-pass-filtered continuous data. Each 3 s long waveform (300 data points) is normalized by its maximum absolute values. I flip the waveforms upside down to equalize the number of upward and downward polarity data (Uchide, 2020). To reduce the uncertainties in the arrival times picking, I randomly apply 100 times of time-shift within ± 1 s to each waveform. The total number of data is hence augmented 200 times by flipping and time-shifting (Uchide, 2020). Then, I train the model with the augmented training dataset. After training, I quantify the performance of the trained model based on precision, recall, and F-1 score (Zhu et al., 2019; Uchide, 2020) with the test data set (not used during the training). All of the precision, recall, and F-1 scores of the trained model on the test data set are greater or equal to 95% (Table 3.1).

Next, I deploy the trained model to the MFT dataset. I prepare the waveforms for the MFT dataset using the same preprocess as the training data set, but without flipping and time-shifting. I adopt a confidence threshold of 0.7, which is the same as it in Uchide (2020). For a quality control purpose, I require a minimum SNR of 5 for any waveform before picking its polarity. I group all the events detected by the same template event as a family (Chamberlain et al., 2017). I assume that these similar events in a family share a common focal mechanism solution with a first-order approximation (Shelly et al., 2016b). After deploying the trained model to the MFT dataset, I obtain 158,320 predicted P-wave first-motion polarities (upward: 63,738; downward: 94,582) for these families. This number of polarities is a four-fold increase compared to it manually assigned by CWBSN analysts and listed in the Wu catalog.
In the end, I use these predicted polarities to calculate the focal mechanisms with the GaFpfit package (Wu et al., 2008b). The minimum number of required polarities is 8 (Ross et al., 2018a; Uchide, 2020), and the maximum of the stations’ coverage gap is 180° (Wu et al., 2008b). I obtain focal mechanism solutions of 1,166 families (Figure 3.6c) corresponding to 3,816 events. This focal mechanism catalog is termed the MFT-FM catalog in this study (Dataset S1 in the supporting information). This number of events in the MFT-FM catalog is a seven-fold increase compared to it (548 events, see Figure 3.6b) in the Wu catalog (Wu et al., 2008b; Wu et al., 2010) in the study period and region.

Figure 3.6 The measurement of focal mechanism solutions with a deep-learning model for polarity picking. (a) A schematic diagram of the convolutional-neural-network (CNN) based P-wave first-motion polarity (CNN-Polarity) model used in this study. The numbers on the right denote the size of samples and channels. There are 6 convolutional layers for feature extraction. The final layer is a fully connected layer for classification. ‘Conv’, ‘BN’, ‘R’, ‘MP’, and ‘FC’ on the left represent convolution, batch normalization, ReLu, max pooling, and fully connected layers, respectively. (b) Map of focal mechanism solutions in the Wu catalog (Wu et al., 2008b; Wu et al., 2010)
in the study period. The focal mechanisms beach balls are color-coded based on the r-value, which is a function of the rake. It can be used to determine the faulting types of earthquakes (Shearer et al., 2006). (c) Map of focal mechanism solutions in the MFT-FM catalog built in this study. Each beach ball denotes the focal mechanism of the template event in each family. The colored lines in b and c mark the active faults in Taiwan (Shyu et al., 2016). Red lines are normal faults. Yellow lines are strike-slip faults. Blue lines are reverse faults.

Table 3.1 Precision, recall, and F-1 score of the two classification categories.

<table>
<thead>
<tr>
<th>Categories</th>
<th>Precision</th>
<th>Recall</th>
<th>F-1 score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upward (0)</td>
<td>0.9563</td>
<td>0.9451</td>
<td>0.9507</td>
</tr>
<tr>
<td>Downward (1)</td>
<td>0.9457</td>
<td>0.9569</td>
<td>0.9513</td>
</tr>
</tbody>
</table>

3.5 Statistics Analysis of the Newly Built Catalogs

3.5.1 Mc and b-value Calculation

The magnitude of completeness (Mc) and the parameter b in the Gutenberg–Richter frequency-magnitude relationship (i.e., the G-R law (Gutenberg and Richter, 1944)) are commonly used to characterize statistical behaviors of an earthquake catalog. Mc is the minimum magnitude above which all earthquakes in a given space and time window are reliably recorded. The G-R law is defined as \( N (\geq M_c) = 10^{a-bM} \), which describes the power-law relationship between the magnitude (\( M \)) and the total number (\( N \)) of earthquakes of at least that magnitude in a given space and time window (Gutenberg, 1956). I use a modified version of the maximum curvature method (MAXC) to calculate the Mc of a given catalog (Wiener and Wyss, 2000). Specifically, Mc is set to 0.5 plus the maximum of the first derivative of the discrete G-R law plot (Figure 3.5b), which is the same as in Steer et al. (2020) for direct comparisons in later sections. Note the maximum of the first derivative in Figure 3.5b is the same as the maximum in Figure 3.5a. Then, I use all the events above Mc to compute the b-value and its uncertainty with the maximum
likelihood estimate method (Aki, 1965). Based on the calculation, the $Mc$ of the full MFT catalog and the Wu catalog (Templates) are 1.6 and 2.3, respectively (Figure 3.5b). The $Mc$ and $b$-value of the MFT-reloc catalog are not measured because some large earthquakes are not relocated. To obtain the $b$-value map, I use spatial sliding windows to further divide and sample the catalogs (Wiemer and Wyss, 2002). The radius of the sliding spatial window is set as 30 km. The minimum number of events with magnitude large or equal to $Mc$ for the calculation of the $b$-value is set at 50. The sliding-window method and the two parameters are the same as in Steer et al. (2020) for direct comparisons in later sections.

3.5.2 Declustering the Seismicity Catalog

Microseismicity generally include background (i.e., driven by tectonic or external processes) and clustered (i.e., triggered by previous earthquakes) activity (Gardner and Knopoff, 1974; Zaliapin and Ben-Zion, 2021). In a typical mainshock-aftershocks cluster, aftershocks are triggered by the mainshock, and hence are not considered as independent events. To avoid over-counting these clustered/dependent events, I decluster the MFT catalog, similar to the recent studies in Taiwan (Steer et al., 2020; Hsu et al., 2021). Specifically, I calculate the probability of background seismicity for each event above $Mc$ in the MFT catalog using a stochastic declustering method (Zhuang et al., 2002; Zhuang et al., 2004; Zhuang, 2006) based on the epidemic-type aftershock sequence (ETAS) model (Table A.3) (Ogata, 1988). For any given space-time window, I calculate "the number of the background seismicity" in this window by summarizing the background seismicity probability of all events above $Mc$ in this window (Zhuang et al., 2005; Meng and Peng, 2014). The number of the background seismicity is then used in the analysis of the seismicity rate around typhoon Morakot. Figure 3.7 and Figure 3.8b show the cumulative
numbers and the daily numbers (seismicity rate) of the seismicity (above $Mc$) in the MFT
catalog and the background seismicity in MFT-decluster catalog, respectively. As expected,
the temporal clustering of seismicity due to moderate-size earthquakes in the MFT-
decluster catalog are largely removed. However, it is relatively difficult to observe any
clear changes in seismicity associated with typhoon Morakot in a cumulative plot for the
entire space-time window (Figure 3.7). Hence, in the following sections, I focus on
different space-time windows and examine the seismicity rates separately.

Figure 3.7 The cumulative number of seismicity (above $Mc$) in the MFT catalog and
the background seismicity in MFT-decluster catalog. (a) Events in the full MFT
catalog. The vertical blue dashed lines mark a magnitude \((M)\) 5.3 earthquake that occurred in Northeastern Taiwan (will be mentioned in Section 3.5.4), the typhoon Morakot, the magnitude \((M)\) 6.0 Nantou earthquake (Figure 3.1b), and the magnitude \((M)\) 6.4 Jiashian earthquake (Figure 3.1b). (b) Events in the eye-center zone in northeastern Taiwan. (c) Events in the heavy-rain zone in southern Taiwan. (c) Events in the landslide zone in southern Taiwan. The definition and map of these zones can be found in Figure 3.1.

![Figure 3.8](image)

Figure 3.8 The magnitude-time distribution, seismicity rate, noise energy, and the number of operational stations in this study. (a) Magnitude-time distribution of earthquakes in Wu catalog (templates) and the MFT catalog. (b) The seismicity rate (above \(Mc\)) of the MFT catalog and the background seismicity rate of the MFT-decluster catalog. The blue arrows mark the day typhoon Morakot landed in Taiwan (August 8 2009). (c) The daily average noise energy (reversed red vertical axis on the
left) and the number of operational stations (see the definition in Section 3.3.2) of each day (black vertical axis on the right).

3.5.3 General Patterns of Seismicity Rate, Noise Energy, and Station Status

Based on the earthquake detection results (Figure 3.8) within the study space-time window, I observe a drop in the seismicity rate during and right after typhoon Morakot (Figure 3.8b). This seismicity-rate drop corresponds to the gap with a triangle shape between magnitude ~0.5 and 1 during and right after typhoon Morakot (Figure 3.8a). The results show the number of operational stations reduced from ~70 to ~45 right after typhoon Morakot and lasted for 2-3 weeks then recovered to normal (Figure 3.8c, black bars). I also find that normalized daily average noise energy during several days of typhoon Morakot increased by about two as compared with other days (Figure 3.8c, reversed red bars).

3.5.4 Seismicity near the Eye Center of Morakot in Days before and after Morakot

Next, I analyze seismicity rate changes near Morakot’s eye-center track to examine possible influences of atmospheric pressures on earthquake activities. It took about 12 hours between the landing of Morakot on Taiwan’s east coast and its leaving on Taiwan's west coast (Figure 3.1a). Here I focus on the changes in the seismicity patterns within one week around typhoon Morakot (Figure 3.9). Figure 3.9b-h shows the daily seismicity density maps from 3 days before to 3 days after typhoon Morakot, respectively. Compared with the seismicity density maps of other days, I do not observe any clear increase on the day that Morakot made landfall on Taiwan island (August 8 2009). However, I do find a small zone (the red box in Figure 3.9a-h) with high seismicity density at depth of 0-15 km in northeastern Taiwan near Morakot’s eye-center track during these days. The daily
seismicity number in this zone decreased with the arrival of typhoon Morakot. As expected, the atmospheric pressure recorded by the HUALIAN-CWB weather station (orange square in Figure 3.9a, inside the small zone) is lower than normal when the eye center of typhoon Morakot passed by (Figure 3.9i&j). The space-time plots of seismicity in this region (Figure 3.9k&l) show a northward migration of the sequence, which was apparently stopped at the time of typhoon Morakot’s landfall.

To examine this further, I check the seismicity in this zone within the 19-month-long study period (Figure 3.10). An earthquake sequence starting 40 days before suddenly stopped at the time of typhoon Morakot’s passage. Such reduction of seismicity is shown clearly in both the full MFT catalog and the declustered catalog (Figure 3.10a). This earthquake sequence includes one M5.3 reverse-faulting earthquake that occurred at 12.9-km depth on June 28 2009 (marked by the star and beachball in Figure 3.9a) and several M4 earthquakes (Figure 3.10b). A closer look reveals that the seismicity reduction started the last day before the typhoon’s landfall on August 7 2009, when the atmospheric pressure inside this zone is the lowest (Figure 3.1a & Figure 3.9j). Most of the earthquakes in this zone are reverse-faulting events (Figure 3.10c).

To quantify the change in seismicity rate, I use both β-value statistic and Z-value statistic (Habermann, 1981; Habermann, 1983; Matthews and Reasenberg, 1988; Pankow and Kilb, 2020). β-value statistics is most commonly used in studies of dynamic earthquake triggering (Hill and Prejean, 2015). It measures the difference in seismic rate between a pre-window and a post-window. Therefore, it can be used to evaluate the seismicity rate changes. The β-value is defined as:
\[ \beta = \frac{N_{post} - N_{pre} \ast (T_{post} / T_{pre})}{\sqrt{N_{pre} \ast (T_{post} / T_{pre})}} \]  

where \( T_{pre} \) and \( T_{post} \) are the lengths of time windows for counting the number of events before \( N_{pre} \) and after \( N_{post} \) the time of interest, respectively. Z-value is an alternative statistical parameter to measure the seismicity rate changes and is a more symmetric version of the \( \beta \)-statistic. I use it as an alternative parameter in this study. The Z-value is defined as:

\[ Z = \frac{N_{post} \ast T_{pre} - N_{pre} \ast T_{post}}{\sqrt{N_{post} \ast T_{pre}^2 - N_{pre} \ast T_{post}^2}} \]

where \( T_{pre}, T_{post}, N_{pre} \), and \( N_{post} \) are defined as above. I set the window before typhoon Morakot (August 7 2009) starting from the day of the M5.3 earthquake (June 28 2009). I set the window after typhoon Morakot ended on August 15 2009 (Figure 3.10b). Then, I use the events at depth of 0-15 km above \( Mc \) in the MFT catalog to calculate the \( \beta \)-value and Z-value. I obtain a \( \beta \)-value of \(-20.45\) and a Z-value of \(-31.42\). The absolute values of both numbers are much higher than the standard significance thresholds of around 2 (Habermann, 1981; Reasenberg and Simpson, 1992; Pankow and Kilb, 2020), even considering that the threshold might vary for different times and regions (Prejean and Hill, 2018; Pankow and Kilb, 2020).

As mentioned before, some seismic stations could work well before typhoon Morakot but went down during or right after Morakot due to power and communication outages, and equipment damages. This may produce a sudden drop in detected seismicity.
To rule out this effect, I also present detection results (Figure 3.10a) that are based solely on the stations (blue triangles in Figure 3.9a) that were in operation at least 95% of days from ~1.5 months before to ~1.5 months after typhoon Morakot (July 1 2009 - September 30 2009). Although I have smaller numbers of detected events, the general patterns are similar to those based on using all available stations.

It is well known that the aftershock seismicity rate decays with time. The decay law of aftershock activity follows the Omori formula \( n(t) = K(t + c)^{-1} \) or its modified form \( n(t) = K(t + c)^{-p} \) (Utsu et al., 1995). To rule out the aftershock decay effect in the observed seismicity drop right after the Morakot passage, I analyze the seismicity between the last M4 event before Morakot and the first M4 event after Morakot (two gray stars in Figure 3.10b) at depth of 0-15 km inside the target zone (the red box in Figure 3.9a-h). Figure 3.10d&e show the time evolution of cumulative events number based on the events above \( M_c \) listed in the MFT and MFT-decluster catalog. I try to fit the data with modified Omori’s law by using the AFTPOI package (Ogata, 2006), but it never converged. Nevertheless, the abrupt seismicity rate change before and after the typhoon is best explained as a reduction of rate by a factor of 3 (from 60 events/day to 20 events/day based on the MFT catalog or from 33 events/day to 13 events/day based on the MFT-decluster catalog). These two seismicity rates are calculated by using the least-squares regression to fit the data before and after typhoon Morakot, respectively (Figure 3.10d&e).
Figure 3.9 Seismicity in northeastern Taiwan around the time of typhoon Morakot. (a) Station map showing 71 CWB stations used in this study. The blue triangles are stations that were operating (see the definition in section 3.3.2) on 95% of the days between July 1 2009 and September 30 2009. The red triangles are stations not in the...
well operational status in this period. The black lines are faults. The gray line is the eye-center track of typhoon Morakot (Chen, 2009). The orange square is the HUALIAN-CWB weather station used in (j). The star and beach ball mark the location and focal mechanism solution of an M5.3 earthquake that occurred at 12.9-km depth on June 28 2009, respectively. The red box marks the zone mentioned in Section 3.5.4. (b)-(h) The daily seismicity density maps on August 5-11, respectively. The bins are 20 km × 20 km and colored by the number of events inside each bin on a day. (i) The average daily and cumulative rainfall in the target region (red box in a-h). (j) The atmospheric pressure recorded by the HUALIAN-CWB weather station (orange square in a) in these days (black bars, left vertical axis) and background seismicity rate (MFT-decluster) in the target region at depth of 0-15 km (red line, right vertical axis). (k) A zoom-in version of the latitude-time plot of seismicity in the red-box region in the Wu catalog. The full version is shown in Figure A.3. The blue dashed line marks August 7 2009. The red arrow marks the general migration of the seismicity. The open circles on the right outside mark earthquakes with different magnitudes. For example, "M1" means magnitude is equal to 1. (l) Similar to k but based on the MFT-reloc catalog.

3.5.5 Seismicity in the Heavy-Rain Zone in Weeks before and after Morakot

To study the possible influences of rainfall brought by typhoon Morakot on seismic activities, I analyze the seismicity in the heavy-rain zone in southern Taiwan (see the white line in Figure 3.1a). This zone is defined as the 2-m contour of the accumulated rainfall map for 5 days (August 6-10 2009) during typhoon Morakot (Figure 3.1). Because previous studies show that there is a ~10-13 days delay for rain-triggered earthquakes at depth of 0-5 km after the rainfall (Kraft et al., 2006; Svejdar et al., 2011), here I focus on the time scale of weeks around typhoon Morakot and separate the seismicity into 0-5 km and 5-15 km depth range. Comparing the seismicity rate in the five weeks before (Figure 3.11), there is a lack of earthquakes a few days during and after the heavy rain associated with typhoon Morakot. In addition, the seismicity fluctuated at depth ranges of 0-5 km and 5-15 km, and I do not observe any clear changes in seismicity rates at these and larger depth ranges (Figure 3.11a-b). To rule out the influence of the way I define the heavy-rain zone, I also consider the 1.5-m contour instead of the 2-m contour. Based on the results with the 1.5-m
heavy-rain zone (Figure 3.11c-d), I still do not observe any clear change in seismicity rate in southern Taiwan after the heavy rain brought by typhoon Morakot.

Figure 3.10 Seismicity in the zone near the eye-center track of typhoon Morakot (the red box in Figure 3.9a-h). (a) The 10-day moving average seismicity rate at depth 0-15 km inside this zone. The blue dashed line marks August 7 2009 (Figure 3.9k&l). The red and brown lines are the seismicity rate (above $Mc$) of the MFT catalog and
the background seismicity rate of the MFT-decluster catalog using all stations, respectively. The blue and green lines are based on only using the operating stations (blue triangles in Figure 3.9a) instead of all stations to perform the earthquake detection. The black line is the result of the CWBSN catalog. The two gray-dashed lines mark June 1 2009 and September 1 2009, respectively. (b) The magnitude-time distribution of seismicity at depth of 0-15 km inside the same space-time window. The yellow star marks the M5.3 earthquake, which is marked as the star and beachball in Figure 3.9a. The gray star on the left marks the last M4 earthquake in this zone before typhoon Morakot. The gray star on the right marks the first M4 earthquake in this zone after typhoon Morakot. (c) The time evolution of r-value of the seismicity listed in the MFT-FM catalog at depth of 0-15 km inside this zone between June 1 2009 and September 1 2009. M<4 events are marked with black circles and M≥4 events are marked with red circles. (d) The cumulative number (black line) of events in the MFT catalog above the Mc at depth of 0-15 km inside this zone between the last M4 event before Morakot and the first M4 event after Morakot (two gray stars in b). The blue dashed line marks August 7 2009. The red dashed line and green dashed line are the least-squares regression results only using the data before Morakot and after Morakot, respectively. (e) Similar to (d) but based on the MFT-decluster catalog.

3.5.6 Seismicity in the Landslide Zone in Months before and after Morakot

To study the possible influences of landslides driven by typhoon Morakot and subsequent erosional processes on seismicity, I analyze the seismicity in the landslide zone (see the red line in Figure 3.1a) on a longer time scale of months before and after typhoon Morakot. This zone has a high spatial density of landslides triggered by typhoon Morakot, which is the same as defined in Steer et al. (2020). Here I examine three different aspects of seismicity patterns long before and after typhoon Morakot.

First, I compare the background seismicity rate at depth of 0-15 km in the landslide zone before and after typhoon Morakot (Figure 3.12). I focus on the shallow depth of 0-15 km, mostly because stress perturbations due to surface loading/unloading processes decrease significantly at larger depths (Tao et al., 2015; Steer et al., 2020). As shown in Figure 3.12, the background seismicity rates inside and outside of the landslide zones fluctuate, but both show a minor reduction at the time of typhoon Morakot. In addition,
while the seismicity rate outside the landslide zone remains more or less stable, there is a gradual increase inside the landslide zone after typhoon Morakot.

Figure 3.11 Seismicity in the heavy-rain zone from 5 weeks before to 5 weeks after typhoon Morakot. (a) The depth-time distribution of events (above $Mc$) in the MFT catalog and Wu catalog inside the heavy-rain zone, which is defined as the 2-m contour of the accumulated rainfall map (purple line in Figure 3.1). The blue dashed
line marks the day typhoon Morakot landed in Taiwan (August 8 2009). The gray dashed lines mark the depth of 5 km and 15 km used in (b). (b) The histogram of daily rainfall (blue vertical axis on the left, the bottom layer of the figure) and background seismicity rate (red vertical axis on the right, top layers of the figure) of MFT-decluster catalog at different depth ranges in the same zone and period in (a). The daily rainfall data is recorded by the ALISHAN-CWB weather station in the heavy-rain zone (latitude: 23.5082°N; longitude: 120.8132°E; elevation: 2413.4 m). (c) and (d) are similar to (a) and (b), respectively, but the heavy-rain zone is redefined as the 1.5-m contour instead of the 2-m contour.

Second, I examine the Gutenberg-Richter $b$-value changes at different depths before and after typhoon Morakot with both the CWBSN and the MFT catalogs (not declustered). The results based on the CWBSN catalog show a subtle $b$-value increase at depth of 0-15 km in this landslide zone after typhoon Morakot (Figure 3.13b&f). This can match the results of Steer et al. (2020), which are also based on the CWBSN catalog in the same zone. However, the results based on the newly built MFT catalog do not show a clear $b$-value increase (Figure 3.13a&e). The results at depths 15-30 km are shown in Figure A.5. The maps of $b$-value error, $Mc$, and the number of events used for computing the $b$-value map are shown in Figure A.7-Figure A.14. To examine the $b$-value results at depth 0-15 km further, I calculate the $b$-value in two additional ways. I first consider the short-term incompleteness of the catalog after typhoon Morakot (Figure 3.8), and re-calculate the $b$-values by not using the first 3 weeks of seismicity. The updated results do not show a clear $b$-value increase (Figure A.6). In addition, recently van der Elst (2021) proposed a more robust estimator of $b$-value termed $b$-positive ($b^+$) to reduce the effects of missing detections following a larger-magnitude event. Here I use this new method to re-calculate the $b$-values. The results with on the newly built MFT catalog still do not show a clear $b$-value increase (Figure 3.13c&d).
Finally, I check temporal variations of earthquake focal mechanism solutions in the landslide zone using the MFT-FM catalog. I find a subtle decrease in the rate and percentage of normal-faulting events at depth of 0-15 km in this landslide zone after typhoon Morakot and before the M6 Nantou Earthquake (Figure 3.14b-d). To quantify the changing rates, I compute β-value and Z-value statistics mentioned before. I set the time window before Morakot starting from January 1 2009 and the time window after Morakot ending on the day of the Nantou Earthquake (November 5 2009). Using the events at depth of 0-15 km in the landslide zone above $Mc$ in the MFT-FM catalog, I obtain a β-value of $-1.11$ and a Z-value of $-1.73$. Both values are below the significance threshold of 2.

![Figure 3.12 The background seismicity rate at depth of 0-15 km in the MFT-decluster catalog. (a) and (b) are the results of the events outside and inside the landslide zone (the red line in Figure 3.1a), respectively. The vertical black dashed lines mark the time of typhoon Morakot, the Nantou earthquake (outside but near the landslide zone at 24 km depth), and the Jiashian earthquake (inside the landslide zone at 22 km depth). These two M6+ earthquakes are marked as the yellow stars in Figure 3.1b. Note the depth range and the landsides zone are the same as those in Steer et al. (2020).](image)
Figure 3.13 $b$-value variations by fitting the Gutenberg-Richter frequency-magnitude distribution. (a)-(b) The earthquake frequency-magnitude distribution and its corresponding $b$-value inside the landslide zone (marked by the red line in Figure 3.1a) of MFT catalog at 0-15 km depth, CWBSN catalog at 0-15 km depth,
respectively. Orange data show the results before typhoon Morakot (January 1 2009 – August 6 2009). Green data show the results after typhoon Morakot (August 7 2009 – July 31 2010). (c)-(d) Similar to (a)-(b) but the b-value is calculated by using the b-positive method. (e)-(f) Change in b-value, \( \Delta b \) value (\( b_{\text{after}} - b_{\text{before}} \)) based on the data in MFT catalog at 0-15 km depth, CWBSN catalog at 0-15 km depth, respectively. Grid steps are 10 km in both directions. The radius of the spatial window for each grid is set as 30 km. Black lines are the faults. The red line marks the boundary of the landslide zone (Figure 3.1). The two yellow stars are two magnitude (M) 6+ earthquakes (Figure 3.1) that occurred several months after typhoon Morakot (North: M6.0 Nantou earthquake on November 5 2009, at 24 km depth; South: M6.4 Jiashian earthquake on March 4 2010, at 22 km depth).

**Figure 3.14** Temporal variations of earthquake focal mechanism solutions of the MFT-FM catalog inside the landslide zone. (a) The distribution of earthquakes’ r-value over time. The r-value is the same as in Figure 3.6, which is used to determine the faulting types of earthquakes. Horizontal dashed lines are boundaries between different faulting types. The vertical dashed lines mark the time of typhoon Morakot, the Nantou earthquake, and the Jiashian earthquake. Each dot is an earthquake colored by its depth and scaled by its magnitude. (b)-(d) The temporal variations of the cumulative number of earthquakes (b), seismicity rate of earthquakes (c), and
percentages (d) for different types of earthquakes at depths of 0-15 km. (e), (f), and (g) are similar to (b), (c), and (d), respectively. But the depth range in (e), (f), and (f) are 15-30 km instead of 0-15 km.

3.6 Discussion

3.6.1 General Patterns of Seismicity Rate, Noise Energy, and Station Status

The number of events in the newly built MFT catalog is a seven-fold increase compared to the Wu catalog (templates) or the standard CWBSN catalog in the study period (19 months) (Figure 3.5). However, the number of detections for two weeks during and after typhoon Morakot (August 6-19 2009) is only a four-fold increase and there is a clear reduction in seismicity rate during and right after typhoon Morakot (Figure 3.8a-b). This is likely due to strong noises caused by wind and rainfall brought by typhoon Morakot. In addition, some stations were not working properly during and right after typhoon Morakot (Figure 3.8a&c). As expected, the noise level and the working status of stations have a greater impact on the detection capability of smaller earthquakes, because smaller earthquakes usually can be recorded by fewer nearby stations and have waveforms with low SNRs. This would result in the miss-detection of small events, as marked by a triangle gap between magnitude −0.5 and 1 during and right after typhoon Morakot (Figure 3.8a). Similar gaps are found right after moderate to large earthquakes (Kagan, 2004; Peng et al., 2006). Although the MFT or other waveform-based techniques can help to detect some missing events in this gap (Peng and Zhao, 2009; Yao et al., 2017; Ross et al., 2019a), they cannot completely identify all small events that are either buried by the coda of larger aftershocks or are not well recorded due to station outages.
3.6.2 Seismicity near the Eye Center of Morakot in Days before and after Morakot

As mentioned in Section 3.5.4, the results show a clear reduction of seismicity rate for a 40-days-long earthquake sequence at the time of typhoon passage in northeastern Taiwan (Figure 3.9 & Figure 3.10). This observation is likely robust for the following two reasons. The first is that the results based on only using operating stations before and after typhoon Morakot are consistent with the results based on using all stations, as well as those based on the CWBSN catalog (Figure 3.10a). In addition, if the rate reduction was caused by increasing noise levels or station outages due to typhoon Morakot, I would expect that the seismicity rate returns to the previous 40-days level right after the passage of typhoon Morakot. Instead, the seismicity rate reductions remained at the level before the 40-days-long sequence.

The results also show that the observed seismicity rate reduction cannot be simply fitted and explained by Omori’s law of aftershock decay (Figure 3.10d&e). Besides interpreting this phenomenon as a pure coincidence, one possible explanation is that the sudden reduction of seismicity rate is caused by the pass-by of typhoon Morakot. The lowest atmospheric pressure of the eye center of typhoon Morakot was 95.5 kPa when it was approaching this swarm zone on August 7, 2009 (Figure 3.9j & Figure A.4). Compared to the standard atmosphere pressure (101.3 kPa), this pressure is 5.8 kPa lower, which is equivalent to the pressure caused by removing a 0.59-m thickness of water. A recent study in Taiwan shows that the average annual water thickness change in Taiwan is 0.53 m, which can result in Coulomb stress changes from 3-5 kPa on a 30°-dipping receiver thrust fault at 10-km depth in Taiwan (Hsu et al., 2020; Hsu et al., 2021). Such a level of Coulomb stress changes induced by hydrologic loading is capable of modulating seismicity in
Taiwan and other regions (Bettinelli et al., 2008; Johnson et al., 2017a; Johnson et al., 2017b; Johnson et al., 2020; Hsu et al., 2021). Therefore, changing surface atmospheric pressure at Morakot’s eye center can lead to a 3-5 kPa change of Coulomb stress on faults at ~10-km depth, capable of modulating the subsurface seismicity behavior. Besides the stress change caused by atmospheric pressure, the average cumulative rainfall during Morakot in this region is about 0.3 m (Figure 3.9i), which can lead to additional Coulomb stress change on the faults likely lower than 1-3 kPa.

When Typhoon Morakot approached, a ground dilatation is expected due to atmospheric pressure drop and then followed by a larger ground compression due to rainfall loading and the recovery of ground deformation when the typhoon was away from northeastern Taiwan (Hsu et al., 2015; Mouyen et al., 2017). Therefore, reverse faulting events are prohibited by ground compression after typhoon Morakot (Figure 3.15). The focal mechanism solutions of earthquakes in this zone are diverse (Figure 3.6c), but most of them during the 40-days-long sequence are reverse-faulting events (Figure 3.9a & Figure 3.10c). The nodal planes of the M5.2 earthquake (and other M>4 events) show either an NW dipping low-angle plane or high-angle dip-slip plane, consistent with the general subduction of the Philippine Sea Plate subducting under the Eurasian Plate and the Pacific Plate. Therefore, the seismicity rate reduction in this eye-center zone may be related to the increase in atmospheric pressure after the typhoon as well as the increase in water loading.

So far there are other two cases of seismic activities directly triggered by low-pressure systems of typhoons/hurricanes. The first is the aforementioned typhoon-triggered slow earthquakes in Eastern Taiwan (Liu et al., 2009), which was later interpreted as rainfall-induced strain changes (Hsu et al., 2015). The second is a transient increase of
aftershocks following the 2011 M5.7 Virginia earthquake by Hurricane Irene (Meng et al., 2018). Here I observed a seismicity rate reduction coinciding with typhoon Morakot, which is opposite of the rate increases observed in the other two studies.

I note that the interpretation is rather speculative for the following reasons. First, this could be a pure coincidence since an earthquake sequence can stop by itself. Second, the variation in atmospheric pressure and the loading effect from the rainfall and surface water is transient (within several days). Hence, I would expect that the seismicity returns to the previous stage after days of typhoon Morakot, rather than remaining low following the typhoon. Future investigation of multiple typhoons by combining the local geodetic and seismology data, along with numerical modeling will be helpful to verify and reveal the detailed mechanism behind it. Nevertheless, compared with southern Taiwan at longer time scales, the seismicity reduction in northeastern Taiwan is the clearest seismicity rate change observed in this study.

Figure 3.15 Directions and relative magnitudes of stresses for reverse fault and normal faults. FW and HW mark the footwall and hanging wall, respectively. Blue arrows and red arrows mark the direction of the slip. Green arrows and U mark unloading. Black arrows mark the three principal axes of stress: vertical ($\sigma_v$), maximum horizontal ($\sigma_{Hmax}$), and minimum horizontal ($\sigma_{Hmin}$).
3.6.3 Seismicity in the Heavy-Rain Zone in Weeks before and after Morakot

Seismicity triggered by above-average rain and the following diffusion of ground water into subsurface structure has been observed in some regions, such as Switzerland, France, and Germany (Hainzl et al., 2006; Kraft et al., 2006; Husen et al., 2007; Rigo et al., 2008; Svejdar et al., 2011). As mentioned before, typhoon Morakot produced the highest rainfall in southern Taiwan in the recent 60 years (Chien and Kuo, 2011). It delivered up to 3 meters of rainfall in the 5 days between August 6 and 10 August 2009 (Chen, 2009; Chien and Kuo, 2011). However, except for a lack of seismicity during typhoon Morakot’s landfall, I did not observe any clear change in seismicity rate in the heavy-rain zone in southern Taiwan brought by typhoon Morakot (Figure 3.11).

Extreme rainfall could affect subsurface stress and seismicity in two ways. The first is an instantaneous loading effect on the surface. However, almost all seismic stations were not operating well in the several weeks during and after typhoon Morakot in the heavy-rain zone due to reasons such as power outages, equipment damages, or road damages (Figure 3.9a). Therefore, I do not have the resolution during the several days of heavy rainfall to examine the direct loading/unloading effect of rainfall on seismicity. The second possible effect of rainfall is the diffusion of rainwater into the subsurface structure, hence increasing pore pressure on active faults at seismogenic depth. I argue that this is less possible in the heavy-rain zone of this study because Miller (2008) found that the rain-triggered earthquakes occurred exclusively in karst geology where the rainwater can quickly flow into the underground karst network to induce earthquakes. In this study, the heavy-rain zone is mainly in the southern Central Ranges with primarily metamorphic rocks where its permeability is much lower than the karst areas (Ho, 1988; Wang et al., 2004; Zhang, 2016).
This is consistent with the observation that no clear changes in seismicity are observed in the following weeks in the heavy-rain zone either defined as the 2-m contour or the 1.5-m contour (Figure 3.1a and Figure 3.11). I did not try to define the heavy-rain zone as the 1-m contour because the rainfall of many regions in both north and south Taiwan is above 1-m (Figure 3.1a), resulting in a much larger area as the target zone.

3.6.4 Seismicity in the Landslide Zone in Months before and after Morakot

As mentioned in Section 3.5.6, the results based on the newly built MFT catalogs show a subtle increase in the background seismicity rate occurring in the next 12 months at depth of 0-15 km in the landslide zone after typhoon Morakot (Figure 3.12b), which match the observations of Steer et al. (2020) and Hsu et al. (2021) based on the CWBSN catalog. Steer et al. (2020) attributed this to the crustal unloading caused by the intense and prolonged sediment erosion after typhoon Morakot in the landslide zone. Hsu et al. (2021) pointed out another possible mechanism related to the interannual variation of terrestrial water storage, rather than the typhoon-associated landslides and erosions.

Steer et al. (2020) observed a clear $b$-value increase (Figure 3.13b) for seismicity at 0-15 km depth in the landslide zone over the 2.5 years after typhoon Morakot including the 1 year after typhoon Morakot in this study. However, I do not observe such a $b$-value increase in this study (Figure 3.13a). This is likely because their results are based on the standard CWBSN catalog, which misses some small earthquakes. In this study, the results are based on the newly built MFT catalog, which is more complete than the standard CWBSN catalog. A recent study shows that some catalogs based on the matched filter technique in southern California and Italy do not preserve the exponential-like magnitude-
frequency distribution toward low magnitudes (Herrmann and Marzocchi, 2021). This may lead to strong inconsistencies in $b$-values with different cutoff magnitudes. However, the study in Taiwan does not show a similar issue. For example, the $b$-values measured from the CWBSN catalog (with higher $Mc$) and the MFT catalog (with lower $Mc$) in the landslide zone before typhoon Morakot are very close: 1.11 and 1.10 (Figure 3.13a&b).

Another interesting phenomenon in the landslide zone is that the rate and percentage of normal-fault events and reverse-fault events at depths of 0-15 km moved towards two opposite trends following typhoon Morakot (Figure 3.14c&d). In particular, I found that the rate and percentage of normal-fault events decreased slightly after typhoon Morakot and before the M6 Nantou Earthquake (Figure 3.14b). This subtle change might be interpreted by the surface erosional unloading caused by the intense and rapid sediment transport in the several months right after typhoon Morakot in the landslide zone (Figure 3.15). The average erosion over the landslide zone in the following months after typhoon Morakot is about 2 cm (Chen et al., 2015; Steer et al., 2020). Steer et al. (2020) showed that 2-5 cm of average erosion can lead to about 2 kPa of Coulomb stress changes on a nearby fault at 5 km depth, which is roughly similar to the Coulomb stress changes induced by hydrologic loading/unloading that modulate seismicity in Taiwan and other regions (Bettinelli et al., 2008; Johnson et al., 2017a; Johnson et al., 2017b; Johnson et al., 2020; Hsu et al., 2021). The erosional unloading can reduce vertical stress ($\sigma_V$). For normal-fault events, this means the reduction of the difference between $\sigma_V$ and $\sigma_{H_{min}}$. Therefore, I expect to see fewer normal-fault events, which match the results shown in Figure 3.14. However, I note that the fluctuations of different types of events are relatively large in the entire study period (Figure 3.14c-d) and the seismicity rate change is below the significance.
threshold based on both $\beta$-value and $Z$-value statistics. Therefore, I conclude that even if such unloading affects microseismicity in this region, its effects are too small to be clearly observed (with statistical significance).

### 3.6.5 Lessons Learned and Their Implications for Future Studies

In this section, I briefly summarize lessons learned in this study, which I hope could be useful for similar future studies in other regions.

I use fixed thresholds (e.g., SNR and MAD) before, during, and after typhoon Morakot. However, during typhoon Morakot’s passage, the background noise level was elevated, hence requiring a signal with higher amplitudes to be detected (Figure 3.8). Such requirements reduce the ability to detect small earthquakes during these days, which prevents us from better understanding the short-term effects on local seismicity in central-southern Taiwan. In future studies, using a lower detection threshold during and right after a typhoon may help, although this may introduce events that may not be genuine earthquakes. An alternative is to use methods such as deep-learning tools (e.g., Zhu et al. (2019); Mousavi et al. (2020)) that may not depend strongly on the SNR.

Although typhoon Morakot is the wettest typhoon in the past 60 years in Taiwan, it is relatively difficult to argue for a causal link between extreme weather events and earthquake activities based solely on observational results from a single event. To rule out the possibility of pure coincidence, it is best to examine many extreme weather events in the same region, or around the globe to better establish (or reject) their triggering relationship. If there are not enough such events available, detailed modeling studies can
be helpful to interpret results from only a few cases (Steer et al., 2014; Jeandet Ribes et al., 2020).

Seismicity changes can be triggered by transient events such as another earthquake at nearby or teleseismic distances (Freed, 2005; Hill and Prejean, 2015), by both short-term (e.g., typhoons or hurricanes (Meng et al., 2018)) and long-term (e.g., annual and internal hydrological loading/unloading (Hsu et al., 2021)) processes, in addition to regular tectonic loading. Hence, it is important to separate the effects from long-term changes on seismicity rate changes first, before analyzing any short-term effects due to extreme weather events.

There is an intrinsic difficulty in observing seismicity change in the presence of high seismic noises and station outages like the period during and right after typhoon Morakot. For future similar studies, focusing on regions with borehole seismic stations (e.g., the Hi-net in Japan) could help to at least suppress the recording of surface seismic noises associated with extreme weather events.

Table 3.2 Summary of the observations in this study.

<table>
<thead>
<tr>
<th>Typhoon-Morakot-Driven Surface Process</th>
<th>Time Scale</th>
<th>Space Location</th>
<th>Observation of Changes in Seismicity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atmospheric Pressure Variation at Eye Center</td>
<td>Hours-Days</td>
<td>Northeastern Taiwan</td>
<td>Yes, and statistically significant</td>
</tr>
<tr>
<td>Heavy Rainfall</td>
<td>Days-Weeks</td>
<td>Central-Southern Taiwan</td>
<td>Unmeasurable</td>
</tr>
<tr>
<td>Landslide Erosion</td>
<td>Months-Years</td>
<td>Central-Southern Taiwan</td>
<td>Yes, but not significant</td>
</tr>
</tbody>
</table>

3.7 Conclusions
By using the matched filter technique, I build a more complete earthquake catalog for Taiwan spanning seven months before and twelve months after the 2009 typhoon Morakot, which brought the highest rainfall in southern Taiwan in the past 60 years. The number of events in the newly built catalog is a seven-fold increase compared to the standard CWBSN catalog. I also relocate the detected events and calculate their focal mechanism solutions based on first-motion polarities from a deep-learning model. With the newly built catalogs, I analyze the possible effects of typhoon Morakot on the seismicity in Taiwan from three aspects (Table 3.2). First, I find that the seismicity rate of a 40-days-long earthquake sequence in northeastern Taiwan was reduced significantly right following the passage of typhoon Morakot’s eye center. This phenomenon may be related to the increase of atmospheric pressure after the typhoon as well as the increase in water loading. Second, I do not observe any clear change in seismicity rate in the heavy-rain zone in the following five weeks after the rainfall brought by typhoon Morakot. This is likely due to strong noise and station outages during and right after typhoon Morakot. Finally, at depths of 0-15 km in the typhoon-triggered landslide zone in southern Taiwan, I find a slight increase in background seismicity rate occurring in the next 12 months after typhoon Morakot, which can match the results of a recent study (Steer et al., 2020) arguing for surface unloading due to sediment transport following typhoon Morakot. However, such a feature could also be explained by the interannual variation of terrestrial water storage (Hsu et al., 2021). I do not observe a clear change in the Gutenberg-Richter $b$-value in the landslide zone in southern Taiwan for seismicity at 0-15 km, which is different from the Steer et al. (2020) results based on a previous and less complete CWBSN catalog. However, there is a clear $b$-value reduction in southern Taiwan for seismicity at 15-30 km, which
would be difficult to interpret as surface loading/unloading effects. Overall, except for a reduction in seismicity rate near the typhoon’s low-pressure eye center in northeastern Taiwan, I do not observe other clear seismicity changes that can be attributed to surface changes induced by typhoon Morakot. A systematic examination of multiple typhoons in Taiwan or extreme weather events around the globe may help us ultimately answer the question of whether extreme weather events at the surface can trigger or suppress earthquakes at seismogenic depth.
CHAPTER 4. SPATIOTEMPORAL VARIATIONS OF AFTERSHOCK SEQUENCES BETWEEN 2009-2010 IN TAIWAN REVEALED BY A HIGH-RESOLUTION RELOCATED TEMPLATE MATCHING CATALOG

4.1 Summary

This chapter is a follow-up study of CHAPTER 3 (Zhai et al., 2021c). The manuscript describing the results presented in this chapter is currently in preparation. Detailed analysis of aftershocks can provide important insights into the physical mechanisms of earthquake triggering, mainshock rupture characteristics, postseismic deformation distribution associated with the mainshock, and faults zone structure and properties at depth. In this study, I use a recently built high-resolution relocated template matching catalog to study the spatiotemporal variations of several M5+ mainshock-aftershock sequences in Taiwan. I observe clear aftershocks migrating as the logarithm of time along with depth for several mainshock-aftershock sequences in Taiwan, suggesting that these aftershocks were primarily driven by afterslip following the mainshock ruptures. In addition, I find that the minimum magnitude of early aftershocks of three M6+ events in Taiwan, including the 2010 M6.4 Jiashian earthquake, was not mainly modulated by earth tides as proposed by a recent study, but was primarily observationally limited by the daily fluctuations in the noise level. Finally, I also find a clear spatiotemporal coincidence between high-aftershock-productivity earthquake sequences and the occurrence of nearby slow slip events in northeastern Taiwan, suggesting that slow-slip events can help to further promote aftershock generation.
4.2 Introduction

Large earthquakes in the crust usually are followed by intense aftershock activities that decay with time (Omori, 1894). Previous studies based on numerical simulations and observations suggest that aftershocks can be triggered by afterslip (i.e., continuing aseismic slip on the rupture plane) following the mainshock (Ariyoshi et al., 2007; Kato, 2007; Peng and Zhao, 2009; Perfettini et al., 2018), by the direct stress change caused by the mainshock (Hardebeck et al., 1998; Stein, 1999; Cocco et al., 2000; Kilb et al., 2002), and by fluid redistribution (Miller et al., 2004; Hainzl et al., 2016; Miller, 2020). Detailed analysis of spatiotemporal variations of aftershocks and aftershock productivity can help to better understand the mechanisms of earthquake triggering (Freed, 2005). It can also provide important information on faults zone structure and properties at depth (Tajima and Kanamori, 1985; Persh and Houston, 2004; Frank et al., 2017; Ross et al., 2019a; Dascher - Cousineau et al., 2020; Chu and Beroza, 2022), mainshock rupture characteristics (Mendoza and Hartzell, 1988; Das and Henry, 2003; Neo et al., 2020), and postseismic deformation distribution associated with the mainshock (Stein and Lisowski, 1983; Shen et al., 1994; Henry and Das, 2001; Chang et al., 2007).

Recently, several interesting behaviors of aftershocks have been reported. First, many studies showed that aftershock zones expand logarithmically with time (Peng and Zhao, 2009; Kato and Obara, 2014; Obana et al., 2014; Tang et al., 2014; Meng and Peng, 2016; Frank et al., 2017), which suggest these aftershocks were primarily driven by propagating afterslip following the mainshock ruptures (Kato, 2007; Perfettini et al., 2018; Jiang et al., 2021). However, the migration pattern along depth/dip is not as clearly
observed and less reported when compared with along-strike migration, but the physical mechanism of them is expected to be the same/similar (Perfettini et al., 2019). Second, Tang et al. (2019) observed possible Earth-tide modulations on the temporal variations of minimum aftershock magnitude based on two aftershock sequences in Taiwan. However, this potential relationship between tidal stresses and early aftershocks is rarely reported compared to the modulations of tides on the deep-tectonic tremors (Nakata et al., 2008; Rubinstein et al., 2008; Thomas et al., 2009) and large earthquakes (Berg, 1966; Wilcock, 2001; Kasahara, 2002; Tolstoy et al., 2002; Lin et al., 2003; Tanaka et al., 2004; Tanaka, 2012; Ide et al., 2016; Xie et al., 2017). A more detailed analysis is needed to understand this interesting phenomenon and to further confirm or reject the proposed interpretation. Finally, aftershock productivity (i.e., the number of aftershocks within a given space-time following a mainshock) has been found to depend strongly on the mainshock location (e.g., depth, lithosphere age, and plate boundary type) (Mogi, 1967; Singh and Suarez, 1988; Davis and Frohlich, 1991; Nyffenegger and Frohlich, 2000; Boettcher and Jordan, 2004; Persh and Houston, 2004; Page et al., 2016; Dascher - Cousineau et al., 2020). However, temporal variations of aftershock productivity for earthquake sequences in a fixed space window are less studied when compared with the aforementioned spatial effects and source variabilities (e.g., stress drop, width, and aspect ratio) (Bouchon and Karabulut, 2008; van der Elst and Shaw, 2015; Wetzler et al., 2016; Marsan and Helmstetter, 2017; Dascher - Cousineau et al., 2020). Recent studies about the relationship between aftershocks and slow slip events (SSEs) highlight the short-term and long-term spatiotemporal evolution of SSE may affect nearby seismicity behaviors (Ogata and Toda, 2010; Hainzl et al., 2013b; Chen
et al., 2018), suggesting the possibility that SSEs activity may affect aftershock productivity.

In this work, I focus on three topics of the spatiotemporal variations of aftershocks using a new high-resolution relocated template-matching earthquake catalog in Taiwan (Zhai et al., 2021c). The number of earthquakes in this catalog is a seven-fold increase compared to the standard CWBSN catalog. Many newly detected events in this catalog were aftershocks that were missing in the standard catalog because they were masked by overlapping arrivals of signals from the mainshocks and other aftershocks (Kagan, 2004; Peng et al., 2006; Chang et al., 2007; Enescu et al., 2007). These newly identified aftershocks provide us a great opportunity to explore detailed spatiotemporal variations of aftershocks and gain new insights into the topics mentioned above.

4.3 Earthquake Catalog

4.3.1 Catalog Building Procedure and General Patterns

A high-resolution earthquake catalog built with the matched-filter technique (MFT, also known as template matching) in Taiwan (Zhai et al., 2021c) is used in this study. This MFT catalog of Taiwan seismicity from 01/01/2009-07/31/2010 was compiled using 32,802 earthquakes listed in a 3D relocated seismicity catalog (Wu et al., 2008a) as templates for scanning the continuous waveform recorded by 71 seismic stations in Central Weather Bureau Seismic Network (CWBSN) (Shin, 1992) with the template matching technique (Gibbons and Ringdal, 2006; Shelly et al., 2007; Peng and Zhao, 2009). This process resulted in 218,155 detected earthquakes. Most of the newly detected events are below magnitude 2, beneath the M2.3 completeness threshold of the standard CWBSN
catalog. The magnitude of completeness (Mc) of the MFT catalog, is M1.6, with a seven-fold increase in the number of events compared to the CWBSN catalog. Zhai et al. (2021c) then relocated the events in this MFT catalog using waveform-correlated differential times (Waldhauser and Ellsworth, 2000; Trugman and Shearer, 2017). The relocated catalog (MFT-reloc) includes 63,587 earthquakes (~30% of the MFT catalog, a two-fold increase compared to the standard CWBSN catalog). Zhai et al. (2021c) also determined the focal mechanisms for 3816 events (a seven-fold increase compared to the 548 events in the original focal mechanism catalog (Wu et al., 2010) in the same time window using first-motion polarities (Wu et al., 2008b) measured by a deep-learning model. Figure 4.1a-b show the map of seismicity in the MFT-reloc catalog and the CWBSN catalog (the detailed profiles of Figure 4.1d a are shown in Figure B.1, Figure B.2, and Figure B.3). These seismicity relocation results show high-resolution structures of faults at depth in Taiwan (e.g., Figure B.1c-f).
Figure 4.1 Map of seismicity in Taiwan. (a) MFT-reloc catalog. (b) CWBSN catalog. (c) The mainshocks analyzed in this study. (d) Map of the cross-sections in Figure B.1, Figure B.2, and Figure B.3.
4.3.2 Mainshock-Aftershock Sequences

Located at the convergent boundary between the Philippine Sea and Eurasian plates (Tsai, 1986), Taiwan has about one earthquake above magnitude 6 each year right beneath the main island (Shin et al., 2013; Hsu et al., 2021). In the nineteen months (01/01/2009-07/31/2010) covered by the MFT catalog, there are nine M6+ events in the original CWBSN catalog, but five of them are far away offshore. One (10/03/2009, M6.2, between Fengpin and Fanglin in Eastern Taiwan) of the rest four events was not successfully relocated, likely because it was located at the edge of the seismic network and had few nearby aftershocks to be paired with during the relocation process that requires waveform-correlated differential times. Finally, the rest three M6+ mainshocks were all relocated and were followed by numerous aftershocks. Figure 4.1c shows the distribution of these three M6+ mainshocks with their focal mechanism solutions. These mainshock-aftershock sequences are analyzed for their aftershock migrations in this study. Among these three M6+ mainshocks, the 2010 M6.4 Jiashian earthquake (JSEQ) (Ching et al., 2011; Hsu et al., 2011; Chan and Wu, 2012; Rau et al., 2012; Chen et al., 2013; Lee et al., 2013; Tang et al., 2014; Wen et al., 2016; Chao et al., 2017; Tang et al., 2019) is better studied than the 2009 M6.0 Mingjian earthquake (MJEQ) (Lin et al., 2014; Wen et al., 2015) and the 2009 M6.8 Hualien earthquake (HLEQ) (Lin et al., 2022). Figure 4.2 shows the spatiotemporal evolutions of the aftershocks of the JSEQ. Besides these three M6+ events, I also analyze thirteen M5+ events selected in the MFT and CWBSN catalog in northeastern Taiwan (events in the green box in Figure 4.1c) for their aftershock productivities. Three of these thirteen events have been analyzed by Chen et al. (2018) but
based on a less complete relocated CWBSN catalog (Wu et al., 2008a), rather than the MFT catalog used in this study.

Figure 4.2 Aftershocks of the 2010-M6.4-Jiaoshian earthquake (JSEQ). (a) Map of aftershocks in the MFT-reloc catalog. W1-E1 is the profile along strike same as it in Tang et al. (2014). (b) Map of aftershocks in the CWBSN catalog. (c) Depth versus the along-strike distance. (d) Depth versus the perpendicular-strike distance. (e) Along-strike distance versus the occurrence times of aftershocks on a logarithmic scale. (f) Perpendicular-strike distance versus the occurrence times of aftershocks in logarithmic scale. (g) 3D distance to the mainshock versus the occurrence times of
aftershocks on a logarithmic scale. (h) Seismicity rate versus the occurrence times of aftershocks since the mainshock in logarithmic scale.

4.4 Results

4.4.1 Aftershocks Migrating as Logarithm of Time along with Depth

I observe clear along-depth aftershock migration as the logarithm of time (Figure 4.3 and Figure B.4), especially for the HLEQ aftershocks (Figure 4.3a). The HLEQ occurred at the depth of about 40 km (Lin et al., 2022). The aftershocks appear to start from about 40 km depth in the first few hours to near the Earth’s surface to near the surface at ~100 days following the HLEQ. A similar expansion is shown from 40 to 50 km depth. Similar expansion patterns are shown for the 2010 JSEQ and the 2009 MJEQ, although the migration speed and spatial extent are different (Figure 4.3b-c).

Unlike the aftershocks of HLEQ and JSEQ, the upward aftershock migration of MJEQ stopped at a relatively deeper depth (19 km) because it is a blind fault inside the pre-Miocene basement beneath the Changhua fault and the Chelungpu fault, which was ruptured by the 1999 Chi-Chi earthquake (Lin et al., 2014). Note the upper boundary (19 km depth) of aftershocks shown in the MFT-reloc catalog is even deeper than in the catalog developed by Lin et al. (2014), whose upper boundary is at about 12 km depth.
Figure 4.3 Along-depth aftershock migration of three M6+ mainshock-aftershock sequences in Taiwan. (a) Depth of aftershocks versus their occurrence times since the mainshock in logarithmic scale for the HLEQ. (b) Similar to (a) but for JSEQ. (c) Similar to (a) but for MJEQ.
4.4.2 *Modulations of Early Aftershocks*

To quantify the potential effects of Earth Tides and noise levels on the early aftershock magnitudes, I calculate the tidal stresses and relative noise magnitudes. The tidal stresses (normal, shear, and Coulomb stress changes with a coefficient of friction $\mu = 0.4$ (Tang et al., 2019) resolved on the mainshock fault plane) were calculated using the GOTIC2 (Matsumoto et al., 2001) and GeoTaos (Lei and Satoh, 2007) programs. Next, I calculate the average relative noise magnitude for each hour using the continuous waveforms recorded by the seismic stations in the CWBSN. The hourly average relative noise magnitude is defined as:

$$M_{\text{noise}}(h) = \text{mean}_s\{\text{mean}_c\{\text{median}_t[\log_{10}\text{abs}[A(h,s,c,t)]]\}\}_{\text{norm}}$$  \hspace{1cm} 4.1

where $A$ is the amplitude of the 2-16 Hz band-pass-filtered waveform at hour $h$, station $s$, component $c$, and time $t$; $\text{abs}[]$ is the absolute value; $\text{median}_t[\ ]$ is the median value over time; $\text{mean}_c\{\ }$ is the average value of all components; $\text{mean}_s\{\ }$ is the average value of all stations; and $\text{norm}$ is normalization. The definition of $M_{\text{noise}}$ (Equation 4.1) is modified from the $E_{\text{noise}}$ (Equation 3.1) with a similar format. The 2-16 Hz filter is the same as used in earthquake detection. I take a median value instead of an average value of the waveform amplitude in order to reduce the effect of local transient high-noise outliers. The normalization is applied before averaging to balance the weights of different stations. Note the calculated noise magnitude $M_{\text{noise}}$ is a relative magnitude similar to the earthquake magnitude scale, which means that magnitude 0 does not indicate that the amplitude/energy is 0 but a constant without special physical meaning.
Figure 4.4, Figure 4.5, and Figure 4.6 show the comparison of the temporal variations of early aftershock magnitudes, noise level ($M_{\text{noise}}$), and Earth-tide-induced stresses for the JSEQ, MJEQ, and HLEQ, respectively. The results suggest that the temporal variation of the minimum earthquake magnitudes of early aftershocks can match better with the noise level than with the tidal stresses, especially for the JSEQ sequence (Figure 4.4).

To verify if this result is biased by the MFT detection process, I also examine the relationship between the average number of earthquakes and the average noise level in each local hour using both the MFT and CWBSN catalogs. Figure 4.7 shows that the results based on both catalogs are very similar, suggesting that the results in Figure 4.4 - Figure 4.6 are not biased by the MFT catalog building process. The noise level during local nighttime is clearly lower than during local daytime, and there are more earthquakes detected when the noise level is lower. The local minimum value of noise level associated with a local maximum number of detected earthquakes at noon is likely due to a lunch break.
Figure 4.4 Comparison of the temporal variations of early aftershock magnitudes, noise level, and Earth-tide-induced stresses for the JSEQ. (a) Comparison of the temporal variations of early aftershock magnitudes and noise level. (b) Comparison of the temporal variations of early aftershock magnitudes and tidal stresses.
Figure 4.5 Comparison of the temporal variations of early aftershock magnitudes, noise level, and Earth-tide-induced stresses for the MJEQ. (a) Comparison of the temporal variations of early aftershock magnitudes and noise level. (b) Comparison of the temporal variations of early aftershock magnitudes and tidal stresses.
Figure 4.6 Comparison of the temporal variations of early aftershock magnitudes, noise level, and Earth-tide-induced stresses for the HLEQ. (a) Comparison of the temporal variations of early aftershock magnitudes and noise level. (b) Comparison of the temporal variations of early aftershock magnitudes and tidal stresses.
Figure 4.7 Comparison of the average number of earthquakes and average noise level in each local hour. (a) Results based on the MFT catalog. (b) Results based on the CWBSN catalog.
4.4.3 Aftershock Productivity and Slow Slip Events

Figure 4.8 shows that the 2009 M5.3 earthquake sequence occurred during a major slow slip event (SSE) in northeastern Taiwan (Chen et al., 2018). We use the Independent Component Analysis (ICA) method to separate seasonal, fault transient, and interannual signals (Figure 4.8a). Both ICA and Principal Component Analysis (PCA) are commonly used to analyze large data sets with complex signals in order to reduce the data dimension and recognize primary spatiotemporal features. The PCA aims at decomposing data into orthogonal linear transformations that maximizes the variance of a set of uncorrelated variables whereas the goal of ICA is to find a linear transformation associated with variables that are non-Gaussian and statistically independent (Hsu et al., 2020). The ICA is better in terms of separating GNSS signals with different periods. We therefore choose the ICA approach which extracts independent components (ICs) of maximum independence instead of considering the minimum correlation adopted by PCA. To extract the 2009 SSE, we removed the coseismic offsets and the long-term linear trend in the GNSS data from 2009 to 2018 and used the variational Bayesian Independent Component Analysis algorithm (vbICA, Choudrey (2002), Choudrey and Roberts (2003)) to isolate different underlying mechanisms. (Gualandi et al., 2016; Gualandi et al., 2017) The third component (vbIC3) is related to the 2009 transient event (Figure 4.8a).
Figure 4.8 Comparision of the geodetic GNSS time series and seismicity. (a) Processed the GNSS time series. (b) Seismicity magnitude versus time in northeastern Taiwan around the 2009 M5.3 event based on the CWBSN catalog. (c) Comparison of geodetic GNSS time series and seismicity in the several months around the 2009 M5.3 event. (d) Comparison of geodetic GNSS time series and cumulative number of earhtquakes with magnitude above Mc in the several weeks around 2009 M5.3 event.
To better quantify the spatiotemporal relations between the SSE and seismicity, we use geodetic data to invert the finite-fault slip distribution. We use a principal component analysis-based inversion method (Kositsky and Avouac, 2010) and decomposed the GNSS data into spatial and temporal components (similar to SVD). A small number of components generally can explain most of the data. The pattern of surface displacements associated with each spatial component can be inverted for the principal slip distribution. Using the product of temporal components and principal slip distributions (inverted from spatial components), we can get the whole slip history without doing inversions epoch by epoch. We choose the time interval of 27 days, but it can be any number. Note that we only used one component for this inversion (explain 70% of data variance, including more components does not produce better results). As shown in Figure 4.9 and Figure 4.10, the mainshock was followed by numerous aftershocks, and the spatial distribution of this earthquake sequence and the SSE overlapped. Based on these observations, it is a clear spatiotemporal coincidence between this relatively high-aftershock-productivity 2009 M5.3 earthquake sequence and the slow slip event in northeastern Taiwan.
Figure 4.9 Spatiotemporal evolution of the 2009 Mw 6.6 slow slip event (SSE). (a)-(d) Integrated slip over different periods. The white stars mark the location of the 2009 M5.3 event. (e) Comparison of the temporal variation of the cumulative moment of aseismic SSE and seismic events in the M5.3 earthquake sequence. (f) Comparison of the temporal variation of the cumulative moment of aseismic SSE and cumulative number of earthquakes with magnitude above Mc in the M5.3 earthquake sequence.
To quantify the aftershock productivity of this mainshock and then compare it with the aftershock productivities of other mainshocks that have different magnitude, I use the Dascher - Cousineau et al. (2020)’s definition of relative aftershock productivity, $\Delta \log(N)$, based on the aftershock productivity law (Equation 4.2, same as Equation 1 in Dascher - Cousineau et al. (2020)) (Omori, 1894; Ogata, 1988).

$$N'(M_w) = k10^{\alpha M_w}$$

4.2

where $N'(M_w)$ is the predicted number of aftershocks above the magnitude of completeness ($Mc$) (Gutenberg and Richter, 1944) following a mainshock with moment magnitude, $M_w$; $k$ is a constant that does not affect the difference of the relative aftershock productivity (Equation 4.3, same as Equation 5 in Dascher - Cousineau et al. (2020)), $\Delta \log(N)$ of two mainshocks; $\alpha$ is a constant set as 1 in this study based on the general observations ($\alpha \approx 1$) of many previous studies (Reasenberg and Jones, 1989; Yamanaka and Shimazaki, 1990; Tahir and Grasso, 2015; Page et al., 2016). The moment magnitude ($M_w$) is estimated from the local magnitude using the empirical relationship fitted using the CWBSN data in Taiwan proposed by Chen et al. (2007). The aftershock time window is defined as 60 days (Dascher - Cousineau et al., 2020) following the mainshocks. The aftershock zone size is set as two-fold of the source dimension, which is estimated from the moment magnitude using the empirical relationship fitted by Dascher - Cousineau et al. (2020). The $Mc$ is determined using the maximum curvature method (Wiemer and Wyss, 2000).
\[ \Delta \log(N) = \log(N) - \log(N'(Mw)) = \log\left(\frac{N}{k_{10}^{\alpha Mw}}\right) \quad 4.3 \]

where \( N \) is the observed number of aftershocks following a mainshock with moment magnitude, \( Mw \). The \( N'(Mw) \) is the predicted number of aftershocks for this mainshock using Equation 4.2. Note that the relative aftershock productivity, \( \Delta \log(N) \), is magnitude independent (Dascher - Cousineau et al., 2020). Therefore, it can be used for the comparison of mainshocks with different magnitudes.

To test if the spatiotemporal coincidence between the relatively high-aftershock-productivity earthquake sequences and the occurrence of SSEs is a general phenomenon in this region, I extend the target time window from 2009 and 2010 of the MFT catalog to a longer window using the CWBSN catalog. I first select all the M5+ events within a 25-km-radius distance from the hypocenter of the 2009 M5.3 event in northeastern Taiwan. Next, I check these selected events to make sure any event is not another event’s aftershock based on the space-time distance between them (Dascher - Cousineau et al., 2020). I get thirteen M5+ events in this target region. I then calculate the relative aftershock productivities for all of these thirteen mainshock-aftershock sequences. Table 4.1 shows the results. After comparing with the geodetic GNSS time series, I find that the top four mainshocks with the highest aftershock productivity are all associated with SSEs. Figure 4.11 shows the magnitude-time distribution of earthquakes in these four relatively high-aftershock-productivity mainshock-aftershock sequences (the other nine sequences are shown in Figure B.5 and Figure B.6). Chen et al. (2018) studies three of these four events and the associated SSEs in detail. The results shown here are generally consistent with their
observations. However, their study did not focus on aftershock productivity and did not analyze the rest ten of the thirteen events.

Figure 4.10 Spatial distribution of the events in the 2009 M5.3 earthquake sequence and selected thirteen M5+ mainshocks. (a)-(b) are the profile of AA+ and BB+, respectively. These dots are the earthquakes following and surrounding the 2009 M5.3 mainshock in the MFT-reloc catalog. The seismic Vp/Vs ratios along these profiles are interpolated from the 3D velocity model (Huang et al., 2014). (c) Map of the two profiles and seismicity shown in (a)-(b). (d) Map of the selected thirteen M5+
mainshocks in the CWBSN catalog between 2002 and 2017 around the 2009 M5.3 event. The beachball with the red edge and yellow background at the center of this subfigure is the 2009 M5.3 mainshock. The four beachballs with red edge are the top #1-#4 relatively high-aftershock-productivity mainshocks shown in Table 4.1. The nine beachballs with blue edge are the #5-#13 relatively low-aftershock-productivity mainshocks shown in Table 4.1. This region is marked as the green box in Figure 4.1c.

Table 4.1 The statistics of aftershock productivity of thirteen mainshocks in northeastern Taiwan between 2002-2016. If the ‘SSE’ column is ‘Yes’ that means there was a spatiotemporal coincidence between this mainshock-aftershock sequence and an SSE event. The map of these events can be found in Figure 4.1c and Figure 4.10d.

<table>
<thead>
<tr>
<th>#</th>
<th>Magnitude</th>
<th>Date</th>
<th>Focal Mechanism</th>
<th>DetLogN</th>
<th>SSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5.32</td>
<td>20090628</td>
<td>reverse</td>
<td>0.31</td>
<td>Yes</td>
</tr>
<tr>
<td>2</td>
<td>5.62</td>
<td>20050430</td>
<td>reverse</td>
<td>0.10</td>
<td>Yes</td>
</tr>
<tr>
<td>3</td>
<td>5.69</td>
<td>20150915</td>
<td>normal</td>
<td>0.10</td>
<td>Yes</td>
</tr>
<tr>
<td>4</td>
<td>5.71</td>
<td>20160427</td>
<td>reverse</td>
<td>0.06</td>
<td>Yes</td>
</tr>
<tr>
<td>5</td>
<td>5.14</td>
<td>20050201</td>
<td>reverse</td>
<td>-0.05</td>
<td>No</td>
</tr>
<tr>
<td>6</td>
<td>5.46</td>
<td>20110201</td>
<td>normal</td>
<td>-0.14</td>
<td>No</td>
</tr>
<tr>
<td>7</td>
<td>5.27</td>
<td>20020403</td>
<td>reverse</td>
<td>-0.17</td>
<td>No</td>
</tr>
<tr>
<td>8</td>
<td>5.13</td>
<td>20110921</td>
<td>reverse</td>
<td>-0.46</td>
<td>No</td>
</tr>
<tr>
<td>9</td>
<td>5.02</td>
<td>20100928</td>
<td>reverse</td>
<td>-0.51</td>
<td>No</td>
</tr>
<tr>
<td>10</td>
<td>5.10</td>
<td>20090103</td>
<td>reverse</td>
<td>-0.64</td>
<td>No</td>
</tr>
<tr>
<td>11</td>
<td>5.41</td>
<td>20120419</td>
<td>reverse</td>
<td>-1.14</td>
<td>No</td>
</tr>
<tr>
<td>12</td>
<td>5.45</td>
<td>20150107</td>
<td>reverse</td>
<td>-1.20</td>
<td>No</td>
</tr>
<tr>
<td>13</td>
<td>5.53</td>
<td>20100615</td>
<td>normal</td>
<td>-1.45</td>
<td>No</td>
</tr>
</tbody>
</table>
Figure 4.11 Magnitude-time distribution of earthquakes in the top #1-#4 relatively high-aftershock-productivity mainshock-aftershock sequences in Table 4.1. (a)-(d) are the #1-#4 earthquake sequences in Table 4.1, respectively.

4.5 Limitations of the Current Results and Planned Future Study

In this section, I briefly summarize the limitations in the current results and planned future studies to address these potential problems. First, I will double-check why the tidal stress calculation results of this study are slightly different from the results in Tang et al.
although it will not change the conclusion of this study. Note I use different code packages to calculate the tidal stresses and there are other packages available on the market. A detailed comparison would be helpful to make sure that the tidal stress calculation results are reproducible. Second, the accurate relative time between the earthquake sequences and the associated SSEs is not confirmed yet. In the near future, I plan to analyze the time series recorded by multiple geodetic stations to get the starting time and space distribution (at least along latitude) of these four slow slip events in Taiwan. Last, I will calculate the detailed Coulomb stress changes for these four slow slip events in Taiwan to quantify the stress change on a fault caused by a nearby slow slip event.

4.6 Discussion and Conclusions

Using the high-resolution relocated template matching catalog in Taiwan (Zhai et al., 2021c), I observed clear aftershocks migration as the logarithm of time along with the hypocentral depth for several mainshock-aftershock sequences in Taiwan. This result is similar to previous studies that showed similar logarithmic along-strike migration of aftershocks (Peng and Zhao, 2009; Kato and Obara, 2014; Obana et al., 2014; Tang et al., 2014; Meng and Peng, 2016; Frank et al., 2017), suggesting that these aftershocks were primarily driven by afterslip following the mainshock ruptures (Kato, 2007; Perfettini et al., 2018). This result is also consistent with a recent study (Lin et al., 2022) that proposed that the aftershocks of HLEQ were primarily driven by afterslip based on local geodetic strainmeter data. In addition, I found that the minimum magnitude and number of early aftershocks of three M6+ events in Taiwan, including the 2010 M6.4 Jiashian earthquake, were not mainly modulated by earth tides as proposed by Tang et al. (2019). Instead, they were primarily limited by the daily fluctuations in the local noise level. Finally, I also found
a clear spatiotemporal coincidence between high-aftershock-productivity earthquake sequences and the occurrence of nearby SSEs in northeastern Taiwan, suggesting that SSEs can help to further promote aftershock generation. These results suggest that SSEs may temporally increase the productivity of nearby aftershock sequences, and hence potential seismic hazard in a region that host both SSEs.
CHAPTER 5.  SYSTEMATIC DETECTIONS OF INTERMEDIATE-DEPTH EARTHQUAKES IN THE JAPAN SUBDUCTION ZONE

5.1 Summary

The results in this chapter have been presented at several recent conferences, such as the 2021 Fall American Geophysical Union Annual Meeting (Zhai et al., 2021b) and the 2022 Seismological Society of America Annual Meeting (Zhai et al., 2022). The manuscript is currently in preparation. Intermediate-depth earthquakes (IDEQs), defined as between ~70 and 350 km depths, dominate in the number of all deep earthquakes below 70 km and pose seismic hazards in certain regions. However, the physical mechanisms of IDEQs are still in debate. With well-resolved double seismic layers and subducting slab geometry, and dense seismic instrumentation, Central and Northeastern Japan is an ideal region to study IDEQs. I investigate the responses of IDEQs on double seismic layers to the Magnitude ($M$) 9 Tohoku-Oki earthquake (TOEQ) and several $M5+$ IDEQs listed in the JMA catalog between 2004 and 2018. Because standard catalogs are inherently incomplete in the lower magnitude ranges, particularly right after large earthquakes when the background noises are high, I perform a systematic search for possible missing IDEQs with a matched filter technique (MFT). Specifically, I use 69,225 IDEQs listed in the Japan Meteorological Agency (JMA) catalog between 2004 and 2018 as templates to scan through the continuous waveforms recorded by ~800 borehole stations of the High-Sensitivity Seismograph Network (Hi-net). The time window is one year before and after the 2011 $M9$ TOEQ, and ten days around each one of ten $M5+$ IDEQs. The number of
events in the newly built catalog (48,882) is a 3.5-fold increase compared to the JMA catalog in the two years around the TOEQ. The newly built MFT catalog does not show a significant anomalous precursory increase in IDEQs in the two months prior to the TOEQ, as reported in a previous study. However, the newly built MFT catalog shows a significant increase in the rate of IDEQs following the TOEQ in both upper and lower planes beneath 70 km depth, but without a significant increase in the upper-to-lower ratio. I also observe a spatial separation of postseismic slips of TOEQ and the triggered IDEQs activity following the TOEQ. For the ten $M_{5+}$ IDEQ mainshocks, I detect more foreshocks and aftershocks, but I do not have any clear pattern on which sequences are more productive than others. In addition, the results show that the JMA catalog is relatively complete above the magnitude two except right following the 2011 $M_{9}$ TOEQ, and hence can be directly used to analyze the aftershock productivity of IDEQs in Central and Northeastern Japan.

5.2 Introduction

The occurrence of intermediate-depth earthquakes (IDEQs) at a depth between 70-350 km is still an enigma because the high pressure and temperature conditions should favor ductile deformation over brittle failure. At present, the physical mechanisms of IDEQs are still under debate (Zhan, 2020). Three leading proposed mechanisms are dehydration embrittlement (Kirby et al., 1996; Peacock and Wang, 1999; Peacock, 2001; Dobson et al., 2002; Jung et al., 2004; Yamasaki and Seno, 2005; Chernak and Hirth, 2011; Barcheck et al., 2012; Proctor and Hirth, 2015; Okazaki and Hirth, 2016; Ferrand et al., 2017; Chen et al., 2019), phase transformational faulting (Kirby, 1987; Green and Burnley, 1989; Burnley et al., 1991; Kirby et al., 1991; Green and Houston, 1995; Kao and Liu, 1995; Kirby et al., 1996; Schubnel et al., 2013; Shi et al., 2022), and thermal shear
instability (Ogawa, 1987; Hobbs and Ord, 1988; Karato et al., 2001; Kelemen and Hirth, 2007; John et al., 2009; Ohuchi et al., 2017). Although IDEQs have been documented globally (Fujita and Kanamori, 1981; Nyffenegger and Frohlich, 2000; Brudzinski et al., 2007; Florez and Prieto, 2019) since about one century ago (Wadati, 1928), finding direct and solid seismic evidence to confirm/reject a proposed mechanism is still a challenge (Zhan, 2020).

Previous studies have shown that aftershock productivities of deep earthquakes including IDEQs are significantly lower than shallow earthquakes on average (Kagan and Knopoff, 1980; Prozorov and Dziewonski, 1982; Frohlich, 1987; Nyffenegger and Frohlich, 2000; Wiens, 2001; Persh and Houston, 2004). However, at least some IDEQs had abundant aftershocks (Wiens et al., 1997; Takahashi and Hirata, 2003; Li et al., 2018a) that decayed following the Omori’s Law (Omori, 1894). In addition, recent studies have attempted to investigate how IDEQs and deep-focus earthquakes (depths between 350 and 700 km) respond to dynamic stresses from earthquakes at long-range distances (Price and Wiens, 2018; Jia et al., 2020; Luo and Wiens, 2020).

Recently, Chu and Beroza (2022) systematically analyzed the aftershock productivity of large IDEQs in Japan using the Japan Meteorological Agency (JMA) earthquake catalog (Ueno, 2002; Tamaribuchi et al., 2016). They found that the productive events occurred at a higher Vp-Vs ratio (mean ratio 1.79 and 1.75 for productive events and unproductive events, respectively), suggesting fluids may enable IDEQ aftershock activity in this region. However, the JMA catalog may not be complete right before or following large mainshocks (Enescu et al., 2007; Peng et al., 2007; Lengliné et al., 2012). It is important to detect these potential missing earthquakes, because they may provide a
new perspective on fault properties, stress environment, and the physical mechanism of IDEQs (Li et al., 2018a).

In this study, I investigate the behavior of small-magnitude IDEQs before and after the 2011 $M_9$ Tohoku-Oki earthquake and ten moderate-size IDEQ mainshocks in Central and Northeastern Japan. I use a matched filter technique (MFT, also known as template matching) (Gibbons and Ringdal, 2006; Shelly et al., 2007; Peng and Zhao, 2009) to detect missing IDEQs that are not reported in the JMA catalog. After building a more complete catalog, I use it to investigate the seismicity rate changes before and after the $M_9$ Tohoku earthquake and ten moderate IDEQ mainshocks. By systematically detecting IDEQs around these mainshocks, I hope to gain some insight into the physical mechanism of IDEQs and their responses to external stress perturbations.

5.3 Study Region and the 2011 Tohoku-Oki Earthquake

In Central and Northeastern Japan, the Pacific Plate is subducting west-northwestward along the Japan Trench (Figure 5.1). The convergence rate is about 8.5 cm/yr and the subducting Pacific is about 130-Ma old (Ruff and Kanamori, 1980; Demets et al., 1994). This region is an ideal region to study IDEQs (Figure 5.1) for the following reasons. It is seismically active with IDEQs extending to the mantle transition zone, and well-resolved double seismic layers (Umino, 1975; Hasegawa et al., 1978b; Hasegawa et al., 1978a; Kawakatsu, 1986; Kosuga et al., 1996; Igarashi et al., 2001; Kita et al., 2010; Nishitsuji and Mori, 2014; Warren et al., 2015; Chu et al., 2019), and well-defined slab geometry delineated by seismic tomography and other imaging methods (Zhao et al., 1992; Miura et al., 2005; Hayes et al., 2018; Chen et al., 2021). In addition, this region has been
well monitored by dense seismic networks such as the High-Sensitivity Seismograph Network (Hi-net) (Section 5.4) and the Seafloor Observation Network for Earthquakes and Tsunamis along the Japan Trench (S-net) in the past two decades (Okada et al., 2004; Obara et al., 2005; Kaneda et al., 2015; Kanazawa et al., 2016).

Figure 5.1 Map of the study region. (a) Black triangles are the ~800 borehole stations of Hi-net operated by NIED. The large white star is the 2011 M9 Tohoku-Oki earthquake; The small white stars are five M5+ mainshocks on the upper plane. The small blue stars are five M5+ mainshocks on the lower plane. The data of the depth of the slab is from the Slab2 model (Hayes et al., 2018). (b) The colored dots are template intermediate-depth earthquakes (IDEQs) used in the template matching procedure. The blue-line zone is the zone I perform the template matching, termed the template-matching zone in this study. The black-line zone is termed the wide-target zone in this study. The green-line zone is termed the narrow-target zone in this study. This narrow-target zone is the same as in Delbridge et al. (2017). The gray-line zone is termed the not-double-seismic zone in this study.

The largest earthquake in this region is the magnitude ($M$) 9 Tohoku-Oki earthquake (TOEQ), which occurred along the shallow plate boundary on March 11, 2011 (Figure 5.1). The rupture area is about 300 x 200 km (Iinuma et al., 2011; Iinuma et al., 2012; Uchida and Burgmann, 2021), the co-seismic rupture extended from the trench to about 50 km depth (Iinuma et al., 2011; Iinuma et al., 2012; Ozawa et al., 2012), and the post-seismic slip reached about 90 km depth (Shirzaei et al., 2014; Iinuma et al., 2016).
Many aftershocks occurred right after the mainshock, including three M7+ aftershocks within 40 minutes (Asano et al., 2011; Hirose et al., 2011; Lengliné et al., 2012; Shinohara et al., 2012). These aftershocks can reach about 70 km in depth (Shinohara et al., 2012), covering an area of 500 × 200 km (Hirose et al., 2011).

In the past decade, some studies focused on changes in seismic and other geophysical properties right before the TOEQ and were summarized in Uchida and Burgmann (2021) briefly described as follows. Kato et al. (2012) reported two foreshock sequences at shallow depth migrated toward the TOEQ, including a magnitude 7.3 earthquake that occurred 3 days before the mainshock. Panet et al. (2018) reported large-scale gravity and mass changes starting a few months before the mainshock. Heki (2011) and Heki and Enomoto (2015) found ionospheric electron enhancement preceding the mainshock. Bedford et al. (2020) showed that the TOEQ is preceded by months of surface displacement variations that spanned thousands of kilometers with the GPS data. However, other studies argue the significance of these precursory observations. For example, Wang and Burgmann (2019) suggest the preseismic gravity variations reported by Panet et al. (2018) are not statistically unique, either in space or in time. Kamogawa and Kakinami (2013), Masci et al. (2015), and Ikuta et al. (2020) showed that the proposed preseismic variations of total electron content reported by Heki (2011) and Heki and Enomoto (2015) are likely contaminated by artifacts. Additional studies are needed to critically evaluate these preseismic changes and better understand the physical mechanisms behind them (Kato and Ben-Zion, 2020; Pritchard et al., 2020; Uchida and Burgmann, 2021).

Several studies also focused on the seismicity changes of IDEQs before and after the TOEQ. Bouchon et al. (2016) reported synchronous bursts of both shallow seismicity
and IDEQs in the subducting slab prior to the mainshock. They suggested the slab started to plunge into the mantle before massive megathrust earthquakes. However, Delbridge et al. (2017) argued from a long-term JMA catalog analysis that the precursory acceleration of IDEQs reported by Bouchon et al. (2016) is not statistically significant. In addition, Delbridge et al. (2017) observed a significant rate increase of IDEQs in the upper plane of the double seismic zone following the TOEQ. Both studies are based on the JMA catalog, which is likely not complete, especially right following the M9 TOEQ (Kato et al., 2012; Lengliné et al., 2012; Gardonio et al., 2019). Here I plan to use the MFT to detect additional IDEQs around the TOEQ and use them to better understand how the double seismic zone changed their patterns before and after the TOEQ.

5.4 Data

I use continuous seismic recordings and template events to build a more complete IDEQ catalog in Central and Northeastern Japan with the matched filter technique. For the continuous waveforms, I take the raw data recorded by the entire High-Sensitivity Seismograph Network (Hi-net) operated by the National Research Institute for Earth Science and Disaster Resilience (NIED) in Japan (Figure 5.1a) (Okada et al., 2004; Obara et al., 2005). Hi-net consists of ~800 three-component borehole stations with a sampling rate of 100 Hz. The time windows of continuous waveforms used in this study are two years starting from one year before the 03/11/2011 M9 Tohoku-Oki earthquake (Section 5.6.1), and ten days starting from three days before each of the selected ten M5+ IDEQ mainshocks in the study region between 2004 and 2018 (Section 5.6.2). The continuous waveforms are downloaded using the HinetPy package (Tian, 2021). For the templates, I use 90,214 IDEQs between 70 and 350 km depth listed in the JMA catalog. These events
are all the IDEQs between 04/01/2004 and 12/31/2018 in the study region (Figure 5.1b). The time window starts on 04/01/2004 because it is the first day of the Hi-net continuous waveforms that can be directly accessed using the HinetPy package, although the Hi-net started its service on 10/01/2000. These templates in the JMA catalog include 800,375 $P$ wave arrival times and 723,432 $S$ wave arrival times manually picked by local analysts. Figure 5.2b and Figure 5.2c show the magnitude and depth distribution of the templates in Figure 5.1b, respectively.

Figure 5.2 Template intermediate-depth earthquakes distributions. (a) The 'W-E' cross-section in Figure 5.1b. Seismicity are within ±100 km of the black dashed line. (b) The magnitude distribution of all IDEQs in Figure 5.1b. (c) The depth distribution of all IDEQs in Figure 5.1b.

5.5 Method
5.5.1 *Distinguishing the Upper and Lower Planes in the Double Seismic Zone*

An important task is to decide whether an IDEQ is on the upper or lower plane of the double seismic zone before analyzing the seismicity rate changes. Here I use the following procedure to define a boundary between the upper and lower planes. First, I use a 2D plane to fit the Slab2 model in the wide-target zone with the least-squares method. Figure 5.3a and Figure 5.3b show the real Slab2 model and the fitted 2D plane, respectively. The geometry of the slab in the wide-target zone is relatively simple and can be well represented by a 2D plane, termed the slab interface in this study. I then calculate the distances from the slab interface to all the template IDEQs, termed plate-interface depth in this study. Figure 5.3c shows the plate-interface depth distribution of all templates. There are two clear groups of IDEQs with the minimum distribution at 35 km plate-interface depth. Therefore, I take the plate-interface depth of this point as the boundary between the upper and lower plane in this study. IDEQs with plate-interface depths between 0-35 km and 35-70 km are labeled as in the upper and lower planes, respectively (Figure 5.3d). In addition, some offshore events with poor depth constraints could be mistakenly labeled as events in the lower planes. Therefore, I manually set up a zone off-shore (the not-double-seismic zone marked with gray lines in Figure 5.1b) based on the distribution of template IDEQs. When analyzing the IDEQ behaviors on the upper plane or the lower plane before and after the mainshocks in the following sections, I remove all the events that are inside this off-shore not-double-seismic zone. I also remove all the events that are outside the wide-target zone (black lines in Figure 5.1b).
Figure 5.3 The boundary between the upper and lower plane. (a) The map of the depth of the Slab2 model in the wide-target zone (black-line zone in Figure 5.1a). (b) A 2D plane in 3D space by fitting the data in (a) with the least-squares method. (c) The plate-interface depth distribution of template events in the wide-target zone (Figure 5.1b). Plate-interface depth is the distance between the slab surface (the fitted 2D plane in b) and the earthquake hypocenter. The red arrow pointing at 35 km is the same upper-lower boundary as shown in (d). (d) Templates distribution in the slab in the wide-target zone.

5.5.2 Building a New IDEQ Catalog with MFT

To detect more small-magnitude IDEQs that are not recorded in the JMA catalog, I use the matched-filter technique (MFT) to scan the continuous seismic waveform recordings. The workflow of MFT in this study generally follows it in the Zhai et al. (2021c)
and Li et al. (2018a). I slightly modify the EQcorrscan (Chamberlain et al., 2017) and FMF (Fast-Matched-Filter) (Beaucé et al., 2017) packages to perform the MFT scan in this study. To efficiently process such a big dataset and perform heavy MFT calculations, I take advantage of the Extreme Science and Engineering Discovery Environment (XSEDE) supercomputers with GPU resources. It took about 33,000 NVIDIA Tesla V100 GPU hours to finish the MFT detection performed in this study. Detailed steps and parameters to build the new catalog are described below.

First, I pre-process the raw waveforms before the cross-correlation (CC) detection. Both day-long continuous waveforms and template events’ waveforms are demeaned, detrended, down-sampled as 40 Hz to reduce computation cost, and filtered between 2-16 Hz to enhance the signal of small IDEQs. For the template waveforms, I trim them to 6 s long starting from 1 s before the $P$ wave arrival, and 12 s long starting from 1 s before $S$ wave arrival (Li et al., 2018a). I take all the three components of available stations for both $P$ and $S$ waves (Li et al., 2018a). I then remove any template waveform if its signal-to-noise ratio (SNR) is below 5. I use the default definition of SNR in EQcorrscan, which is the ratio of the maximum absolute amplitude in the signal window of $P$ or $S$ to the root-mean-squared (RMS) of 100 s before the signal window. Then, I remove any template IDEQs containing fewer than twelve traces of waveforms. These constraints can reduce false detections from a few noisy template waveforms. The number of IDEQs in the selected template list used for further computation is 69,225.

Next, I compute the stack of zero-normalized cross-correlation (CC) functions (Meng et al., 2012) between the selected template IDEQs and the continuous waveforms using the GPU-based FMF package. Note I modify the original version of FMF (Beaucé et
al., 2017) to fit the need in this study. The first modification is to remove the mean of the two waveforms when computing the cross-correlation between them. This is slightly slower than the original version of FMF but is more accurate for template matching CC calculation (Chamberlain et al., 2021). The second is to modify the package so that it can work for the dataset with different window lengths of $P$ and $S$ waveforms. I stack the CC functions after shifting them with corresponding travel times at different stations. Then, I compute the median absolute deviation (MAD) of the network-wide stacked CC function. An initial list of detections is made by setting the threshold at ten times MAD (Chamberlain et al., 2021). I then remove the duplicate events which are detected by multiple templates. Only the detection with the highest MAD is retained if more than one detection occurred within 12 s (same as the length of $S$ waveforms) of each other. As was done before, I assign the same travel times and location of their best-matching template to these newly detected events.

Finally, I take the following procedures to calculate the magnitude for newly detected events and refine the initial catalog. I compute the magnitude for the newly detected events following the method used in Zhai et al. (2021c). I assume a factor of 1 difference in magnitude between the newly detected event and its template is equal to a ratio of 10 difference in the median value of peak absolute amplitudes (Peng and Zhao, 2009). Before calculating the median value, I remove the amplitude ratios of waveform pairs that do not meet these two criteria: (1) the maximum CC coefficient greater or equal to 0.5; and (2) the SNR of the newly detected $P$ or $S$ wave greater or equal to 4. To compute the CC value, I use a 2 s window starting from 0.5 s before the $P$ wave and allowing 1 s shift, and a 2.5 s window starting 0.5 s before the $S$ wave and allowing a 1.25 s shift. The
window length is narrower than it in the previous step of MFT detection but is somewhat similar to it in a relocation (e.g. HypoDD (Waldhauser and Ellsworth, 2000)) when measuring differential travel times and CC coefficient. Last, I further clean up the initial catalog based on the magnitude and their SNR and CC coefficient. For any newly detected event with magnitude $M$ and best-matching template with magnitude $M_{temp}$, I remove it if it does not have at least $n$ ($n=3(M-M_{temp}+1)$ and $n\geq1$) stations with clear waveforms that satisfy the two criteria mentioned above (Zhai et al., 2021c). This is because if a newly detected event was much larger than its template, it should be observed on more stations with clear waveforms. Otherwise, it should be already in the standard catalog or a false detection (Ross et al., 2019b). This criterion is based on the visual examination of hundreds of newly detected events in the initial catalog. For example, a newly detected event with a factor of 1 in magnitude larger than its template requires 6 stations; a factor of 2 difference in magnitude requires 9 stations; a factor of 3 difference in magnitude requires 12 stations. Figure 5.4 shows an example of a newly detected $M0.9$ event on April 20, 2008, and its best-matching template, an $M1.9$ event occurring at 103 km depth on August 30, 2005. The stacked CC value is 0.26, corresponding to 36.9 times MAD. This suggests that the newly detected event is likely a true IDEQ occurring at nearly the same region.
Figure 5.4 An example of a newly detected IDEQ on April 20, 2008, and its template event occurred on August 30, 2005. The blue and red waveforms are the P wave and S wave of the template, respectively. The black sections on the gray continuous waveforms are the newly detected events. The station label, station name, and event-station epicentral distance are on the left of this figure. The component name and the cross-correlation (CC) values on this component of the P wave and S wave are on the right of this figure. The inserted map at the upper right corner shows the location of this template (red star).

5.6 Results
5.6.1 Analysis of IDEQs Before and After the 2011 M9 TOEQ

I obtain the final MFT catalog following the steps mentioned above. This MFT catalog consists of 48,882 IDEQs including the newly detected event and the templates in the wide-target zone (Figure 5.1) between one year before the one year after the 2011 TOEQ. This number is about a 3.5-fold increase compared to the standard JMA catalog (14,030) in the same time window. Most of the newly detected IDEQs are after the TOEQ in the low-magnitude range (Figure 5.6). As shown in Figure 5.6a, there is a clear lack of low-magnitude events (e.g., between magnitude 0-1) in the JMA catalog within several months following the TOEQ. However, the MFT catalog only misses events in magnitude 0-1 in about one month right following the mainshock (Figure 5.6a). The total number of IDEQs for all magnitudes in the MFT catalog is about a two-fold and a four-fold increase compared to the JMA catalog in the one year before and after the TOEQ (Figure 5.6b), respectively. At the larger magnitude range (M2+) where the catalogs are more complete (Figure 5.5), the MFT catalog shows about a two-fold increase in the one year after the TOEQ, and the increase decayed with time (Figure 5.6c). In comparison, except for a small spike in late April 2011, the JMA catalog did not show a clear increase of IDEQs following the TOEQ for seismicity below 70 km depth.
Figure 5.5 Frequency-magnitude distribution of IDEQs listed in the JMA (templates) catalog and the matched filter technique (MFT) catalog inside the wide-target zone (Figure 5.1). The bold smooth curves on the top are the cumulative frequency-magnitude distribution.

Figure 5.7 and Figure 5.8 show the location of IDEQs before and after the TOEQ in the JMA catalog and the MFT catalog. The seismicity rate of IDEQs increased after the TOEQ between the latitude range of N35-N39 in both upper and lower planes (Figure 5.7). The majority of the IDEQs in the upper plane occurred at a relative shallower depth (e.g., 70-100 km) between the latitude range of N36°-N39° (Figure 5.8a-b). In the lower plane, most of the relatively shallow IDEQs occurred in the area north of N37°. Note there was a cluster of IDEQs beneath 200 km around N36° (Figure 5.8). Based on the depth distribution of IDEQs shown in Figure 5.2a, the IDEQs in upper and lower planes merge together beneath about 180 km depth. Therefore, it is a challenge to distinguish the upper-plane and lower-plane IDEQs in this cluster. Nevertheless, I simply use the boundary (i.e., the plate-interface depth of 35 km, Figure 5.3) to show them separately in the Figure 5.7-Figure 5.9.
Figure 5.6 The magnitude-time distribution and seismicity rate of IDEQs before and after TOEQ inside the wide-target zone. (a) Magnitude-time distribution of IDEQs in the JMA catalog (templates) and the matched filter technique (MFT) catalog. The red and black dots represent the JMA catalog and the MFT catalog, respectively. (b) Seismicity rate of all the IDEQs with any magnitude. (c) Seismicity rate of the IDEQs with a magnitude above 2.
Figure 5.7 Earthquake location distribution one year before and one year after the 2011 M9 TOEQ. (a) IDEQs in the upper plane in the JMA catalog. (b) IDEQs in the upper plane in the MFT catalog. (c) IDEQs in the lower plane in the JMA catalog. (d) IDEQs in the lower plane in the MFT catalog. The red star and dashed line mark the TOEQ.
Figure 5.8 Map of IDEQs one year before and one year after the 2011 M9 TOEQ. (a) IDEQs before the TOEQ in the upper plane in the MFT catalog. (b) Similar to (a) but
after the TOEQ. (c)-(d) Similar to (a)-(b) but in the lower plane. (e)-(h) Similar to (a)-(d) but in the JMA catalog. All the dots in this figure are the IDEQs sized by their magnitudes and colored by their time. The dashed gray lines are the contours of the depth in the Slab2 model. The black-line zone the wide-target zone in this study same as it in Figure 5.1. The green-line zone is the narrow-target same as it in Figure 5.1. The orange and black lines are the contours of coseismic slip from Iinuma et al. (2012) and postseismic slip from Iinuma et al. (2016), respectively.

Next, I use the β-value statistic (Matthews and Reasenberg, 1988; Pankow and Kilb, 2020) to quantify the seismicity rate change of IDEQs before and after the TOEQ. This method is commonly used to study dynamic earthquake triggering (Hill and Prejean, 2015). A typical significance threshold of the absolute β-value is around 2 (Habermann, 1981; Reasenberg and Simpson, 1992; Pankow and Kilb, 2020), although this threshold might slightly vary in different regions and time windows (Prejean and Hill, 2018; Pankow and Kilb, 2020; Fan et al., 2021; Li et al., 2022a). Because this method can measure the seismicity rate change between a pre-window and a post-window, it fits this study well. In this study, the pre-window and the post-window are the one year before and after the TOEQ, respectively. The β-value is calculated as:

$$\beta = \frac{N_{post} - N_{pre} * (T_{post}/T_{pre})}{\sqrt{N_{pre} * (T_{post}/T_{pre})}}$$  \hspace{1cm} \text{5.1}$$

where $T_{pre}$ and $T_{post}$ are the window lengths for counting the number of earthquakes in the pre-mainshock window ($N_{pre}$) and the post-mainshock window ($N_{post}$), respectively. Because the pre-mainshock and post-mainshock windows are the same, equation 5.1 can be further simplified as:
\[ \beta = \frac{N_{\text{post}} - N_{\text{pre}}}{\sqrt{N_{\text{pre}}}} \]

I divide the wide-target zone (Figure 5.1) into 40 × 40 km grids. For each grid, I compute its $\beta$-value for the IDEQs in the upper plane and lower plane, respectively. Figure 5.9 shows the $\beta$-value maps using the JMA catalog and the MFT catalog. The $\beta$-values of some grids are higher than the threshold of 2 mentioned above. Note the color scale shown in Figure 5.9 is clipped at the maximum absolute value of 8 for plotting purposes. These $\beta$-value maps again show that the increase of IDEQs after the TOEQ is in both the upper and lower planes in the wide-target zone (Figure 5.9b&d, see the definition of different zones in Figure 5.1). When compared with the JMA catalog results, the MFT catalog shows a more widespread seismicity rate increase zone (red region, see the color map in Figure 5.9). The absolute value and total area of the seismicity rate increase in the upper plane are larger than that in the lower plane (Figure 5.9 and Figure 5.10). There are some isolated spots with a seismicity rate increase in the lower plane (Figure 5.9d). Comparing the distribution of IDEQs in the upper plane after the TOEQ (Figure 5.9b) and the postseismic slip distribution in Inuma et al. (2016), I observe a spatial separation of postseismic slips of TOEQ and the increasing IDEQs activity following the TOEQ. For example, the significant seismicity rate increase zone (red region in Figure 5.9b) at latitude ranges of N36°-N37.5° and N38°-N39° at shallow depth (70-100 km) in this study can match the gap of the postseismic slip distribution in Inuma et al. (2016) in the same regions.
Figure 5.9 Beta map of IDEQs comparing one year after to one year before the 2011 M9 TOEQ. (a) Beta map of IDEQs in the upper plane in the JMA catalog. Red and blue mean increase and decrease of IDEQs after the TOEQ, respectively. (b) Similar to (a) but in the MFT catalog. (c)-(d) Similar to (a)-(b) but in the lower plane. The dashed gray lines are the contours of the depth in the Slab2 model. The black-line zone the wide-target zone in this study same as it in Figure 5.1. The green-line zone is the narrow-target same as it in Figure 5.1. The orange lines are the contours of coseismic slip from Inuma et al. (2012). The black lines are the contours of the green-colored postseismic slip from Inuma et al. (2016).
Figure 5.10 Seismicity rate of IDEQs before and after the TOEQ. (a) Seismicity rate of IDEQs inside the wide-target zone (Figure 5.1) with magnitude above 2 between 60 and 180 km depth in the JMA catalog. The green and orange curves represent the upper plane and the lower plane, respectively. (b) Similar to (a) but based on the JMA catalog beneath 70-km depth. (c) Similar to (a) but based on the MFT catalog beneath 70-km depth. (d) The ratio of the seismicity rates of the upper and lower planes, termed the upper-to-lower ratio. The red and black curves represent the JMA and the MFT catalog, respectively. (e) Seismicity rate of IDEQs inside the narrow-target zone (Figure 5.1) with magnitude above 2 between 60 and 180 km depth in the JMA catalog. (e) - (h) are similar to (a) - (d). (e) - (h) are the IDEQs inside the narrow-target zone, but (a) - (e) are the IDEQs inside the wide-target zone (Figure 5.1).

Figure 5.10 show that the newly built MFT catalog does not contain a significant increase in the rate of IDEQs prior to the TOEQ. Following the TOEQ, analysis based on the MFT catalog shows a significant increase in the rate of IDEQs in both upper and lower planes beneath 70 km depth, but without a significant increase in the upper-to-lower ratio. Similar results of the increase in the upper plane seismicity rate have been reported in
Delbridge et al. (2017) based on the JMA catalog. To directly compare the results with the results in Delbridge et al. (2017), I also show the results in the narrow-target zone (Figure 5.8, Figure 5.9, and Figure 5.10g) which is the same as the zone in Delbridge et al. (2017). There are two key differences in the results between Delbridge et al. (2017) and this study. The first one is the depth range of the increase of the seismicity rate. I can reproduce the rate increase in the upper plane reported in Delbridge et al. (2017) using the IDEQs in the JMA catalog depth beneath 60 km (Figure 5.10e). But if I exclude the IDEQs between 60 and 70 km in the JMA catalog, I cannot observe any significant increase (Figure 5.10f). This means that the depth range most responsible for the change reported in their study is only at 60-70 km depth. Based on the newly built MFT catalog, I can also observe a clear seismicity rate increase after the TOEQ beneath 70 km depth. Another key difference is the upper-to-lower ratio of seismicity rate following the Tohoku earthquake. I do not find any increase in the upper-to-lower ratio of seismicity rate reported in their study using the MFT catalog.

5.6.2 Analysis of IDEQs around Ten M5+ IDEQ Mainshocks

To obtain more detailed information on the foreshock and aftershock properties of IDEQs in the study region, I perform the MFT detection to build a new catalog for each of the ten M5+ IDEQ mainshocks between 2004-2018 at 70-350 km depth. These ten mainshocks are selected by following these criteria. First, I find a spatial range where an IDEQ mainshock should clearly belong to either the upper plane or the lower plane. Based on the visual assessment of the distribution in the study region (Figure 5.2a), I set the depth range as 80-180 km and the distance from an IDEQ to the boundary between the upper and lower planes (i.e., the plate-interface depth of 35 km) greater than 5 km (Figure 5.3). Next,
I sort the IDEQs in the JMA catalog between 2004 and 2018 by their magnitudes on the upper and lower planes, respectively. Finally, I select the five largest IDEQs on each plane (Figure 5.1a, Figure 5.3c, and Table 5.1). Note I also check these selected events to make sure any event is not another event’s aftershock based on the space-time distance between them (Chu and Beroza, 2022). Note that the time and location information in Table 5.1 is from the JMA catalog, but the $M_w$ is from the U.S. Geological Survey (USGS). The minimum magnitude of selected mainshocks on both planes is the same, $M_w5.1$. After selecting these ten $M5+$, I follow the steps mentioned in Section 5.5.2 to build the MFT catalog for the ten days starting from three days before to seven days after each mainshock.

The aftershocks of a given IDEQ mainshock in this section are defined as the IDEQs occurring within the mainshock's aftershock radial extent and time duration. I take the empirical relations of the aftershock radial extent and time duration in Chu and Beroza (2022), which are fitted using the IDEQs listed in the JMA catalog in Japan. The aftershock radial extent and time duration are functions of the mainshock's magnitude. For example, they are 5 km and 26 days for the magnitude 5 IDEQ mainshock; they are 14 km and 141 days for a magnitude 6 IDEQ mainshock.

Figure 11 shows the magnitude-time distributions for the ten target sequences. The MFT catalog shows that there are two types of mainshocks in terms of aftershock productivity on both upper and lower planes. One type has relatively high aftershock productivity (e.g., Figure 5.11b on the upper plane and Figure 5.11h on the lower plane). The other has relatively low aftershock productivity (e.g., Figure 5.11d on the upper plane and Figure 5.11i on the lower plane). For the first type which already shows its high aftershock productivity in the JMA catalog, I do detect more foreshocks and aftershocks in
the MFT catalog. However, for the second type which shows its low aftershock productivity in the JMA catalog, I detect few additional foreshocks and aftershocks in the MFT catalog.

**Table 5.1 Ten M5+ IDEQ mainshocks.**

<table>
<thead>
<tr>
<th>Plane</th>
<th>Mw</th>
<th>Time</th>
<th>Latitude</th>
<th>Longitude</th>
<th>Depth</th>
<th>Label</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upper</td>
<td>5.5</td>
<td>2015-07-03T03:32:51.270</td>
<td>40.35</td>
<td>141.56</td>
<td>88.01</td>
<td>a</td>
</tr>
<tr>
<td>Upper</td>
<td>5.5</td>
<td>2014-06-15T02:31:42.150</td>
<td>39.40</td>
<td>141.11</td>
<td>93.90</td>
<td>b</td>
</tr>
<tr>
<td>Upper</td>
<td>5.1</td>
<td>2018-05-07T05:00:48.420</td>
<td>39.60</td>
<td>141.16</td>
<td>98.11</td>
<td>c</td>
</tr>
<tr>
<td>Upper</td>
<td>5.1</td>
<td>2006-02-01T20:35:53.060</td>
<td>35.76</td>
<td>140.00</td>
<td>101.02</td>
<td>d</td>
</tr>
<tr>
<td>Upper</td>
<td>5.6</td>
<td>2007-08-22T16:26:23.420</td>
<td>41.97</td>
<td>140.80</td>
<td>121.81</td>
<td>e</td>
</tr>
<tr>
<td>Lower</td>
<td>5.1</td>
<td>2008-10-30T00:48:40.720</td>
<td>38.05</td>
<td>141.73</td>
<td>86.30</td>
<td>f</td>
</tr>
<tr>
<td>Lower</td>
<td>5.1</td>
<td>2009-10-10T17:42:48.490</td>
<td>41.72</td>
<td>142.23</td>
<td>91.83</td>
<td>g</td>
</tr>
<tr>
<td>Lower</td>
<td>6.8</td>
<td>2008-07-24T00:26:19.690</td>
<td>39.73</td>
<td>141.64</td>
<td>108.08</td>
<td>h</td>
</tr>
<tr>
<td>Lower</td>
<td>5.8</td>
<td>2008-04-17T04:19:36.800</td>
<td>39.04</td>
<td>140.23</td>
<td>165.86</td>
<td>i</td>
</tr>
<tr>
<td>Lower</td>
<td>5.3</td>
<td>2009-08-24T14:26:16.690</td>
<td>41.06</td>
<td>140.24</td>
<td>171.90</td>
<td>J</td>
</tr>
</tbody>
</table>
Figure 5.11 Magnitude-time distribution around the ten M5+ IDEQ mainshocks. Their locations are shown in Figure 5.1a and Figure 5.3d. (a)-(e) are the five mainshocks in the upper plane. They are sorted by depth. (f)-(j) are the five mainshocks in the lower plane. They are also sorted by depth. In this figure, the yellow stars are the mainshocks. The red dots and black dots represent the JMA (templates) catalog and the MFT catalog, respectively. The Vp-Vs ratio data is from the 3D velocity model in Matsubara et al. (2019).

5.7 Discussion

5.7.1 IDEQs Before and After the 2011 M9 TOEQ

In this study, I detected several times more IDEQs that are not listed in the JMA catalog, especially in the one year following the M9 TOEQ. However, it is still challenging to fill in the small triangle-shaped gap between the magnitude 0-1 range in a few weeks right following the TOEQ (Figure 5.6a). Such a gap exists because small events were buried by the coda of the TOEQ and its large aftershocks at shallow depth (Kagan, 2004; Peng et al., 2006; Peng and Zhao, 2009; Yao et al., 2017; Ross et al., 2019a). The MFT helps to improve the detection capability of those small-magnitude IDEQs, but it cannot
detect all of them shortly following the TOEQ. As aftershocks of TOEQ decayed with time following Omori’s law (Omori, 1894), the detection capability of small-magnitude IDEQs also improved (Figure 5.6).

The newly built MFT catalog does not show a significant increase in IDEQs prior to the TOEQ. This observation is different from the results in Bouchon et al. (2016) but matches the finding of a follow-up study (Delbridge et al., 2017). Based on the observed precursory signal, Bouchon et al. (2016) proposed the deep part of the slab was stretched and started to plunge into the mantle before the TOEQ. Such a plunge implies an increase in the downdip tensional normal stress on both the upper and lower planes of the double seismic zone (Delbridge et al., 2017). It is well known that the background stress state in the Japan subduction zone is downdip compression in the upper plane and downdip extension in the lower plane, respectively (Hasegawa et al., 1978b; Fujita and Kanamori, 1981). The opposite stress state in the upper plane and the lower plane is caused by the unbending of the slab at this intermediate-depth range (Engdahl and Scholz, 1977). Given the opposite stress state, a decrease in the rate of IDEQs in the upper plane and an increase in the rate of IDEQs in the lower plane would be expected if there was an increase in downdip tensional normal stress in the double seismic zone (Delbridge et al., 2017). But neither the MFT catalog nor the JMA catalog shows any statistically significant changes in seismicity in both planes before the TOEQ.

Following the TOEQ, the newly built MFT catalog shows a significant increase in the rate of IDEQs in both upper and lower planes beneath 70 km depth, but without a significant increase in the upper-to-lower ratio. The TOEQ was a megathrust event occurring on the slab surface. Therefore, I expect an increase in downdip compressional
shear stress at depth after the TOEQ (about 10-100 kPa reported in Hu et al. (2016)), which is exactly the opposite of the downdip tensional normal stress caused by the possible slab plunge at depth prior to the TOEQ (Bouchon et al., 2016). I expect the downdip compressional stress at the slab interface would result in an increase in both the compressional stress in the upper plane and the tensional stress in the lower plane of the double seismic zone. The opposite effects are somehow similar to the effects caused by the unbending process which results in the opposite stress state in both planes. Therefore, I expect an increase in the rate of IDEQs following the TOEQ in both planes, although they have opposite background stress states. I also expect the upper-to-lower ratio of IDEQs would not show a significant change following the TOEQ. The observations based on the newly built MFT catalog can match these expectations well.

As mentioned in Section 5.6.1, an increase in the upper plane seismicity rate was reported in Delbridge et al. (2017) based on the JMA catalog. However, there are two key differences in the results between Delbridge et al. (2017) and this study. Their proposed increase in the upper-to-lower ratio cannot match the expectation mentioned above. In addition, even with an assumption of an opposite stress response (a decrease in the tensional stress instead of an increase) in the lower plane after the TOEQ, I should expect to observe a significant decrease in the seismicity rate in the lower plane following the TOEQ. However, such a significant decrease is not reported either in their study with the JMA catalog or the study with the MFT catalog. As mentioned in Section 5.6.1, I observed a spatial separation of postseismic slips of the TOEQ and the promoted IDEQs activity following the TOEQ. This result is somewhat similar to the anti-correlation between afterslip and aftershock locations on the subduction zone interface following the 2012 M7.6
Nicoya, Costa Rica earthquake (Hobbs et al., 2017). However, it is worth noting that the inverted afterslip following the TOEQ was mostly resolved on the subduction zone interface, while most of the IDEQs occurred within the subduction slab, rather than on the interface. Hence, their exact relationship is still not clear. A detailed Coulomb stress analysis is needed to better understand the spatial distribution and triggering relationship between the TOEQ mainshock rupture, its afterslip, and the IDEQs.

5.7.2 IDEQs around Ten M5+ IDEQ Mainshocks

The aftershock deficiency of IDEQs has been reported in previous studies (Kagan and Knopoff, 1980; Prozorov and Dziewonski, 1982; Frohlich, 1987; Nyffenegger and Frohlich, 2000; Wiens, 2001; Persh and Houston, 2004). In addition, Chu and Beroza (2022) reported that over half of the IDEQs, but only 3 percent of shallow earthquakes, have no aftershocks in Japan, including the study region. Chu and Beroza (2022) also systematically analyzed several possible parameters contributing to the aftershock productivity of IDEQs in Japan using the JMA catalog. Therefore, I did not perform the same detailed statistical analysis using the newly built catalog, which only consists of ten mainshocks in a spatially limited region. Instead, I focus on whether the reported lack of aftershocks is real, or due to the aforementioned completeness issue in the JMA catalog. A case study of the 2015 *M*₇.5 Hindu Kush earthquake at 213 km depth highlights such concerns (Li et al., 2018a). In that study, more than 15 times more aftershocks than listed in the standard global catalog are detected using the MFT. Based on the results mentioned in Section 5.6.2, the conclusion is the JMA catalog is relatively complete above the magnitude two except right following the 2011 *M*₉ TOEQ. Hence it can be directly used to analyze the aftershock productivity of IDEQs in Central and Northeastern Japan.
5.7.3 Limitations of Current Results and Planned Future Study

In this section, I briefly summarize the limitations in the current results and planned future studies to address these potential problems. First, a well-known limitation of the template matching method used in this study is that it can only detect events that are spatially close to the templates. This means that if the spatial coverage of templates is limited, the detection results based on these templates could be biased or incomplete. To address this potential issue, I do not only use aftershocks of these mainshocks as templates. Instead, I use all the 90,214 IDEQs listed in the JMA catalog between 2004 and 2018 in the entire study region as the templates. Second, the results shown in this study are based on the original MFT catalog, which consists of both background IDEQs and clustered events (i.e., triggered by previous IDEQs). In the future, I will decluster the MFT catalog first, and then analyze the behavior of background IDEQs before and after the TOEQ. Third, I plan to compute the Coulomb stress change on the upper and lower plans following the TOEQ to quantify its static stress perturbations on the IDEQs. Last, I only analyze ten M5+ IDEQ mainshocks in this study. In the future, I may perform the MFT detection for more IDEQ mainshocks with slightly lower magnitude in the study region.

5.8 Conclusions

I build a more complete earthquake catalog of IDEQs in Central and Northeastern Japan for the two years starting the one year before the 2011 M9 TOEQ and ten days starting from three days before each of ten M5+ IDEQ mainshocks. For the TOEQ, the number of IDEQs in the newly built MFT catalog is a 3.5-fold increase compared to the standard JMA catalog. The newly built MFT catalog does not show any significant increase
in IDEQs in the two months prior to the TOEQ. Following the TOEQ, the newly built MFT catalog shows a significant increase in the rate of IDEQs in both upper and lower planes beneath 70 km depth, but without a significant increase in the upper-to-lower seismicity ratio. I also observe a spatial separation of postseismic slips of the TOEQ and the promoted IDEQs activity following the TOEQ. These results suggest that like seismic activity at shallow depth, IDEQs in the double seismic zone also respond to stress perturbations generated by the 2011 M9 TOEQ, highlighting a sustained seismic hazard associated with these intraslab events in the next decades. In the future, I will decluster the MFT catalog first, and then analyze the behavior of background IDEQs before and after the TOEQ. For the ten $M5+$ IDEQ mainshocks, I detect more foreshocks and aftershocks, but I do not have any clear pattern on which sequences are more productive than others. In addition, the results show that the JMA catalog is relatively complete above the magnitude two except right following the 2011 $M9$ TOEQ, and hence can be directly used to analyze the aftershock productivity of IDEQs in Central and Northeastern Japan.
CHAPTER 6. CONCLUSION

In my Ph.D. work, I developed/applied machine-learning and template-matching techniques in several regions to improve earthquake catalogs by detecting microearthquakes directly from continuous seismic waveforms and calculating their focal mechanisms. Using the improved high-resolution catalogs, I then analyzed the microseismicity behavior and their responses to a super wet typhoon in Taiwan and a large megathrust earthquake in Japan. Here I briefly summarized the conclusions of the previous chapters.

In CHAPTER 2, I developed a generic deep-learning network (NPC) for P-wave first-motion polarity classification based on CNN and attention mechanism. I trained it with global earthquake datasets of ~3.5 million first motion polarity picks. I also applied the Guided Grad-CAM tool to help visualize how the NPC makes a prediction, which can be used to further clean up the picking results. Based on its performance on test datasets, I expect the pre-trained model can be used in future studies to determine P-wave first-motion polarity for natural earthquakes, hydraulic fracturing events, and acoustic emissions.

In CHAPTER 3, I built a more complete template-matching earthquake catalog for Taiwan spanning seven months before and twelve months after the 2009 typhoon Morakot, which brought the highest rainfall in southern Taiwan in the past 60 years. The number of events in the newly built catalog is a seven-fold increase compared to the standard CWBSN catalog. I observe no significant seismicity changes that can be attributed to surface changes induced by typhoon Morakot, but a clear reduction in seismicity rate near the typhoon’s low-pressure eye center in northeastern Taiwan during the typhoon passed by.
Additional study is needed to verify whether such a drop was by random chance or caused by a stress perturbation due to the low-pressure typhoon system.

In CHAPTER 4, using the high-resolution relocated template matching catalog built in CHAPTER 3, I observed clear aftershocks migrating as the logarithm of time along with depth for several mainshock-aftershock sequences in Taiwan. This result is similar to previous studies that showed similar logarithmic along-strike migration of aftershocks, suggesting that these aftershocks were primarily driven by afterslip following the mainshock ruptures. In addition, I found that the minimum magnitude of early aftershocks of the 2010 M6.4 Jiashian earthquake (as well as two other M6+ events) was not mainly modulated by earth tides but was observationally limited by the daily fluctuations in the noise level. Finally, I also found a clear spatiotemporal coincidence between high-aftershock-productivity earthquake sequences and the occurrence of nearby SSEs in northeastern Taiwan, suggesting that SSEs can help to further promote aftershock generation. These results suggest that SSEs may temporally increase the productivity of nearby aftershock sequences, and hence potential seismic hazard in a region that host both SSEs.

In CHAPTER 5, I build a more complete template-matching intermediate-depth earthquakes (IDEQs) catalog in the Central and Northeastern Japan subduction zone before and after the 2011 magnitude (M) 9 Tohoku-Oki earthquake (TOEQ) and ten M>5 mainshocks along the double seismic zones. The number of IDEQs in the newly built catalog is a 3.5-fold increase compared to the standard JMA catalog. I did not find any significant increase in IDEQs in the two months prior to the TOEQ. However, I found a significant increase in the rate of IDEQs in both upper and lower planes of the double
seismic zone beneath 70 km depth following the TOEQ. These results suggest that similar to seismic activity at shallow depth, IDEQs in the double seismic zone also respond to stress perturbations generated by the 2011 M9 TOEQ, highlighting a sustained seismic hazard associated with these intraslab events in the next decades.
APPENDIX A. INVESTIGATING THE IMPACTS OF A WET TYPHOON ON MICROSEISMICITY: A CASE STUDY OF THE 2009 TYPHOON MORAKOT IN TAIWAN BASED ON A TEMPLATE MATCHING CATALOG

This appendix provides additional detailed information for CHAPTER 3, including how to access some datasets, one earthquake catalog, three tables, and fourteen figures to support the main text. Table A.1 shows the format of a matched-filter detected earthquake catalog in Taiwan from January 1, 2009, to July 31, 2010. Latitude: 21°-26°N, Longitude: 119°-124°E. This catalog (MFT catalog) includes its subsets, the relocation catalog (MFT-reloc catalog), and the focal mechanism catalog (MFT-FM catalog).

The earthquake catalogs (MFT, MFT-reloc, and MFT-FM catalogs) used in this study are available through the Mendeley Data (https://dx.doi.org/10.17632/cgys3svzrp.1 (Zhai et al., 2021)). The original Wu earthquake catalogs (Wu et al., 2008a; Wu et al., 2008b) and the 3D velocity model of Taiwan (Wu et al., 2007) used in this study are archived in the Seismological Lab at National Taiwan University (http://seismology.gl.ntu.edu.tw/download.htm, last accessed November 2021). Some figures are plotted by using the Generic Mapping Tools (Wessel et al., 2013), Version 5.4.1 (https://www.generic-mapping-tools.org/, last accessed November 2021). Seismic waveform data are archived at the Central Weather Bureau Seismic Network (https://gdmsn.cwb.gov.tw/signup.php, last accessed November 2021), which is open to all researchers after signing up an account. Weather data can be freely accessed through https://e-service.cwb.gov.tw/HistoryDataQuery/ (e.g., The weather data including the daily

Table A.1 Data format of the earthquake catalog.

<table>
<thead>
<tr>
<th>Column</th>
<th>Information</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>EventTime</td>
</tr>
<tr>
<td>2</td>
<td>EventID</td>
</tr>
<tr>
<td>3</td>
<td>Latitude</td>
</tr>
<tr>
<td>4</td>
<td>Longitude</td>
</tr>
<tr>
<td>5</td>
<td>Depth</td>
</tr>
<tr>
<td>6</td>
<td>Magnitude</td>
</tr>
<tr>
<td>7</td>
<td>TemplateID</td>
</tr>
<tr>
<td>8</td>
<td>TemplateLatitude</td>
</tr>
<tr>
<td>9</td>
<td>TemplateLongitude</td>
</tr>
<tr>
<td>10</td>
<td>TemplateDepth</td>
</tr>
<tr>
<td>11</td>
<td>StackCC</td>
</tr>
<tr>
<td>12</td>
<td>MAD</td>
</tr>
<tr>
<td>13</td>
<td>Relocated?</td>
</tr>
<tr>
<td>14</td>
<td>Strike</td>
</tr>
<tr>
<td>15</td>
<td>Dip</td>
</tr>
<tr>
<td>16</td>
<td>Rake</td>
</tr>
<tr>
<td>17</td>
<td>R</td>
</tr>
<tr>
<td>18</td>
<td>FocalMechanism</td>
</tr>
</tbody>
</table>
Table A.2 1-D velocity used for the relocation.

<table>
<thead>
<tr>
<th>Depth(km)</th>
<th>Vp(km/s)</th>
<th>Vs(km/s)</th>
<th>Vp/Vs</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>3.9064</td>
<td>2.0965</td>
<td>1.8633</td>
</tr>
<tr>
<td>2</td>
<td>4.5886</td>
<td>2.5934</td>
<td>1.7694</td>
</tr>
<tr>
<td>4</td>
<td>5.0475</td>
<td>2.9278</td>
<td>1.7240</td>
</tr>
<tr>
<td>6</td>
<td>5.1987</td>
<td>3.0280</td>
<td>1.7169</td>
</tr>
<tr>
<td>9</td>
<td>5.6216</td>
<td>3.2536</td>
<td>1.7278</td>
</tr>
<tr>
<td>13</td>
<td>5.9705</td>
<td>3.4506</td>
<td>1.7303</td>
</tr>
<tr>
<td>17</td>
<td>6.2501</td>
<td>3.6046</td>
<td>1.7339</td>
</tr>
<tr>
<td>21</td>
<td>6.5251</td>
<td>3.7527</td>
<td>1.7388</td>
</tr>
<tr>
<td>25</td>
<td>6.7240</td>
<td>3.8623</td>
<td>1.7409</td>
</tr>
<tr>
<td>30</td>
<td>7.0582</td>
<td>4.0494</td>
<td>1.7430</td>
</tr>
<tr>
<td>35</td>
<td>7.4786</td>
<td>4.2848</td>
<td>1.7454</td>
</tr>
<tr>
<td>50</td>
<td>7.9449</td>
<td>4.5829</td>
<td>1.7336</td>
</tr>
<tr>
<td>70</td>
<td>8.1601</td>
<td>4.6826</td>
<td>1.7426</td>
</tr>
<tr>
<td>90</td>
<td>8.2660</td>
<td>4.7950</td>
<td>1.7239</td>
</tr>
<tr>
<td>110</td>
<td>8.3696</td>
<td>4.8298</td>
<td>1.7329</td>
</tr>
<tr>
<td>140</td>
<td>8.4063</td>
<td>4.8302</td>
<td>1.7404</td>
</tr>
<tr>
<td>200</td>
<td>8.6999</td>
<td>5.0000</td>
<td>1.7400</td>
</tr>
</tbody>
</table>

Table A.3 Estimated Parameters of the ETAS model used in this study.

<table>
<thead>
<tr>
<th>mu</th>
<th>A</th>
<th>c</th>
<th>alfa</th>
<th>p</th>
<th>d</th>
<th>q</th>
<th>gamma</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.00</td>
<td>2.16</td>
<td>5.79E-04</td>
<td>6.97E-01</td>
<td>1.05</td>
<td>6.79E-06</td>
<td>1.26</td>
<td>7.66E-01</td>
</tr>
</tbody>
</table>

Figure A.1 The hist of o-values of all the one-day-long raw waveforms used in this study. The red dashed line is the threshold for operational stations. This is the result of $k=10$. Based on the test, the result of $k=8$ is almost the same.
Figure A.2 The noise energy and operational status of all stations used in this study. Stations are sorted by their latitudes. The northern stations are on the top and the southern stations are on the bottom.
Figure A.3 The latitude-time plot of seismicity in the red-box region. (a) The full version of the latitude-time plot of seismicity in the red-box region in the Wu catalog (A zoom-in version is shown in Figure 3.9k). The blue dashed line marks August 7 2009. The red arrow marks the general migration of the seismicity. The open circles on the right outside mark earthquakes with different magnitudes. For example, "M1" means magnitude is equal to 1. (b) Similar to a but based on the MFT-reloc catalog.
Figure A.4 The map of atmospheric pressure on August 7 2009 in Taiwan. The data is from CWB and the effect of the altitude variation is removed. The star and beach ball mark the location and focal mechanism solution of the same M5.3 earthquake in Figure 3.9a. The red box marks the zone mentioned in Section 3.5.4.
Figure A.5 Similar to Figure 3.13 but at 15-30 km depth.
Figure A.6 Similar to Figure 3.13a&b but neglects the first 3 weeks after typhoon Morakot.

Figure A.7 The maps of $Mc$ (a), number of events with $M \geq Mc$ (b), $b$-value (c), and $b$-value error (d) based on the earthquakes before typhoon Morakot (January 1 2009 – August 6 2009) at depth of 0-15 km in the MFT catalog. Black lines are the faults. The red line marks the boundary of the landslide zone (Figure 3.1). The two yellow stars are two magnitude (M) 6+ earthquakes (Figure 3.1) that occurred several months after typhoon Morakot (North: M6.0 Nantou earthquake on November 5 2009, at 24 km depth; South: M6.4 Jiashian earthquake on March 4 2010, at 22 km depth).
Figure A.8 Similar to Figure A.7 but this is based on the earthquakes after typhoon Morakot (August 6 2009 – July 31 2010) at depth of 0-15 km in the MFT catalog.

Figure A.9 Similar to Figure A.7 but this is based on the earthquakes before typhoon Morakot at depth of 0-15 km in the CWBSN catalog.
Figure A.10 Similar to Figure A.7 but this is based on the earthquakes **after** typhoon Morakot at depth of 0-15 km in the **CWBSN** catalog.

Figure A.11 Similar to Figure A.7 but this is based on the earthquakes **before** typhoon Morakot at depth of 15-30 km in the **MFT** catalog.
Figure A.12 Similar to Figure A.7 but this is based on the earthquakes after typhoon Morakot at depth of 15-30 km in the MFT catalog.

Figure A.13 Similar to Figure A.7 but this is based on the earthquakes before typhoon Morakot at depth of 15-30 km in the CWBSN catalog.
Figure A.14 Similar to Figure A.7 but this is based on the earthquakes after typhoon Morakot at depth of 15-30 km in the CWBSN catalog.
APPENDIX B. SPATIOTEMPORAL VARIATIONS OF AFTERSHOCK SEQUENCES BETWEEN 2009-2010 IN TAIWAN REVEALED BY A HIGH-RESOLUTION RELOCATED TEMPLATE MATCHING CATALOG

This appendix provides additional information on detailed spatiotemporal variations of seismicity for CHAPTER 4.
Figure B.1 MFT-reloc catalog seismicity south-north cross-sections in Taiwan as shown in Figure 4.1d. (a)-(g) are the profiles from S1-N1 to S7-N7.
Figure B.2 MFT-reloc catalog seismicity west-east cross-sections in Taiwan as shown in Figure 4.1d. (a)-(h) are the profiles from W1-E1 to W8-E8.
Figure B.3 MFT-reloc catalog seismicity west-east cross-sections in Taiwan as shown in Figure 4.1d. (a)-(h) are the profiles from W9-E9 to W16-E16.
Figure B.4 Along-depth aftershock migration of three M6+ mainshock-aftershock sequences in Taiwan in linear time scale. (a) Depth of aftershocks versus their occurrence times since the mainshock in linear scale for the HLEQ. (b) Similar to (a) but for JSEQ. (c) Similar to (a) but for MJEQ.
Figure B.5 Magnitude-time distribution of earthquakes in the top #5-#10 relatively high-aftershock-productivity mainshock-aftershock sequences in Table 4.1. (a)-(f) are the #5-#10 earthquake sequences in Table 4.1, respectively.
Figure B.6 Magnitude-time distribution of earthquakes in the top #11-#13 relatively high-aftershock-productivity mainshock-aftershock sequences in Table 4.1. (a)-(c) are the #11-#13 earthquake sequences in Table 4.1, respectively.
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