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Abstract

In this paper we undertake a systematic investigation of affine invariant object detection. Edge detection is first presented from the point of view of the affine invariant scale-space obtained by curvature based motion of the image level-sets. In this case, affine invariant edges are obtained as a weighted difference of images at different scales. We then introduce the affine gradient as the simplest possible affine invariant differential function which has the same qualitative behavior as the Euclidean gradient magnitude. These edge detectors are the basis both to extend the affine invariant scale-space to a complete affine flow for image denoising and simplification, and to define affine invariant active contours for object detection and edge integration. The active contours are obtained as a gradient flow in a conformally Euclidean space defined by the image on which the object is to be detected. That is, we show that objects can be segmented in an affine invariant manner by computing a path of minimal weighted affine distance, the weight being given by functions of the affine edge detectors. The geodesic path is computed via an algorithm which allows to simultaneously detect any number of objects independently of the initial curve topology.

1 Introduction

Despite the extensive activity in recent years on invariant shape recognition algorithms — see [21] for a representative collection of papers on the topic — the corresponding problem of invariant detection of shapes has received considerably less attention. Some work along these lines has been reported in [30, 31], where the theory of geometric invariant smoothing of planar curves (boundaries of planar shapes) was initiated; see also [1]. In particular, using the methods of [1, 31], a shape can be smoothed in an affine invariant manner before the computation of invariant descriptors such as those reported in corresponding chapters in [21]. This work was partially extended for other groups and dimensions in [10, 24, 25, 32].

The purpose of this paper is to derive simple geometric object detectors which incorporate affine invariance. Invariant edge detectors should be the first step in a fully affine invariant system of object recognition. This way, the introduction of non-intrinsic noise to the system is reduced.

Two different affine edge detectors are presented, one based on the affine invariant scale-space [1, 31, 33] and the second on a novel definition of affine invariant gradient. These affine invariant edge maps are then used to define affine invariant active contours, extending [8, 9, 16, 17]. The boundary of the scene objects are given by a geodesic or minimal weighted distance path in a Riemannian space. In contrast with previous approaches, distances in this space are affine invariants. These affine invariant edge maps are also used to extend the work in [1, 33] to obtain an affine invariant flow for image denoising and simplification.

The best of our knowledge, besides the schemes described here, the only works addressing affine invariant detection and segmentation were performed by Ballester et al. [4] and by Lindeberg [19]. In [4] the authors presented a very nice affine invariant version of the Mumford-Shah segmentation algorithm. The work of Lindeberg is related to our definition of affine gradient, as will be explained in Section 3.

2 Affine edges from affine scale-space

We begin by deriving the first affine invariant edge detector. It is based on the theory of invariant scale-spaces developed in [1, 24, 25, 30, 31, 33]. We first introduce some preliminary notation. For planar column vectors, \( X = (x_1, x_2)^T \), \( Y = (y_1, y_2)^T \) \( \in \mathbb{R}^2 \), we let \( [X, Y] := x_1y_2 - x_2y_1 \) be the area of the parallelogram spanned by \( X, Y \). We also define \( Y^\perp := (-y_2, y_1)^T \) by \( [X, Y^\perp] = (X, Y) \), where \( (X, Y) = x_1y_1 + x_2y_2 \) denotes the usual inner product.

2.1 Planar curve evolution

The theory of planar curve evolution has been considered in a variety of fields; see [18, 29, 31] for references. One of the most important of such flows is derived when a planar curve deforms in the direction of the Euclidean normal, with speed equal to the Euclidean curvature. In [33] we extended this flow to the affine case. Formally, let \( C(p, t) : S^1 \times [0, \tau) \rightarrow \mathbb{R}^2 \) be a family of smooth embedded closed curves in the plane (boundaries of planar shapes), where \( p \in S^1 \) parametrizes the curve, and \( t \in [0, \tau) \) the family. This
family of curves evolves according to \( (C(p, 0) = C_0(p)) \)

\[
\frac{\partial C(p, t)}{\partial t} = \frac{\partial^2 C(p, t)}{\partial s^2},
\]

where \( s(p) = \int_0^p \sqrt{C_2 C_3} \, dp \), is the affine arc-length \( ([C_2, C_3] \equiv 1) \), i.e., the simplest \(^1\) affine invariant parametrization [5]. We have shown that any simple and smooth convex curve evolving according to (1), converges to an ellipse [30]. Since the affine normal \( C_{ss} \) exists just for non-inflexion points, we formulated the natural extension of the flow (2) for non-convex initial curves in [31, 32]:

\[
\frac{\partial C(p, t)}{\partial t} = \begin{cases} 
0, & p \text{ an inflexion point,} \\
C_{ss}(p, t), & \text{otherwise.}
\end{cases}
\]

This flow defines a geometric, affine invariant, multiscale representation of planar shapes [31]. In this case, we proved (see also [3]) that the curve first becomes convex, as in the Euclidean case, and after that it converges into an ellipse according to [30].

### 2.2 Euclidean image processing

Algorithms for image smoothing were developed based on the Euclidean and affine heat flows and related equations. In this section, we review a scheme for image smoothing which is related to the Euclidean heat flow. See [2, 26, 29, 33] for details and references.

Let \( \Phi_0 : \mathbb{R} \times \mathbb{R} \to \mathbb{R} \) represent a gray-level image, where \( \Phi_0(x, y) \) is the gray-level value. Being \( \Phi_0 \) the initial condition, Alvarez et al. [2] proposed the flow

\[
\frac{\partial \Phi}{\partial t} = \phi(||G * \Phi||) \| \nabla \Phi \| \text{div} \left( \frac{\nabla \Phi}{\| \nabla \Phi \|} \right),
\]

where \( G \) is a smoothing kernel, and \( \phi(w) \) is a non-increasing function which tends to zero as \( w \to \infty \). Details on the function of each term can be found in [2]. The evolution

\[
\Phi_t = \| \nabla \Phi \| \text{div} \left( \frac{\nabla \Phi}{\| \nabla \Phi \|} \right) = \kappa \| \nabla \Phi \|
\]

is such that the level-sets of \( \Phi \) move according to the Euclidean heat flow \( C_t = \kappa N \) [2, 27], where \( \kappa \) is the Euclidean curvature and \( N \) the unit normal. Equation (3) represents an anisotropic diffusion, extending the ideas first proposed by Perona and Malik [28].

### 2.3 Affine smoothing and edge detection

It is well-known in the theory of curve evolution, that if the velocity \( V = \mathcal{C} \) of the evolution is a geometric function of the curve, then the geometric behavior of the curve is affected only by the normal component of this velocity, i.e., \( < V, N > \). Therefore, instead of looking at (2), we can consider an Euclidean-type formulation of it. In [30], we proved that the normal component of \( C_{ss} \) is equal to \( \kappa^{1/3} N \). Since \( \kappa = 0 \) at inflexion points, and inflexion points are affine invariant, we obtain that

\[
C_t = \kappa^{1/3} N
\]

is geometrically equivalent to the affine heat flow (2). The affine invariant property of (5) was also pointed out by Alvarez et al. [1], based on a completely different approach. They proved that this flow is unique under certain conditions (uniqueness is obtained also from the results in [24]).

The process of embedding a curve in a 3D surface, and looking at the evolution of the level-sets, is frequently used for the digital implementation of curve evolution flows [27]. It is easy to show that the level-sets evolution equation corresponding to (5) is

\[
\Phi_t = \kappa^{1/3} || \nabla \Phi || = (\Phi_x^2 \Phi_{xx} - 2 \Phi_x \Phi_y \Phi_{xy} + \Phi_y^2 \Phi_{yy})^{1/3}
\]

(6)

This equation was used in [31] for the implementation of the novel affine invariant scale-space for planar curves mentioned before and in [1, 33] for image denoising. See [26] for details on the advantages of (6) over (4).

From the results in [1, 30, 31] the general behavior of a curve (or level-set) evolving according to the Euclidean or affine heat flows are very similar. The affine based flow will perform edge preserving anisotropic diffusion as well. Based on this, we obtain our first affine invariant edge detection scheme:

**Definition 1** Let \( S_{edge}(t_0, t_1) := a \Phi(t_1) - b \Phi(t_0) \), such that \( \Phi(\cdot) \) is the solution of (6) with initial datum \( \Phi(0), a, b \in \mathbb{R}^+ \) and \( t_1 > t_0 > 0 \). \( S_{edge}(t_0, t_1) \) is denoted as the scale-space affine invariant edge detector.

Note that if \( t_0 > 0 \), noise is (efficiently and affine) removed before edges are computed. Varying \( t_0 \) and \( t_1 \) gives affine edges at different scales. An example of this flow is presented in Figure 1. The function \( S_{edge} \) can be thresholded without affecting the affine invariance.

![Figure 1: Example of S.](image)

### 3 Affine invariant gradient

Let \( \Phi : \mathbb{R}^2 \to \mathbb{R}^+ \) be a given image in the continuous domain. In order to detect edges in an affine invariant form, a possible approach is to replace the classical gradient magnitude \( || \nabla \Phi || \), which is only Euclidean invariant, by an affine invariant gradient. For doing this, we have to look if we can use basic affine invariant descriptors that can be computed from \( \Phi \) to find an expression that behaves like...
\[ \| \nabla \Phi \|. \]

Using the classification developed in [22, 23], we found that the two basic independent affine invariant descriptors are \( H := \Phi_{xy} \Phi_{yy} - \Phi_{x}^2 \) and \( J := \Phi_{xx} \Phi_{yy}^2 - 2 \Phi_{xy} \Phi_{xy} + \Phi_{x}^2 \Phi_{y}. \) We should point out that there is no (non-trivial) first order affine invariant descriptor, and that all other second order differential invariants are functions of \( H \) and \( J. \) Therefore, the simplest possible affine gradient must be expressible as a function \( \mathcal{F} = \mathcal{F}(H, J) \) of these two invariant descriptors.

If a curve \( C \) is defined as the level-set of \( \Phi, \) then the curvature of \( C \) is given by \( \kappa = \frac{\| \Phi \|^2}{\| \nabla \Phi \|^3}. \) Lindeberg [19] used \( J \) to compute edges in an affine invariant form, that is, \( \mathcal{F} = J = \kappa \| \nabla \Phi \|^3, \) which singles out edges as a combination of high gradient and high curvature of the level sets. Note that in general edges do not have to lie on a unique level-set. Here, by combining both \( H \) and \( J, \) we present a more general affine gradient approach. Since both \( H \) and \( J \) are second order derivatives of the image, the order of the affine gradient is not increased while using both invariants.

**Definition 2** The (basic) affine invariant gradient of a function \( \Phi \) is defined by \( \nabla_{\text{aff}} \Phi := \frac{\| J \|^2}{\| \Phi \|^3}. \)

Technically, since \( \nabla_{\text{aff}} \Phi \) is a scalar, it measures just the magnitude of the affine gradient, so our definition may be slightly misleading. However, an affine invariant gradient direction does not exist, since directions (angles) are not affine invariant, and so we are justified in omitting "magnitude" for simplicity. The justification for our definition is based on a (simplified) analysis of the behavior of \( \nabla_{\text{aff}} \Phi \) near edges in the image defined by \( \Phi [26]. \)

In order to avoid possible difficulties when the affine invariants \( H \) or \( J \) are zero, we replace \( \nabla_{\text{aff}} \) by a slight modification. Indeed, other combinations of \( H \) and \( J \) can provide similar behavior, and hence be used to define affine gradients. Here we present the general technique as well as a few examples.

**Definition 3** The normalized affine invariant gradient is given by \( \nabla_{\text{aff}} \Phi := \frac{\| J \|^2}{\| \Phi \|^3}. \)

The motivation comes from the form of the affine invariant stopping term analogue to \( \phi \) in (3), which is now given by \( \phi_{\text{aff}} = \frac{1}{\| \nabla_{\text{aff}} \Phi \|^3} \), avoiding all difficulties where either \( H \) or \( J \) vanishes, and hence is the proper candidate for affine invariant edge detection. The analysis of this edge detector is given in [26].

An example is given in Figure 2, after thresholding.

### 4 Affine invariant image denoising

According to (3), a stopping term \( \phi \) should be added to the directional derivative to stop diffusion across edges. Following the work in [33] (see also [1]), where the affine flow (6) is used as "directional diffusion," we can replace the function \( \phi \) in (3) by an affine invariant edge stopping function \( \phi_{\text{aff}}. \)

Assume that \( \phi_{\text{aff}} = \phi(w_{\text{aff}}) \) where, as before, \( \phi(w) \rightarrow 0 \) when \( w \rightarrow \infty. \) We let now \( w = w_{\text{aff}} \) be either one of the affine edge detectors defined above, i.e., \( S_{\text{edge}} \) or \( \nabla_{\text{aff}}(\Phi). \) This results in a completely affine invariant flow,

\[ \Phi_{t} = \phi_{\text{aff}} \kappa^{1/3} \| \nabla \Phi \|. \quad (7) \]

This flow is tested in Figure 3. Note that since this type of flow, as well as the one proposed in [1], moves an image towards piecewise constant, its results can be used to simplify (segment) an image in an affine invariant fashion.

**Figure 2:** Example of the affine invariant gradient.

**Figure 3:** Example of the affine invariant image flow for image denoising and simplification. The original image is presented on the left, noisy on the middle, and the result of the affine invariant flow on the right.

### 5 Affine invariant active contours

In this section we derive the affine invariant active contours, based on the treatments of [8, 9, 16, 17]. It is important to note that after affine edges are computed locally based on the scale-space or affine gradient detected above, affine invariant fitting can be performed (see [26, 36] for the relevant references). In this work, the affine invariant integration is done by means of active contours.

#### 5.1 Euclidean geodesic active contours

We present now the geodesic active contours derived in [8, 16, 17]. These schemes are based on previous work reported in [7, 15, 20, 35].

Let \( \mathcal{C} = \mathcal{C}(p, t) \) be as before, with \( \mathcal{C}(0, t) = \mathcal{C}(1, t), \) \( \mathcal{C}'(0, t) = \mathcal{C}'(1, t). \) Consider the length functional \( L(t) := \int_{t_0}^{t_1} \| \mathcal{C}'(s, t) \| \, ds. \) Then differentiating (i.e., taking the "first variation"), and integrating by parts, we find \( L'(t) = -\int_{t_0}^{t_1} \mathcal{C}'(s, t) \cdot (\kappa \mathcal{N}) \, ds, \) where \( \kappa \mathcal{N} \) is the Euclidean arc-length. Now, in the standard way, we can define a norm \( \| \cdot \|_{\text{aff}} \) on the (Fréchet) space of twice-differentiable closed curves in the plane. Indeed, the norm is given by the length of the curve,
The new gradient term directs the curve towards the boundary of the objects since \(-\nabla \phi\) points toward the center of the boundary. The advantages of this model over previous ones is reported in [8, 9, 16, 17]. Existence, uniqueness and stability results for the gradient active contour model (9) were studied in [8, 9, 16, 17]. See [34, 37] for related approaches.

5.2 Affine invariant active contours

Based on the geodesic active contours and affine invariant edge detectors above, it is almost straightforward to define affine invariant gradient active contours. In order to carry this program out, we will first have to define the proper norm. Since affine geometry is defined only for convex curves [5], we will initially have to restrict ourselves to the (Fréchet) space \(C_0\) of thrice-differentiable convex closed curves in the plane. As above, let \(ds\) denote the affine arc-length, and \(L_{\text{aff}} := \int ds\) is the affine length [5]. On \(C_0\), we define the affine metric \(\|C\|_{\text{aff}} := \int_0^1 \|C(p)\|_a\, dp = \int_0^L \|C(s)\|_a\, ds\), where \(\|C(p)\|_a := [C(p), C(p)]\).

Observe that \(\|C\|_a := [C_s, C_s] = 1, \|C_{ss}\|_a = [C_{ss}, C_{ss}] = \mu\), where \(\mu\) is the affine curvature, i.e., the simplest non-trivial differential affine invariant. This makes the affine norm \(\| \cdot \|_a\) consistent with the properties of the Euclidean norm on curves relative to the Euclidean arc-length \(dv\).

Assume now that \(\phi_{\text{aff}}(w_{\text{aff}})\) is an affine invariant stopping term, based on the affine invariant edge detectors as above. Therefore, \(\phi_{\text{aff}}\) behaves as the weight \(\phi\) in \(L_{\phi}\), being now affine invariant. As in the Euclidean case, we regard \(\phi_{\text{aff}}\) as an affine invariant conformal factor, and replace the affine arc length element \(ds\) by a conformal counterpart \(ds_{\phi_{\text{aff}}} = \phi_{\text{aff}}\, ds\) to obtain the first possible functional for the affine active contours

\[
L_{\phi_{\text{aff}}} := \int_0^1 \phi_{\text{aff}}(s)\, ds, \quad (10)
\]

where \(L_{\phi} = \int ds\) is now the affine length of our curve. The obvious next step is to compute the gradient flow corresponding to \(L_{\phi_{\text{aff}}}\) in order to produce the affine invariant model. Unfortunately, as we will see, this will lead to an impractically complicated geometric contour model which involves four spatial derivatives.

The snake model which we will use comes from another (special) affine invariant, namely area. Let \(C(p, t)\) be a family of curves in \(C_0\). The first variation of the area functional \(A(t)\) is given by \(A'(t) = -\int L_{C_s, C_s} \, ds\). Therefore the gradient flow which will decrease the area as quickly as possible relative to \(\| \cdot \|_{\text{aff}}\) is exactly \(C_t = C_{ss}\), which, modulo tangential terms, is equivalent to \(C_t = \kappa^{1/2}\, N\), precisely the affine invariant heat equation studied in [30]! We define now the conformal area functional to be

\[
A_{\phi_{\text{aff}}} := \int_0^1 [C, C_t]\phi_{\text{aff}}\, dp = \int_0^L \phi_{\text{aff}}(s)\, ds, \quad (11)
\]
The first variation of this will turn out to be much simpler than that of $L_{\Phi_{a_{ff}}}$ and will lead to an implementable geometric snake model.

**Lemma 1** Let $L_{\Phi_{a_{ff}}}$ and $A_{\Phi_{a_{ff}}}$ denote the conformal affine length and area functionals respectively.

1. The first variation of $L_{\Phi_{a_{ff}}}$ is given by
   \[ -\int_0^{L_{a_{ff}}} (C_t, (\nabla \Phi_{a_{ff}})^{-1}) ds + \int_0^{L_{a_{ff}}} \Phi_{a_{ff}} \mu [C_t, C_s] ds. \]  
   \hspace{2cm} (11)

2. The first variation of $A_{\Phi_{a_{ff}}}$ is given by
   \[ -\int_0^{L_{a_{ff}}} (C_t, (\Phi_{a_{ff}} C_s + \frac{1}{2} [C_t, (\nabla \Phi_{a_{ff}})^{-1}] C_s)] ds. \]  
   \hspace{2cm} (12)

The affine invariance of the resulting variational derivatives follows from a general result governing invariant variational problems having volume preserving symmetry groups [25].

We now consider the corresponding gradient flows computed with respect to $\| : L_{a_{ff}}$. First, the flow corresponding to the functional $L_{\Phi_{a_{ff}}}$ is $C_t = \{(\nabla \Phi_{a_{ff}})^{-1} + \Phi_{a_{ff}} \mu C_s\}_{t}$. As before, we ignore the tangential components, which do not affect the geometry of the evolving curve, to obtain
\[ C_t = \Phi_{a_{ff}} \mu k^{1/3} N + \{(\nabla \Phi_{a_{ff}})^{-1}, N\} N. \]  
   \hspace{2cm} (13)

The geometric interpretation of the affine gradient flow (13) minimizing $L_{\Phi_{a_{ff}}}$ is analogue to that of the corresponding Euclidean geodesic active contours [26]. Unfortunately, this flow involves $\mu$ which makes it difficult to implement for affine invariant segmentation. (Possible techniques to compute $\mu$ numerically were recently reported in [6, 11].)

The gradient flow coming from the first variation of the modified area functional on the other hand is much simpler, $C_t = \Phi_{a_{ff}} C_s + \frac{1}{2} [C_t, (\nabla \Phi_{a_{ff}})^{-1}] C_s$. Ignoring tangential terms (those involving $C_s$) this flow is equivalent to $C_t = \Phi_{a_{ff}} C_{ss} + \frac{1}{2} [C_t, (\nabla \Phi_{a_{ff}})^{-1}] C_{ss}$, which in Euclidean form gives the second possible affine snakes model.
\[ C_t = \Phi_{a_{ff}} k^{1/3} N + 1/2 (C_t, \nabla \Phi_{a_{ff}}) \kappa^{1/3} N. \]  
   \hspace{2cm} (14)

Notice that both models (13) and (14) were derived for convex curves, even though the flow (14) makes sense in the non-convex case. Formal results regarding existence of (14) can be derived following [1, 7, 8, 9, 16, 17].

Figure 4 illustrates simulations of these active contour models (the implementation is as in [8, 9, 16, 17], based on the level-sets formulation [27]).

6 Concluding remarks

The problem of affine invariant detection was addressed in this paper. Two different affine invariant edge detectors were first discussed. One is obtained from weighted difference of images at different scales obtained from the affine invariant scale-space developed in [1, 30, 31]. The second one is obtained from a function which behaves like the Euclidean gradient magnitude, having, in addition, the affine invariance property. From the classification of invariants developed in [22, 23], this function is the simplest possible with this characteristic.

We then presented two models for affine invariant active contours, extending the results presented in [8, 9, 16, 17] for the Euclidean group. We showed that objects can be obtained as gradient flows relative to modified area and affine arc-length functionals. The induced metric is a function of the affine invariant edge maps. Therefore, objects are modeled as paths of minimal weighted affine distance. The same affine maps were used to extend the image flows in [1, 33], obtaining a complete affine invariant flow for image denoising and simplification.
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