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<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E$</td>
<td>Real vector space/subspace</td>
</tr>
<tr>
<td>$| \cdot |$</td>
<td>Norm</td>
</tr>
<tr>
<td>$(E, | \cdot |)$</td>
<td>Normed (real) vector space</td>
</tr>
<tr>
<td>$| \cdot |_p$</td>
<td>$p$-norm: $|x|_p = (\sum_i</td>
</tr>
<tr>
<td>$\ell^n_p$</td>
<td>Real vector space $\mathbb{R}^n, | \cdot |_p$</td>
</tr>
<tr>
<td>$X$</td>
<td>Convex closed set</td>
</tr>
<tr>
<td>$B_{| \cdot |}(x, R)$</td>
<td>Ball of radius $R$ centered at $x$ of space $(E, | \cdot |)$</td>
</tr>
<tr>
<td>$B_{| \cdot |}$</td>
<td>Unit ball of a space $(E, | \cdot |)$</td>
</tr>
<tr>
<td>$B^n_p$</td>
<td>Unit ball of $\ell^n_p$</td>
</tr>
<tr>
<td>$x = (x_1, \ldots, x_n)$</td>
<td>$n$-dimensional vector</td>
</tr>
<tr>
<td>$x^1, \ldots, x^T$</td>
<td>Sequence of $n$-dimensional query points</td>
</tr>
<tr>
<td>$[n]$</td>
<td>Set of numbers ${1, \ldots, n}$</td>
</tr>
<tr>
<td>$T$</td>
<td>Number of iterations</td>
</tr>
<tr>
<td>$t$</td>
<td>Iterate</td>
</tr>
<tr>
<td>$x$</td>
<td>feasible vector</td>
</tr>
<tr>
<td>$f$</td>
<td>instance, or objective function</td>
</tr>
<tr>
<td>$x^*$</td>
<td>optimal solution</td>
</tr>
<tr>
<td>$f^*, \text{Opt}(f)$</td>
<td>optimal value</td>
</tr>
<tr>
<td>$\mathcal{F}_{| \cdot |}(\kappa, L)$</td>
<td>Class of $(\kappa, L)$-smooth functions w.r.t. norm $| \cdot |$</td>
</tr>
<tr>
<td>$\mathcal{F}_p(\kappa, L), \mathcal{F}^n_p(\kappa, L)$</td>
<td>Class of $(\kappa, L)$-smooth functions w.r.t. $\ell^n_p$-norm</td>
</tr>
</tbody>
</table>
\[ \mathcal{P} = (\mathcal{F}, X) \] Class of minimization problems over domain \( X \), where \( f \in \mathcal{F} \)

\( I(E) \) Indicator function of event \( E \)

\( \mathbb{H}[X] \) Entropy of random variable \( X \)

\( \mathbb{H}[X|Y] \) Conditional entropy of \( X \) given \( Y \)

\( I[X;Y] \) Mutual information between \( X \) and \( Y \)

\( I[X;Y|Z] \) Conditional mutual information between \( X \) and \( Y \) given \( Z \)

\( s^{\oplus(i)} \) String obtained by flipping the \( i \)-th bit and removing all following bits of string \( s \)

\( s \sqsubseteq t \) Relation string \( s \) is a prefix of string \( t \)

\( s \parallel t \) Relation neither string \( s \) or \( t \) is a prefix of the other

\( s|_{l} \) The prefix of \( s \) consisting of its first \( l \) bits

\( s0, s1 \) Strings obtained by appending a 0 or 1 to \( s \), respectively

\( \perp \) Empty string
This thesis is focused on the limits of performance of large-scale convex optimization algorithms. Classical theory of oracle complexity, first proposed by Nemirovski and Yudin in 1983, successfully established the worst-case behavior of methods based on local oracles (a generalization of first-order oracle for smooth functions) for nonsmooth convex minimization, both in the large-scale and low-scale regimes; and the complexity of approximately solving linear systems of equations (equivalent to convex quadratic minimization) over Euclidean balls, under a matrix-vector multiplication oracle.

Our work extends the applicability of lower bounds in two directions:

- **Worst-Case Complexity of Large-Scale Smooth Convex Optimization**: We generalize lower bounds on the complexity of first-order methods for convex optimization, considering classes of convex functions with Hölder continuous gradients. Our technique relies on the existence of a smoothing kernel, which defines a smooth approximation for any convex function via infimal convolution. As a consequence, we derive lower bounds for \( \ell_p/\ell_q \)-setups, where \( 1 \leq p, q \leq \infty \), and extend to its matrix analogue: Smooth convex minimization (with respect to the Schatten \( q \)-norm) over matrices with bounded Schatten \( p \)-norm.

  The major consequences of this result are the near-optimality of the Conditional Gradient method over box-type domains \( p = q = \infty \), and the near-optimality of Nesterov’s accelerated method over the cross-polytope \( p = q = 1 \).

- **Distributional Complexity of Nonsmooth Convex Optimization**: In this
work, we prove average-case lower bounds for the complexity of nonsmooth convex optimization. We introduce an information-theoretic method to analyze the complexity of oracle-based algorithms solving a random instance, based on the reconstruction principle.

Our technique shows that all known lower bounds for nonsmooth convex optimization can be derived by an emulation procedure from a common String-Guessing Problem, which is combinatorial in nature. The derived average-case lower bounds extend to hold with high probability, and for algorithms with bounded probability error, via Fano’s inequality.

Finally, from the proposed technique we establish the equivalence (up to constant factors) of distributional, randomized, and worst-case complexity for black-box convex optimization. In particular, there is no gain from randomization in this setup.
CHAPTER I

INTRODUCTION

First-order algorithms are the methods of choice when solving extremely large-scale convex optimization problems, the reasons being twofold. First, in the large scale case, an iteration of a first order method is typically much computationally cheaper than the iteration of (the only, as far as constrained problems are concerned) competitors – Interior Point methods. Second, under favorable circumstances, first order methods exhibit dimension-independent rate for convergence. Albeit sublinear, this dimension-independent rate makes first order algorithms well suited for large scale convex optimization, provided medium accuracy solutions are sought.

Given the practical importance of first order algorithms, understanding theoretical limits of their performance is a truly important avenue of research. A commonly adopted way to pose this question is offered by Information-Based Complexity Theory and is based on local oracle model of solution algorithms. In this model, we consider gradient information as provided by an oracle, and we want to design algorithms capable to generate approximate solution of a desired quality via a minimax optimal number of oracle calls (minimum over solution algorithms, maximum over problem instances from a given family), disregarding other computational aspects (such as the computational expenses of processing oracle’s answers). The main features of this model responsible for meaningful results are

- **locality** of the oracle, meaning that the oracle’s answer is uniquely defined by the behavior of the objective and constraints of the queried instance in an “infinitesimally small” neighborhood of the query point, and
• focusing on wide enough families of instances, in order to avoid the situation when a small number of calls to the oracle allows to identify the instance we are solving within the family\(^1\)

While both these requirements by themselves are rather restrictive\(^2\), they are well suited to investigating first order algorithms, since these algorithms by their nature are oriented at local first order oracles\(^3\); as a matter of fact, over the years Information-Based Complexity has made a significant impact on convex optimization techniques\(^4\).

In this thesis we develop novel techniques for analyzing the oracle complexity of convex optimization, with emphasis on deriving lower complexity bounds for families of problems with non-Euclidean geometry, where the smoothness of the objectives and sizes/geometries of feasible domains are quantified w.r.t. \(\| \cdot \|_p\)-norms (and their “noncommutative” matrix analogies) on the argument space, with emphasis on the cases of \(p = 1\) and \(p = \infty\) rather than on the Euclidean case of \(p = 2\). Note that the case of non-Euclidean geometry is of primary importance for state-of-the-art applications in signal processing and machine learning.

The rest of the Introduction is structured as follows: First, in Section 1.1 we detail the precise objectives of our work. Next, in Section 1.2 we outline the required basics on optimization algorithms and oracle complexity, and summarize known upper and lower bounds on complexity of convex optimization. Finally, in Section 1.3 we describe the specific contributions of this work.

---

\(^1\)Indeed, since the approach in question ignores computational cost of processing the acquired information, the number of oracle calls needed to solve an instance to arbitrary accuracy can be only smaller than the number of calls needed to identify the instance in the family.

\(^2\)in convex programming, we usually possess complete information on problem instance from the very beginning – how else could we know that the instances are convex?

\(^3\)i.e., oracles returning values and gradients of the objective at the constraints at query points.

\(^4\)As a most striking example, note that the discovery of Nesterov’s Fast Gradient algorithms was stimulated by the desire to “bridge” lower and upper oracle complexity bounds for smooth convex optimization.
1.1 Outline of Goals

I. Derive tight lower complexity bounds and identify nearly-optimal algorithms for convex optimization: The most important objective of complexity analysis is understanding limits of performance of optimization algorithms and identifying algorithms with theoretically optimal, or nearly so, performance. In this thesis we establish results of this type, some of them surprising, for several well-known algorithms in setups motivated by modern applications.

II. Gain insights for algorithm design: Whenever a lower complexity bound is far off the complexity bounds of known algorithms, one may wonder whether this is because the bound is too weak, or the existing algorithms are far from being optimal. The second possibility over the years proved to be, and still is a powerful stimulus for algorithmic design. In this thesis we identify several regimes where presumably there is room for algorithmic improvements.

III. Obtain stronger guarantees of hardness for problems: From a practical point of view, there are situations were worst-case analysis might be too conservative to give a realistic view on complexity. For example, this is the case in learning applications, where an algorithm can use a priori knowledge about problem parameters, and further update such priors with new information. In the present thesis we provide novel tools to analyze hardness in such situations, by a distributional complexity viewpoint. Our techniques lead to a better understanding of average-case analysis and the role of randomization in convex optimization.
1.2 Background

The main object of study in this thesis are convex optimization problems of the form

\[ \text{Opt}(f) = \min_{x \in X} f(x) \]  

(1)

where \( X \) is a compact convex subset of a (finite-dimensional) Euclidean space \( E \), and \( f : E \to \mathbb{R} \) is a convex function from some family, usually specified by smoothness parameters of the objectives \( f \) (Hölder exponent of \( \nabla f \) and the corresponding constant) taken with respect to some norm \( \| \cdot \| \) on \( E \). We start with introducing the families \( \mathcal{F} \) we intend to work with.

1.2.1 Normed Euclidean spaces

The design variables in our optimization problems run through a Euclidean space \( E \) equipped with some norm \( \| \cdot \| \) (not necessarily the Euclidean one); thus, the first component of our setup is a pair \( (E, \| \cdot \|) \) comprised of a Euclidean space and a norm on this space. The inner product on \( E \) will be denoted \( \langle \cdot, \cdot \rangle \), and this inner product allows to identify \( E \) and its dual space, so that the norm dual (a.k.a. conjugate) to \( \| \cdot \| \) turns out to be a norm on \( E \):

\[ \| \xi \|_* = \max_{x \in E, \| x \| \leq 1} \langle \xi, x \rangle : E \to \mathbb{R}. \]  

(2)

We will be especially interested in the standard finite-dimensional \( L_p \)-spaces \( \ell^n_p = (\mathbb{R}^n, \| \cdot \|_p), 1 \leq p \leq \infty \), where

\[
\| x \|_p = \begin{cases} 
(\sum_i |x_i|^p)^{1/p}, & 1 \leq p < \infty \\
\max_i |x_i|, & p = \infty 
\end{cases} \quad [x = [x_1; \ldots; x_n] \in \mathbb{R}^n]
\]

The spaces \( E \) we work with are finite dimensional, so that the property of the feasible set \( X \) to be convex and compact is independent of the particular choice of the norm. The same is true for the property \( \nabla f \) to be Hölder continuous with some exponent; this choice, however, affects the value of the Hölder constant of \( \nabla f \).
the norm conjugate to $\| \cdot \|_p$ is $\| \cdot \|_{p^*}$, with

$$p^* = \frac{p}{p-1}.$$ 

Another family of finite-dimensional normed spaces we will be interested in is the family of *Schatten p-spaces* $\text{Sch}^n_p = (\mathbb{R}^{n \times n}, \| \cdot \|_{\text{sch},p})$, where the *Schatten p-norm* of an $n \times n$ real matrix $x$ is $\| \sigma(x) \|_p$, $\sigma(x)$ being the vector of singular values of $x$. The norm dual to $\| \cdot \|_{\text{sch},p}$ is $\| \cdot \|_{\text{sch},p^*}$, with the same $p^*$ as above.

### 1.2.2 Families of convex functions

Let $(E, \| \cdot \|)$ be a Euclidean normed space. Given a real $L > 0$, we denote by $\text{Lip}_{E,\| \cdot \|}(L)$ the family of all *convex* Lipschitz continuous, with constant $L$ w.r.t. the norm $\| \cdot \|$, functions on $E$:

$$\text{Lip}_{E,\| \cdot \|}(L) = \{ f : E \to \mathbb{R} : |f(x) - f(y)| \leq L\|x - y\| \ \forall (x,y) \in E \ & f \text{ is convex} \}. $$

Given $L > 0$ and $\kappa \in (1, 2]$, we denote by $\mathcal{F}_{E,\| \cdot \|}(\kappa, L)$ the family of all differentiable convex functions on $E$ with Hölder continuous, with exponent $(\kappa - 1)$ and constant $L$ w.r.t. $\| \cdot \|$, gradient $\nabla f$:

$$\mathcal{F}_{E,\| \cdot \|}(\kappa, L) = \left\{ f : E \to \mathbb{R} : \| \nabla f(x) - \nabla f(y) \|_* \leq L\|x - y\|^\kappa - 1 \ \forall (x,y) \in E \ & f \text{ is convex} \right\},$$

when $(E, \| \cdot \|) = \ell^n_p$, we simplify the notation $\text{Lip}_{E,\| \cdot \|}(L)$, $\mathcal{F}_{E,\| \cdot \|}(\kappa, L)$ to $\text{Lip}^n_p(L)$, $\mathcal{F}^n_p(\kappa, L)$, and further omit superscript $n$ when the dimension of $E$ is clear from the context.

The introduced spaces of convex Lipschitz continuous functions, and of convex smooth functions – of various degrees of smoothness – are exactly the families of objectives for problems (1) we intend to consider.
1.2.3 Oracle complexity of optimization

The goal of this section is to present the notion of oracle, or information based, complexity of a class of computational problems. The general theory of oracle algorithms and their complexity is known as Information-Based Complexity Theory (IBCT). Some standard references in this area are [44], [37]. For the specific case of oracle complexity of convex optimization, the standard reference is [32]; as a matter of fact, most of the results we will review in this section were proved there, and we closely follow that presentation. More modern developments dealt with stochastic oracles, online (regret) minimization, and exploiting specific problems’ structures, without much progress in understanding of the traditional setting. In full accordance with the needs of this thesis, we define complexity-related notions in the context of optimization problems (1) we are interested in.

1.2.3.1 Classes of optimization problems, oracles, solution algorithms

Classes. (a.k.a families) of optimization problems we are about to consider are comprised of problems of the form (1) – instances – which share common feasible domain $X$, which by default will be a nonempty compact convex set in Euclidean normed space $(\mathbb{E}, \| \cdot \|)$. Since the feasible domain is common for all instances, an instance can be identified with its objective $f$, and a class of problems – with a pair $\mathcal{P} = (\mathcal{F}, X)$, where $\mathcal{F}$ is a family of objectives $f$. It is convenient to assume that all these objectives are defined on the entire $\mathbb{E}$, so that $\mathcal{F}$ is just a particular family of real-valued functions on $\mathbb{E}$; by default, all functions from $\mathcal{F}$ are convex (and thus continuous). Usually the feasible domain $X$ of instances from the class under consideration will be fixed by the context, and we shall refer to an instance with objective $f$ as to problem $f$. Note that under our default assumptions, which include compactness of $X$ and imply continuity of $f$, all instances are solvable.
Approximate solutions and their accuracy. For wide enough classes of optimization problems we are about to consider, it does not make sense to require from a solution algorithm finding an exactly optimal solution in finite time, thus we should speak about complexity of finding approximate solutions of a given quality and should therefore agree how to quantify the quality of a candidate solution. As explained in [32] (see also [31]), there are deep reasons to quantify the quality of a candidate solution by its residual in terms of the objective; specifically, given $\varepsilon > 0$, we say that a candidate solution $x \in E$ is $\varepsilon$-solution to (1), if this solution is feasible – $x \in X$ – and
\[
 f(x) - \text{Opt}(f) \leq \varepsilon.
\]
The accuracy $\varepsilon(x|f,X)$ of a candidate solution to problem (1) is defined as $+\infty$ when $x \notin X$ and as $f(x) - \text{Opt}(f)$ otherwise, i.e., as the smallest $\varepsilon$ for which $x$ is an $\varepsilon$-solution to the problem.

Solution algorithms and oracles. In IBCT, when speaking about algorithms for solving problems from a given class $(F, X)$, it is assumed that the algorithm knows the class in advance, but does not know the objective $f$ of a particular instance the algorithm is applied to; thus, in order to build a solution of a prescribed accuracy $\varepsilon$, the algorithm should “learn” $f$, specifically, by calls to an oracle $O$. An oracle is defined as a mapping
\[
 E \times F \ni (x,f) \rightarrow O_f(x) \in \mathcal{I},
\]
where $\mathcal{I}$ is some information space. When processing problem $f$, an algorithm $B$ queries the oracle at subsequent search points $x^1, x^2, \ldots$, with $x^t \in E$ depending solely on the information returned by the oracle as queried at the previous search points. Thus, $x^1$ depends solely on an algorithm $B$; $x^2$ is some function of $x^1$ and $O_f(x^1)$; $x^3$ is some function of $x^1$, $O_f(x^1)$, $x^2$, $O_f(x^2)$, etc. Thus, an algorithm $B$ is
a collection of search rules

\[ B^t : (E \times I)^{t-1} \to E, \]

and

\[ x^t = B^t(x^1, O_f(x^1), \ldots, x^{t-1}, O_f(x^{t-1})) \] (3)

When speaking about deterministic algorithms (which is by default in the sequel),
the search rules are deterministic functions of their arguments; in the IBCT framework, there are no restrictions on the computational complexity of these rules.

For complexity-oriented purposes, it suffices to restrict ourselves with \textit{T-step algorithms}, where \( T = 1, 2, \ldots \); a \( T \)-step algorithm \( B^T \) runs recurrence (3) for \( t = 1, \ldots, T \), and the last search point \( x^T \) is considered as the approximate solution generated by the algorithm \( B^T \) as applied to problem \( f \).

In some cases, we will be interested in \textit{randomized algorithms}, where the right hand sides in the search rules (3), aside of the arguments shown in (3), depend on random parameters \( s^t \) which without loss of generality can be assumed to be independent over \( t \) and uniformly distributed on \([0, 1]\), see [32]. When speaking about randomized algorithms, it makes sense to allow for a random and instance-dependent number of steps (i.e., oracle calls), rather than to think of this number as instance-independent and fixed by the description of the algorithm\footnote{A deterministic algorithm also could be allowed to generate approximate solution in course of an instance-dependent number of steps; this option, however, does not affect the worst-case risk and complexity, as defined below, which are the entities we are ultimately interested in, and we lose nothing by treating the number of steps as an instance-independent parameter of a solution algorithm.}. To this end, we augment the search rules by \textit{termination rules} which, depending on the trajectory \( x^1, O_f(x^1), \ldots, x^{t-1}, O_f(x^{t-1}) \) and on \( s^t \), determine when to terminate the search process and how to generate the resulting approximate solution. Thus, a randomized algorithm \( B \) is a collection of search and termination rules parameterized by step (iteration) number \( t \in \mathbb{N} \), with the rules corresponding to step \( t \)
being deterministic functions of \(x^1, O_f(x^1), \ldots, x^{t-1}, O_f(x^{t-1}), s^t\) taking values in \(E\) (search rules) and in \{"stop", "continue"\} \(\times E\) (termination rules); the algorithm terminates at the first step \(t\) for which the "stop"/"continue" component of the output of the termination rule is "stop", and the resulting approximate solution is the \(E\)-component of this output. For a randomized algorithm \(B\) and \(f \in F\), we denote by \(T[B, f]\) and \(x[B, f]\) the (random) number of steps and approximate solution generated by \(B\) as applied to problem \(f\).

**Local oracles.** An oracle \(O\) for a family \(F\) of functions on \(E\) is called local, if, when queried at a point \(x\) about \(f \in F\), the information returned by the oracle is fully determined by the behavior of \(f\) in an “infinitesimal neighborhood of \(x\),” meaning that whenever \(x \in E\) and \(f, g \in F\) are such that \(f \equiv g\) in some neighborhood (perhaps depending on \(f, g, x\)) of \(x\), one has

\[ O_f(x) = O_g(x). \]

The most important for us local oracle is the first order oracle which, as queried about \(f\) at a point \(x\), returns the value \(f(x)\) and the subdifferential \(\partial f(x)\) of \(f\) at \(x\) (recall that all our families are comprised of convex real-valued functions on \(E\), and thus any such \(f\) has nonempty subdifferential at every point). Along with the first order oracle, we can consider oracles which, as queried about \(f\) at \(x\), return the value \(f(x)\) and a subgradient \(f'(x) \in \partial f(x)\) of \(f\) at \(x\). When \(F\) is comprised of continuously differentiable functions, all oracles of this type coincide with the first order oracle as defined above; in contrast, when \(F\) contains nonsmooth functions, there are many first order oracles for \(F\), and not all of them are local (since the selection of the subgradient \(f'(x)\) in the subdifferential \(\partial f(x)\) could not necessarily depend solely on the local behavior of \(f\) at \(x\)).

It is worthy of mentioning that for every family \(F\) of functions on \(E\), there exists the “most powerful” local oracle, the universal one; as queried about \(f \in F\)
at \( x \in E \), the universal oracle returns the equivalence class of \( f \) with respect to the equivalence relation on \( F \) given by

\[
 f \sim g \iff \text{there exists a neighborhood } V \text{ of } x \text{ such that } f \equiv g \text{ on } V.
\]

Clearly, the universal oracle for \( F \) can emulate any local oracle, meaning that the answers of a given local oracle \( O \) as queried about \( f \in F \) at \( x \in E \) can be obtained by deterministic transformation (possibly depending on \( x \)) from the answer of the universal oracle, as queried about \( f \) at \( x \).

### 1.2.3.2 Risk and complexity

Given a problem class \( P = (F, X) \) and an oracle \( O \) for \( F \), IBCT defines the minimax \( T \)-risk of the class w.r.t. the oracle as the function

\[
\text{Risk}(T) = \inf_{B^T} \sup_{f \in F} \varepsilon(x^T[B^T, f]) : N \to \mathbb{R}^+,
\]

where the infimum is taken over all \( T \)-step algorithms utilizing oracle \( O \). Thus, \( \text{Risk}(T) = \varepsilon \) means that, first, whenever \( \varepsilon' > \varepsilon \), there exists a \( T \)-step algorithm, utilizing oracle \( O \), which, as applied to every problem instance from the class \( P \), in \( T \) steps generates an \( \varepsilon' \)-solution to the instance; and that, second, for every \( \varepsilon' < \varepsilon \) and every \( T \)-step algorithm \( B^T \) utilizing oracle \( O \), there exists a “hard” instance \( f \in F \), meaning that for the approximate solution \( x^T = x^T[B^T, f] \) generated by \( B^T \) as applied to the instance we have \( \varepsilon(x^T) > \varepsilon' \).

The inverse of the risk is called the complexity (full name: “\( \varepsilon \)-complexity of problem class \( P \) w.r.t. oracle \( O \)”). This is the function \( \text{Compl}(\varepsilon) \) defined as

\[
\text{Compl}(\varepsilon) = \min \left\{ T : \begin{array}{l}
\text{there exists } T \text{-step algorithm } B^T \text{ utilizing oracle } O \\
\text{and such that } \varepsilon(x^T[B^T, f]) \leq \varepsilon \text{ for all } f \in F
\end{array} \right\}.
\]

Thus, the claim that the complexity, as evaluated at some \( \varepsilon \), of a class \( P \) w.r.t. an oracle \( O \) is equal to some \( T \) means that there exists a \( T \)-step method, utilizing oracle
Oracle, capable to solve every instance from the class within accuracy $\varepsilon$, and there is no ($T - 1$)-step method with the same property.

1.2.3.3 Oracle complexity: extensions

In this thesis we will be interested in broader notions of complexity than the just defined worst-case one. We have already introduced the notion of a randomized algorithm, and our first task is to define complexity in this framework; what we intend to do is to use the minimax value (min over algorithms, max over problem instances) of the expected number of steps before an approximate solution of a required quality is achieved. Specifically, given problem class $\mathcal{P} = (\mathcal{F}, X)$, oracle $\mathcal{O}$, and $\varepsilon > 0$, we define the randomized $\varepsilon$-complexity $\text{Compl}_\mathcal{R}(\varepsilon)$ of $\mathcal{P}$ w.r.t. $\mathcal{O}$ as follows. We define $\mathcal{B}[\varepsilon]$ as the family of all randomized algorithms $\mathcal{B}$, utilizing oracle $\mathcal{O}$, for which the approximate solution $x[\mathcal{B}, f]$ is, for every $f \in \mathcal{F}$, and $\varepsilon$-solution to problem $f$:

$$\varepsilon(x[\mathcal{B}, f], f) \leq \varepsilon \quad \forall f \in \mathcal{F}$$

The randomized complexity is then defined as

$$\text{Compl}_\mathcal{R}(\varepsilon) = \inf_{\mathcal{B} \in \mathcal{B}[\varepsilon]} \sup_{f \in \mathcal{F}} \mathbb{E}\{T(\mathcal{B}, f)\},$$

(4)

where $T(\mathcal{B}, f)$ is the (random) number of steps of $\mathcal{B}$, as applied to problem $f$, before termination, and the expectation is taken over the realizations of $\mathcal{B}$ as applied to $f$.

Another important measure we will study is the distributional complexity (full name: “$\varepsilon$-distributional complexity of problem class $\mathcal{P}$ w.r.t. oracle $\mathcal{O}$”) defined as follows:

$$\text{Compl}_\mathcal{D}(\varepsilon) = \sup_{\mathcal{P} \in \mathcal{P}} \inf_{\mathcal{B} \in \mathcal{B}[\varepsilon]} \int_{\mathcal{F}} \mathbb{E}\{T(\mathcal{B}, f)\} \mathbb{P}(df),$$

(5)

where $\mathcal{P}$ is the family of all probability distributions $\mathbb{P}$ on $\mathcal{F}$, and $\mathcal{B}[\varepsilon]$, same as
above, is the family of randomized algorithms guaranteed to terminate with ε-solutions, for arbitrary instance from the class \( \mathcal{B} \). The notion of distributional complexity corresponds to the case where we believe that “in reality” the problems from the class \( \mathcal{P} \) (i.e., the objectives \( f \) from \( \mathcal{F} \)) are generated at random according to some probability distribution \( \mathcal{P} \), and we can adjust a solution algorithm to this distribution; the outer supremum reflects the fact that we want to end up with a characteristic of \( \mathcal{P} \) (and \( \mathcal{O} \)), and not with something depending on the distribution of instances.

We will also consider the high-probability oracle complexity of \( \mathcal{P} \) w.r.t. \( \mathcal{O} \) defined as

\[
\text{Compl}_{\mathcal{H}\mathcal{P}}^{\beta}(\epsilon) = \sup_{\mathcal{P} \in \mathcal{P}} \inf_{\mathcal{B} \in \mathcal{B}[\epsilon]} \inf \{ \tau : \mathcal{P}\{f : T[B,f] \leq \tau \} \geq 1 - \beta \}
\]

with the same as above \( \mathcal{P} \) and \( \mathcal{B}[\epsilon] \), and \( \beta \in (0, 1) \) is “reliability parameter;” this is what we get from the distributional complexity when passing from quantifying the “typical,” w.r.t. a distribution \( \mathcal{P} \) on instances, running time \( T[B,f] \) of an algorithm \( B \) by the upper \((1 - \beta)\)-quantile of this time rather than by its expected value.

For \( \mathcal{P} \) and \( \mathcal{O} \) fixed, we clearly have

\[
\text{Compl}_{\mathcal{D}}(\cdot) \leq \text{Compl}_{\mathcal{R}}(\cdot) \leq \text{Compl}(\cdot),
\]

implying that a lower bound on a weaker notion of complexity in this chain automatically lower-bounds a stronger notion of complexity.

### 1.2.3.4 Oracle complexity: motivation and impact

Information-Based Complexity Theory is a well established area of theoretical research with rich body of diverse and highly nontrivial results answering challenging and natural theoretical questions. As far as optimization is concerned, the oracle model for algorithms has a wide scope capturing all known “broad scope” methods of Nonlinear Optimization. In particular, this model is well suited for first
order optimization methods which are in the focus of this thesis. This being said, when defining oracle complexity, one ignores the computational effort needed to process the oracle answers and run the optimization process. As a result, the oracle complexity \( \text{Compl}(\cdot) \) is a lower bound, potentially highly biased, on the true computational effort of solving problems from a given class within a given accuracy. It should be stressed that, as a matter of fact, this is the only known source of nontrivial lower complexity bounds in Nonlinear Optimization – when passing to more adequate complexity models, like counting the total number of real arithmetic operations needed to solve problems from a given class within desired accuracy, no nontrivial lower complexity bounds are known, and this is so even for problems as simple as minimizing quadratic forms, not speaking about Linear and Semidefinite Optimization. On the other hand, lower complexity bounds, even as biased as those of oracle complexity, are extremely valuable in algorithmic design. Indeed, when the lower bound on oracle complexity matches an upper complexity bound associated with a particular algorithm (this indeed is the case for many problem classes), this is a strong argument in favor of the search strategy utilized in the algorithm; whenever this is case, one can safely focus on implementation, with the goal to reduce the computational effort per iteration. On the other hand, significant gap between the best known lower bounds on oracle complexity of a particular class and complexity of existing solution algorithms suggests that the search strategies in question are far from being optimal and they should be improved – this is exactly what happened with the discovery of Fast Gradient Methods \([34]\) (Nesterov, 1983) which now form the backbone of large-scale smooth and composite convex minimization and form the main component in the optimization toolbox for signal processing. This discovery was stimulated by the gap between the best known risk lower bound \( O(1/T^2) \)\(^7\) in smooth large-scale convex optimization and the \( O(1/T) \)

\(^7\)From now on, every use of \( O(1) \) denotes a positive absolute constant.
rate of convergence of the best algorithms known at the time; this gap suggested
severe non-optimality of traditional methods and stimulated systematic research
on their improvement culminating in Nesterov’s discovery of $O(1/T^2)$-converging
algorithms.

We believe that this discussion motivates sufficiently well our research agenda,
that is, investigating worst case oriented oracle complexity of large-scale smooth
convex optimization problems and with non-Euclidean geometry and distribu-
tional complexity of nonsmooth convex optimization.

1.2.4 Oracle complexity of convex optimization: overview of known results

This thesis is focused on deriving novel lower bounds on oracle complexity of
convex optimization; to put our results in proper perspective allowing to judge on
novelty and tightness of our results, we summarize here the results on the oracle
complexity of convex optimization known from the literature. As a matter of fact,
all these results deal with worst case oriented complexity, and this is what we
call “complexity” in this section. In accordance with the subject of this thesis, we
restrict our summary to the results on complexity of problem classes associated
with broad families of convex objectives described in Section 1.2.2 specifically, the
families $\text{Lip}_{E,\|\cdot\|}(L)$ of convex Lipschitz continuous, and the families $\mathcal{F}_{E,\|\cdot\|}(\kappa, L)$ of
smooth convex objectives on Euclidean normed space $(E, \|\cdot\|)$; we refer to these
two cases as to nonsmooth and smooth ones, respectively.

It turns out that the risk of our classes of convex minimization problems ex-
hibit different behavior depending on whether the number of steps $T$ is large as
compared to the dimension $n$ of the space of variables, namely, $T \geq O(1)n \ln(n)$
(“Low-scale regime”) or it is not the case (“Large-scale regime” $T \leq O(1)n \ln(n)$).

1.2.4.1 Low-Scale Regime

In the low-scale regime, the basic complexity results can be summarized as follows:
Theorem 1.2.1. Let \((E, \| \cdot \|)\) be a normed Euclidean space, \(n\) be the dimension of \(E\), and \(X\) be a convex compact subset of \(E\). Given \(L > 0\), let \(\mathcal{P}\) be the class of all convex problems \((9)\) with Lipschitz continuous, with constant \(L\) w.r.t. \(\| \cdot \|\), objectives \(f : E \rightarrow \mathbb{R}\), and let \(R = R_{\| \cdot \|}(X)\) be the \(\| \cdot \|\)-diameter of \(X\):

\[
R_{\| \cdot \|}(X) = \max_{x, y \in X} \| x - y \|.
\]

Then

(i) The complexity of \(\mathcal{P}\) w.r.t. every first order oracle can be upper bounded as

\[
0 < \varepsilon \Rightarrow \text{Compl}(\varepsilon) \leq O(1)n \ln \left( \frac{LR + 2\varepsilon}{\varepsilon} \right). \tag{6}
\]

(ii) When \(X\) contains \(\| \cdot \|\)-ball of radius \(r > 0\), the complexity of \(\mathcal{P}\) w.r.t. every local oracle can be lower bounded as

\[
0 < \varepsilon \leq \tilde{\varepsilon} \Rightarrow \text{Compl}(\varepsilon) \geq O(1)n \ln \left( \frac{Lr}{\varepsilon} \right), \tag{7}
\]

with properly selected \(\tilde{\varepsilon} \geq O(1)n^{-1}\) depending on \(X\) and \(\| \cdot \|\).

Several comments are in order:

(i) The upper bound (6) is yielded by the Center of Gravity method \([25], [36]\); this method, however, of purely academic interest, since its implementation requires computing centers of gravity of general type convex sets (say, general polytopes, if \(X\) is a polytope), which is a computationally intractable task, at least as far as deterministic computations are concerned. The first implementable method with polynomial in \(n\) and \(\ln(1/\varepsilon)\) upper complexity bound \(O(1)n^2 \ln \left( \frac{LR + 2\varepsilon}{\varepsilon} \right)\) was the Ellipsoid algorithm (Nemirovski & Yudin, 1976 \([32]\); Shor, 1977 \([41]\)). An algorithm with complexity bound (6) and polynomial (provided \(X\) is a polytope) arithmetic complexity of iteration – the Inscribed Ellipsoid Method – was proposed in \([23]\).
(ii) In terms of risk rather than complexity, (6) reads
\[
\text{Risk}(t) \leq O(1)LR \exp\{-O(1)t/n\}, \quad t = 1, 2, \ldots \tag{8}
\]
thus exhibiting linear convergence with the non-asymptotic convergence ratio \( \exp\{-O(1)/n\} \).

(iii) When the relative accuracy \( \omega := \varepsilon / (LR) \) is small, upper and lower complexity bounds in Theorem 1.2.1 are within absolute constant factor of each other. What small means, it depends on how “close” to a \( \| \cdot \| \)-ball is \( X \). For example, when \( R/r = O(1) \), then \( \omega \leq O(1)/n \) is small. When \( X \) is a \( \| \cdot \| \)-ball, the range of values of \( \omega \) where the bounds are within an absolute constant of each other depends on the geometry of the norm \( \| \cdot \| \); say, when \( \| \cdot \| = \| \cdot \|_p \), this range is \( \omega \leq O(1)n^{-1/p} \).

(iv) Passing from nonsmooth to smooth case does not affect the asymptotic, \( \omega \to +0 \), behavior \( O(n \ln(1/\omega)) \) of complexity, it affects only the range of the values of the accuracy where this behavior indeed takes place.

1.2.4.2 Large-Scale Regime

We have seen that with a first order oracle available, the complexity of convex minimization, in smooth and nonsmooth cases alike, can be upper-bounded by \( O(1)n \ln(A/\varepsilon) \), where the scale factor \( A \) is readily given by the description of the problem class, and that the asymptotic, \( \varepsilon \to +0 \), of the complexity is \( O(1)n \ln(1/\varepsilon) \). The good news here is that unless \( A \) is astronomically large (which normally is not the case), we can generate high accuracy solutions in a “polynomial time” fashion, with \( O(\dim E) \) calls to the first order oracle per accuracy digit, and this is the best we can act, as far as broad problem classes in question are concerned. A clear downside of this fact is that according to the upper bound, the cost of an accuracy digit, whether the first or the thousandth, is \( O(n) \) oracle calls; were it indeed the true complexity,
our practical possibilities to solve in reasonable time large-scale problems from the
classes under consideration would be nonexisting. Fortunately, it turns out that
convex problems with favorable geometry can be solved within moderate accuracy
with dimension-independent, or nearly so, complexity. Moreover, in contrast to what
happens when \( \varepsilon \to 0 \), the complexity of finding medium-accuracy solutions is the
smaller the better are smoothness properties of the objective. The summary of the
related complexity results is as follows.

**Preliminaries: smooth Euclidean normed spaces.** Let \((E, \| \cdot \|)\) be a Euclidean
normed space, and let \( \chi \geq 1 \) and \( r \in (1, 2] \). Following [22, section 2.3.1], we say
that \((E, \| \cdot \|)\) is \((\chi, r)\)-smooth, if there exists a convex continuously differentiable
function \( W(\cdot) : E \to \mathbb{R} \) such that \( W(0) = 0 \), \( W(\xi) \geq r^{-1}\|\xi\|_r^r \) for all \( \xi \), and
\[
\forall (\xi, \eta \in E) : W(\xi + \eta) \leq W(\xi) + \langle \nabla W(\xi), \eta \rangle + \chi r^{-1}\|\eta\|_r^r.
\]
For example, it is well known that \( \ell_p \)-spaces \( \ell^n_p \) is \((\chi, r)\)-smooth with the param-
ters \( \chi, r \) and functions \( W \) as follows:

1. For \( 1 \leq p \leq 2 \):
   \[
   r = 2, \quad \chi = \min \left[ \frac{1}{p-1}, 2e \ln(n) \right], \quad W(\xi) = \frac{1}{2}\|\xi\|_s^2
   \]
   \[
   s = \min \left[ \frac{p}{p-1}, \ln(n) + 1 \right]; \quad (9)
   \]
2. For \( 2 \leq p \leq \infty \):
   \[
   r = \max \left[ \frac{p}{p-1}, \frac{\ln(n) + 1}{\ln(n)} \right], \quad \chi = 2e, \quad W(\xi) = \frac{e}{r}\|\xi\|_r^r.
   \]
From the results of [20] it follows that the Schatten \( p \)-space \( \text{Sch}_p^n \) in the range \( 1 \leq p \leq 2 \) is \((\chi, 2)\) smooth with the value of \( \chi \) coinciding, within an absolute constant
factor, with the one indicated in \((9a)\).

**Situation.** Let us fix a normed Euclidean space \((E, \| \cdot \|)\) along with a convex
compact and nonempty subset \( X \) in \( E \) and smoothness parameters \( \kappa \in (1, 2], L > 0 \),
and consider the class \( \mathcal{P} = (\mathcal{F}, X) \) of problems \((1)\) associated with \( X \) and the family
of objectives \( \mathcal{F} = \mathcal{F}_{E, \| \cdot \|}(\kappa, L) \), see Section 1.2.2. We equip the family \( \mathcal{F} \) with the
first order oracle which, queried about \( f \in \mathcal{F} \) at a point \( x \in X \), returns \( f(x) \) and \( \nabla f(x) \).

**Upper complexity bounds.** It is known that the complexity of \( \mathcal{P} \) can be *upper-bounded* in terms of smoothness parameters of \( (\mathbb{E}, \| \cdot \|) \), \( \| \cdot \|\)-diameter of \( X \) and smoothness parameters \( \kappa, L \) of the objectives we are minimizing. It is convenient to express the bounds in terms of risk rather than complexity. The best known so far upper risk bounds for large-scale smooth convex optimization are given by the following result.

**Theorem 1.2.2.** [22, Section 2.3] Let \( (\mathbb{E}, \| \cdot \|) \) be \( (\chi, r)\)-smooth, let \( \kappa \in (1, 2] \), \( L > 0 \), \( R > 0 \), and let \( X \subset \mathbb{E} \) be a convex compact set of \( \| \cdot \|\)-diameter not exceeding \( R \). Then for the problem class \( \mathcal{P} \) we have specified it holds for all \( T \geq 1 \)

\[
\text{Risk}(T) \leq O(1)[r_* \chi]^\kappa/r \frac{LR^\kappa}{T^{\kappa(1+1/r_*)}-1}.
\] (10)

The right hand side in (10) is the efficiency estimate of a (slightly modified) Nesterov’s Fast Gradient method; the modification in question and the derivation of its efficiency estimate can be found in [22, Section 2.3].

Theorem 1.2.2 combines with the above information on the smoothness parameters of \( \ell_p \)- and Schatten \( p \)-spaces to yield the following

**Corollary 1.2.3.** Let \( p \in [1, \infty] \), and consider the space \( (\mathbb{E}, \| \cdot \|) = \ell_p^n \). Let \( \kappa \in (1, 2] \), \( L > 0 \), \( R > 0 \), and let \( X \subset \mathbb{E} \) be a convex compact set of \( \| \cdot \|_p\)-diameter not exceeding \( R \). Then for the class \( \mathcal{P} \) of problems of minimizing over \( X \) smooth convex functions from the

---

*efficiency estimate of a \( T \)-step method \( \mathcal{B}_T \) is an upper bound on the worst-case, over the problems \( f \) from the family in question, inaccuracy \( \epsilon(x^T[\mathcal{B}_T, f], f) \) of approximate solutions generated by the method.*
family $\mathcal{F}_{\|\cdot\|_p}(\kappa, L)$ equipped with the first order oracle it holds for all $T \geq 1$:

(a) in the range $1 \leq p \leq 2$: $\text{Risk}(T) \leq O(1) \left( \min \left[ \frac{1}{p-1}, \ln(n) \right] \right)^{\kappa/2} \frac{LR^\kappa}{T^{2\kappa-1}}$;

(b) in the range $2 \leq p \leq \infty$: $\text{Risk}(T) \leq O(1) \left( \min\left[ p, \ln(n) \right] \right)^{\kappa} \frac{LR^\kappa}{C(p) T^{\kappa(1+\frac{1}{\min[p, \ln(n)]})^{-1}}}.$

(11)

In the range $1 \leq p \leq 2$ of values of $p$, the same upper bound holds true when $(\mathbf{E}, \| \cdot \|)$ is Schatten $p$-space rather than $\ell^n_p$.

As far as the normed spaces of primary interest in this thesis – the spaces $\ell^n_p$ – are concerned, the above results say the following (we use notation from Corollary 1.2.3):

(i) Bound (11) holds true for all $T = 1, 2, \ldots$ and thus holds true in both low- and large-scale regime. However, in the low-scale regime $T \geq O(1)n \ln(n)$ this bound is progressively, as $T$ grows, outperformed by bound (8) and as such is of no interest.

(ii) As far as the dependence of the bound (11) on $L$ and $R$ is concerned, it is proportional to $LR^\kappa$, as it should be by homogeneity and scaling reasons. With this in mind, in the rest of this discussion we consider the normalized situation where $L = R = 1$.

(iii) When $p$ is bounded away from 1 and from $\infty$, the risk of the family $\mathcal{P}$ admits uniform in the dimension $n$ upper bound. Moreover, the factor $C(p)$ in (11) is “nearly uniformly bounded” in the entire range $[1, \infty]$ of values of $p$ – we always have $C_p \leq \ln^2(n)$.

\footnote{We always can scale the variables and the objective to enforce $L = R = 1$, preserving the value of $\kappa$, and accuracy $\epsilon$ in terms of the objective in the scaled problem, in full accordance with (11), corresponds to accuracy $\epsilon LR^\kappa$ in the original problem.}
the right hand side in (11) decreases as $T$ grows. As a function of $T$, the bound is (proportional to) $T^{-\mu}$ with

$$
\mu = \begin{cases} 
\frac{3}{2} \kappa - 1, & 1 \leq p \leq 2 \\
\kappa - 1 + \frac{\kappa}{\min[p, \ln(n)]}, & 2 \leq p \leq \infty
\end{cases}
$$

(12)

(iv) From (12) we see that in the range of $1 \leq p \leq 2$, the bound (11) decreases, as $T \to \infty$, at the rate $T^{-\left(\frac{3}{2}\kappa - 1\right)}$ depending solely on the smoothness modulus $\kappa$ of the objective and completely independent of $p$; when $\kappa$ varies from 1 (nonsmooth case) to 2 (fully smooth case), the rate improves from $O(T^{-1/2})$ to $O(T^{-2})$. In contrast to this, in the range $2 \leq p \leq \infty$ the rate of convergence is heavily affected by $p$ – as $p$ grows from 2 to $\infty$, $\mu$ decreases from $\frac{3}{2}\kappa - 1$ to $\kappa - 1 + \Delta$, $\Delta = \kappa / \ln(n)$ (in fact, the worst – the smallest – value of $\mu$ is achieved already at $p = \ln(n)$). Note that in fact in the complexity context $\mu = \kappa - 1 + \Delta$ is basically as bad as $\mu = \kappa - 1$; indeed, when $T$ does not exceed a polynomial in $n$, say, $n^2$, $T^{-[\kappa - 1 + \kappa / \ln(n)]}$ and $T^{-[\kappa - 1]}$ coincide within an absolute constant factor, and absolute constant factors traditionally “go beyond the resolution” of Information-Based complexity bounds. The case of $\ln(T) \gg \ln(n)$, where the component $\kappa / \ln(n)$ in $\mu$ indeed is important, is by itself of no interest – this is what was called “low-scale” regime, and it was already explained that in this regime there exist methods with much better efficiency estimates $O(\exp\{-O(1)T/n\})$.

(v) The bound (12) admits passing to limit as $\kappa \to +1$, which suggests (and this suggestion indeed is true) that the algorithm underlying the bound is capable to solve convex problems with Lipschitz continuous objectives; the efficiency estimate of the resulting algorithm as applied to convex objective $f$ with Lipschitz constant, taken w.r.t. $\|\cdot\|, L/2$ is obtained from the bound (12) by setting $\kappa = 1$. 
An alternative way to get the same upper complexity bounds for nonsmooth convex optimization (i.e., the counterpart of \( P \) where the family of objectives is \( \text{Lip}_{E,\|\cdot\|}(L) \)) under a first order oracle reporting the value and a subgradient of the objective at the query point is to use the Mirror Descent algorithm \([32]\). For the sake of convenience, we provide these bounds:

\[
\begin{align*}
(a) \quad \text{in the range } 1 \leq p \leq 2: \quad \text{Risk}(T) &\leq O(1) \sqrt{\min\left[\frac{1}{p-1}, \ln(n)\right]} \frac{LR}{\sqrt{T}}; \\
(b) \quad \text{in the range } 2 \leq p \leq \infty: \quad \text{Risk}(T) &\leq O(1) \min[p, \ln(n)] \frac{LR}{T^{1/p}}
\end{align*}
\]

(13)

(one can replace \( T^{1/p} \) with \( T^{1/\min[p, \ln(n)]} \), but in the large-scale regime it does not make any difference).

(vi) The validity of upper bound (11) for Schatten \( p \)-spaces with \( p > 2 \) is not known. However, in the particular case \( p = \infty \) (and in fact \( p \geq \ln n \) suffices) there is an alternative method – Conditional Gradient – that achieves an upper complexity bound

\[
\text{Risk}(T) \leq O(1) \frac{LR^k}{T^{k-1}},
\]

which, up to logarithmic in the dimension terms, coincides with (11) for \( p \geq \ln n \). This algorithm applies for both \( \ell^n_p \) and \( \text{Sch}^n_p \), and –to the best of our knowledge – it is not known to be optimal in the local oracle model.

Lower complexity bounds, nonsmooth case. It is known \([32]\) that in the case of \( (E, \|\cdot\|) = \ell^n_p, \|\cdot\|_p \)-ball of radius \( R/2 \) in the role of \( X \) and \( \text{Lip}^n_p(L) \) in the role of \( F \), the risk of the problem class \( P = (F, X) \) equipped with the universal local oracle in the range \( 1 \leq T \leq n/4 \) (which is slightly smaller than the large-scale range) can be lower-bounded as follows:

\[
\begin{align*}
(a) \quad \text{in the range } 1 \leq p \leq 2: \quad \text{Risk}(T) &\geq O(1) \frac{LR}{\sqrt{T}}; \\
(b) \quad \text{in the range } 2 \leq p \leq \infty: \quad \text{Risk}(T) &\geq O(1) \frac{LR}{T^{1/p}}
\end{align*}
\]

(14)
Note that these lower risk bounds fit the upper bounds (13) within a factor which is
– just a constant when \( p \) is bounded away from 1 and from \( \infty \) (the constant depends solely on the endpoints of such a range, and
– does not exceed \( O(1) \ln(n) \) in the entire range \([1, \infty]\) of values of \( p \).

**Lower complexity bounds, smooth case.** To the best of our knowledge, the only known lower complexity bounds for large-scale smooth convex minimization deal with the case of problems with Euclidean geometry and Lipschitz continuous gradient of the objective. The corresponding result is as follows:

**Theorem 1.2.4.** [32, 28, 29] Let \((E, \| \cdot \|) = \ell^2_n, L > 0, R > 0,\) and let \( X \) be \( \| \cdot \|_2 \)-ball of diameter \( R \) in \( E = \mathbb{R}^n \). Consider the family \( \mathcal{F}_{2,L} \) of all convex quadratic forms
\[
  f(x) = \frac{1}{2} x^T A x - b^T x + c : \mathbb{R}^n \rightarrow \mathbb{R}
\]
with positive semidefinite matrices \( A \) of spectral norm not exceeding \( L \) (i.e., convex quadratic forms from \( \mathcal{F}_{\ell^2_n}(2, L) \)), and let \( \mathcal{P} \) be the family of convex minimization problems
\[
  \min_{x \in X} f(x)
\]
with objectives \( f \in \mathcal{F}_{2,L} \). Then in the range \( 1 \leq T \leq n/4 \) the risk, taken w.r.t. the first order oracle, of the family \( \mathcal{P} \) can be lower-bounded by \( O(1) \frac{LR^2}{T^2} \).

As a result, in the case of \( p = 2, \kappa = 2 \) and in the large-scale regime \( n \geq 4T \), the risk, taken w.r.t. the first order oracle, of the family \( \mathcal{P} \) can be lower-bounded as
\[
  \text{Risk}(T) \geq O(1) \frac{LR^2}{T^2}.
\]  
(15)

Note that the lower risk bound (15) is within absolute constant factor of the upper bound (11) corresponding to the case of \((E, \| \cdot \|) = \ell^2_n, p = 2, \kappa = 2\) and Euclidean ball of diameter \( R \) in the role of \( X \); thus, in this case and in the large-scale regime \( n \geq 4T \) both upper and lower risk bounds are tight. As it was already explained, large-scale regime is important here.

One of the main goals of this thesis is to build lower risk bounds for smooth convex minimization which fit the upper bounds (11) in the entire range of situations.
covered by Corollary [1.2.3] provided that \( X \) is “as massive” as it is allowed by the Corollary (specifically, \( X \) contains a \( \| \cdot \|_p \)-ball of diameter \( R \)).

### 1.2.5 Information theory

We introduce some basics of Information Theory that will be needed in Chapter 3. For a thorough presentation on the subject we refer to [6]. From now on, \( \log(.\) denotes the binary logarithm and capital letters will typically represent random variables or events. We can describe an event \( E \) as a random variable by the indicator function \( I(E) \), which takes value 1 if \( E \) happens, and 0 otherwise.

The entropy of a discrete random variable \( A \) is

\[
\mathbb{H}[A] := - \sum_{a \in \text{range}(A)} \mathbb{P}[A = a] \log \mathbb{P}[A = a].
\]

This definition extends naturally to conditional entropy \( \mathbb{H}[A | B] \) by using the corresponding conditional distribution and taking expectation, i.e.,

\[
\mathbb{H}[A | B] = \sum_{b} \mathbb{P}[B = b] \mathbb{H}[A | B = b].
\]

**Fact 1.2.5** (Properties of entropy).

**Bounds** \( 0 \leq \mathbb{H}[A] \leq \log |\text{range}(A)| \)

\( \mathbb{H}[A] = \log |\text{range}(A)| \) if and only if \( A \) is uniformly distributed.

**Monotonicity** \( \mathbb{H}[A] \geq \mathbb{H}[A | B]; \)

The notion of mutual information defined as \( I[A; B] := \mathbb{H}[A] - \mathbb{H}[A | B] \) of two random variables \( A \) and \( B \) captures how much information about a ‘hidden’ \( A \) is leaked by observing \( B \). Sometimes \( A \) and \( B \) are a collection of variables, then a

\[10\text{“massiveness” is indeed important – Corollary [1.2.3] allows for } X \text{ to be “long and narrow,” say, to be just a segment of } \| \cdot \|_p \text{-diameter } R; \text{ clearly, in this case the true risk of } \mathcal{P} \text{ (which now is in fact a family of univariate convex minimization problems) is incomparably smaller than the bound (11).} \]
comma is used to separate the components of \(A\) or \(B\), and a semicolon to separate \(A\) and \(B\) themselves: e.g., \(\mathbb{I} [A_1, A_2; B] = \mathbb{I} [(A_1, A_2); B]\). Mutual information is a symmetric quantity and naturally extends to conditional mutual information \(\mathbb{I} [A; B \mid C]\) as in the case of entropy. Clearly, \(\mathbb{H} [A] = \mathbb{I} [A; A]\).

**Fact 1.2.6** (Properties of mutual information).

**Bounds** If \(A\) is a discrete variable, then \(0 \leq \mathbb{I} [A; B] \leq \mathbb{H} [A]\)

**Chain rule** \(\mathbb{I} [A_1, A_2; B] = \mathbb{I} [A_1; B] + \mathbb{I} [A_2; B \mid A_1]\).

**Symmetry** \(\mathbb{I} [A; B] = \mathbb{I} [B; A]\).

**Independent variables** The variables \(A\) and \(B\) are independent if and only if \(\mathbb{I} [A; B] = 0\).

A simple but very powerful result in information theory is Fano’s inequality, which allows us to lower bound the probability of guessing the value of a random variable \(X\) from information of a correlated random variable \(Y\).

**Theorem 1.2.7** (Fano’s Inequality, [6]). Let \(X\) be a random variable taking values on a finite set \(\mathcal{X}\). For any estimator \(\hat{X}\) such that \(X \to Y \to \hat{X}\) is a Markov chain (i.e., \(X\) and \(\hat{X}\) are conditionally independent given \(Y\)), if we define \(P_e = \mathbb{P} [X \neq \hat{X}]\), we have

\[
\mathbb{H} [P_e] + P_e \log |\mathcal{X}| \geq \mathbb{H} [X \mid \hat{X}] \geq \mathbb{H} [X \mid Y].
\]

This inequality can be weakened to

\[
P_e \log |\mathcal{X}| \geq \frac{\mathbb{H} [X \mid Y] - 1}{\log |\mathcal{X}|}.
\]

**1.3 Outline of Results**

In this Section we present the major contributions of this thesis, together with the key ideas that allow us to derive these results.
1.3.1 Chapter II: Worst-Case Oracle Complexity of Large-Scale Smooth Convex Optimization

We study the problem of minimization of smooth convex functions. We generalize the analysis of the nonsmooth case by a local smoothing of hard instances; when such a local smoothing is possible, we derive a general lower bound on the complexity. In cases where local smoothing is not directly applicable, we provide alternative proofs based on convex geometry, specifically on random projections of the feasible domain.

First, we introduce the notion of a smoothing kernel, which is a smooth convex function \( \phi \) with “nice” properties (see A, B, C in Section 2.2.1 in Chapter 2). Under the existence of such function, we can construct an smooth approximation for arbitrary \( f \in \text{Lip}_{E,\|\cdot\|}(1) \) that we call local smoothing, and is given by the following expression

\[
S_{\chi}[f](x) = \min_{h \in \chi \text{Dom} \phi} [f(x + h) + \chi \phi(h/\chi)].
\]

Note that this construction extends the classical Moreau smoothing [26, 27, 45], corresponding to the Euclidean case where \( (E, \|\cdot\|) \) is \( \mathbb{R}^n \) with the standard Euclidean norm, and the smoothing kernel \( \phi(x) = \frac{1}{2} \|x\|_2^2 \). The following results can be considered as the non-Euclidean extension of the classical result by Moreau:

**Theorem (2.2.2).** Let \( (E, \|\cdot\|) \) be a (finite-dimensional) normed space such that there exists a smoothing kernel \( \phi \). Then for any convex function \( f : E \to \mathbb{R} \) such that \( f \in \text{Lip}_{E,\|\cdot\|}(1) \) and every \( \chi > 0 \) there exists a smooth (i.e., with Lipschitz continuous gradient) approximation \( S_{\chi}[f] \) that satisfies:

1. \( S_{\chi}[f] \) is convex and Lipschitz continuous with constant 1 w.r.t. \( \|\cdot\| \) and has a Lipschitz continuous gradient, with constant \( M_{\phi}/\chi \) w.r.t. \( \|\cdot\| \):

\[
\|\nabla S_{\chi}[f](x) - \nabla S_{\chi}[f](y)\|_* \leq \chi^{-1} M_{\phi} \|x - y\| \quad \forall x, y;
\]

2.5
S.2. $\sup_{x \in E} |f(x) - S_X[f](x)| \leq \chi \rho \|\cdot\|_P(G)$. Moreover, $f(x) \geq S_X[f](x) \geq f(x) - \chi \rho \|\cdot\|_P(G)$.

S.3. $S_X[f]$ depends on $f$ in a local fashion: the value and the derivative of $S_X[f]$ at $x$ depend only on the restriction of $f$ onto the set $x + \chi G$.

The main result in this Chapter, Proposition 2.3.1, establishes a general lower bound for the complexity of smooth minimization.

Proposition 2.3.1. Let

I. $\|\cdot\|$ be a norm on $\mathbb{R}^n$ and $X$ be a nonempty convex set;

II. $T$ be a positive integer and $\Gamma$ be a positive real with the following property:
   There exist $T$ linear forms $\langle \zeta^t, \cdot \rangle$ on $\mathbb{R}^n$, $1 \leq t \leq T$, such that
   (a) $\|\zeta^t\|_* \leq 1$ for $t \leq T$, and
   (b) for every collection $s = (s_1, ..., s_T)$ with $s_t \in \{-1, 1\}$, it holds
      $$\min_{x \in X} \max_{1 \leq t \leq T} s_t \langle \zeta^t, x \rangle \leq -\Gamma;$$

III. $M$ and $\rho$ be positive reals such that for properly selected convex twice continuously differentiable on an open convex set $\operatorname{Dom} \phi \subset \mathbb{R}^n$ function $\phi$ and a convex compact subset $G \subset \operatorname{Dom} \phi$ the triple $(\phi, G, M_{\phi} = M)$ satisfies properties A, B, C from Section 2.2.1 and $\rho \|\cdot\|_P(G) \leq \rho$.

Then for every $L > 0$, $\kappa \in (1, 2]$, every local oracle $\mathcal{O}$ and every $T$-step method $A$ associated with this oracle there exists a problem $(P_{f,X})$ with $f \in F_{\|\cdot\|_P}(\kappa, L)$ such that

$$f(x_T(A, f)) - \text{Opt}(f) \geq \frac{\Gamma^\kappa}{2^{\kappa+1}(\rho M)^{\kappa-1}} \cdot \frac{L}{T^{\kappa-1}}.$$

We are interested in the specific case of $\ell_p / \ell_q$-settings, where $E = \mathbb{R}^n$, $\|\cdot\| = \|\cdot\|_q$, and $X$ contains the unit $p$-ball $B^n_p$. By application of Proposition 2.3.1 and
tools from high-dimensional convex geometry, we obtain lower bounds in the complexity. We outline our new lower bounds in Table 1.3.1. In the table, $R(T)$ is defined as the ratio between the best-known algorithm in the given range, and our lower complexity bound, and $\tilde{O}(\cdot)$ omits factors that are at most cubic in the logarithm of the dimension.

### Table 2: Worst-case risk lower bounds for $(\kappa, L)$-smooth convex optimization in the $\ell_p/\ell_q$-setting.

<table>
<thead>
<tr>
<th>Range $q$</th>
<th>Range $p$</th>
<th>Risk Lower bound</th>
<th>$R(T)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1 \leq q \leq 2$</td>
<td>$p \leq q$</td>
<td>$O\left(\frac{1}{[\ln n]^{\kappa-1}} \frac{LR^\kappa}{T^{\kappa\left[\frac{3}{2} + \frac{1}{p} - \frac{1}{q}\right] - 1}}\right)$</td>
<td>$\tilde{O}\left(T^{\kappa\left[\frac{3}{2} - \frac{1}{q}\right]}\right)$</td>
</tr>
<tr>
<td>$p &gt; q$</td>
<td>$O\left(\frac{n^{\kappa\left[\frac{3}{2} - \frac{1}{p}\right]}}{[\ln n]^{\kappa-1}} \frac{LR^\kappa}{T^{\kappa\left[\frac{3}{2} - 1\right]} - 1}\right)$</td>
<td>$\tilde{O}(1)$</td>
<td></td>
</tr>
<tr>
<td>$2 &lt; q \leq \infty$</td>
<td>$p \leq q$</td>
<td>$O\left(\frac{1}{\min{q, \ln n}^{\kappa-1}} \frac{LR^\kappa}{T^{\kappa\left[1 + \frac{1}{p}\right] - 1}}\right)$</td>
<td>$\tilde{O}\left(T^{\kappa\left[1 - \frac{1}{q}\right]}\right)$</td>
</tr>
<tr>
<td>$p &gt; q$</td>
<td>$O\left(\frac{n^{\kappa\left[\frac{3}{2} - \frac{1}{p}\right]}}{\min{q, \ln n}^{\kappa-1}} \frac{LR^\kappa}{T^{\kappa\left[1 + \frac{1}{q}\right] - 1}}\right)$</td>
<td>$\tilde{O}(1)$</td>
<td></td>
</tr>
</tbody>
</table>

Some comments are in order.

**A.** We see that as far as large-scale case is concerned, in the range $p \geq q$, our lower complexity bounds are tight within logarithmic in $n$ factor. This, in particular, implies near-optimality in this range of Nesterov’s Fast Gradient algorithm (in its version, developed in [22, Section 2.3], adjusted to convex objectives with Hölder continuous gradients and smoothness quantification taken w.r.t. $\| \cdot \|_q$-norms, $1 \leq q \leq \infty$).

**B.** In the case of $p = q = \infty$, the upper complexity bounds (46) can be achieved not only with the aforementioned Nesterov’s type algorithm; they are nothing but
the standard upper complexity bounds of the classical Conditional Gradient algorithm originating from [11], see also [39, 10, 19, 14] and references therein. This algorithm recently has attracted a lot of attention, primarily in the Machine Learning community, due to its ability to work with “difficult geometry domains” (like nuclear norm or total variation norm balls) where the proximal first order algorithms (which form the vast majority of first order methods) become too computationally expensive in terms of Information-Based Complexity Theory.

C. In contrast to what happens in the range \( p \geq q \), in the range \( 1 \leq p < q \leq \infty \) there is a substantial gap \( \mathcal{R}(T) \approx T^{\kappa(1/p-1/q)} \) between the upper and the lower complexity bounds. Our guess is that the “guilty party” here is the upper bound (see Open Problem 2.5.1), the motivation being as follows. The upper complexity bound (46) in the range \( p < q \) is just independent of \( p \); were this bound tight, it would mean that with fixed degree of smoothness (quantified w.r.t. the norm \( \| \cdot \|_q \)), minimizing smooth objectives over the unit \( \| \cdot \|_q \)-ball is basically as difficult as minimizing these objectives over the unit \( \| \cdot \|_p \)-ball with \( p < q \), in spite of the fact that the second ball is “incomparably smaller” than the first one when \( n \) is large.

D. **Matrix case:** The results obtained for \( \ell_p/\ell_q \)-setups can be extended to matrix (spectral) setups, for optimization of \( \| \cdot \|_{sb,q} \)-smooth functions of a matrix decision variable \( X \in \mathbb{R}^{n \times n} \), with a \( p \)-Schatten norm constraint: \( \| X \|_{sb,p} \leq R \). The lower bounds are essentially the same, with the caveat that they only hold for \( T \leq n \), which is the square-root of the ambient dimension.

On the other hand, our understanding of upper bounds is more restricted: Only for \( 1 \leq q \leq 2 \) we have upper bounds analogous to the \( \ell_p/\ell_q \)-case.
1.3.2 Chapter III: Distributional Oracle Complexity of Convex Optimization

We propose an information-theoretic framework to analyze the oracle complexity of convex optimization. Our method is based on distributional complexity (also known as average-case analysis). We remind the reader that the \( \varepsilon \)-distributional complexity of problem class \( \mathcal{P} \) w.r.t. oracle \( \mathcal{O} \) is defined by

\[
\text{Compl}_D(\varepsilon) = \sup_{\mathcal{P} \in \mathcal{P}} \inf_{\mathcal{B} \in \mathcal{B}[\varepsilon]} \int_{\mathcal{F}} \mathbb{E}\{T[\mathcal{B}, f]\} \mathcal{P}(df), \tag{16}
\]

where \( \mathcal{P} \) is the family of all probability distributions \( \mathcal{P} \) on \( \mathcal{F} \), and \( \mathcal{B}[\varepsilon] \) is the family of randomized algorithms guaranteed to terminate with \( \varepsilon \)-solutions, for arbitrary instances from the class \( \mathcal{B} \). Our techniques can be easily extended to the high probability oracle complexity of \( \mathcal{P} \) w.r.t. \( \mathcal{O} \) defined as

\[
\text{Compl}^\beta_{HP}(\varepsilon) = \sup_{\mathcal{P} \in \mathcal{P}} \inf_{\mathcal{B} \in \mathcal{B}[\varepsilon]} \inf \{ \tau : \mathbb{P}\{f : T[\mathcal{B}, f] \leq \tau\} \geq 1 - \beta \}
\]

For the notions above we can moreover consider algorithms with bounded error, where there is a probability \( \mathbb{P}_e > 0 \) that the algorithm does not output an \( \varepsilon \)-solution. This potentially gives the algorithm the freedom to discard expensive instances, as done for Monte-Carlo algorithms.

The notions considered above define weak notions of complexity, since the following chain holds

\[
\text{Compl}_D \leq \text{Compl}_R \leq \text{Compl}.
\]

The reader should observe that the first inequality is not necessarily an equality, since Yao’s minimax principle [1] (or equivalently, Von Neumann/Sion minimax theorem) does not apply, since both instances and algorithms are defined by infinite families.

Our main result is that for nonsmooth convex optimization, the three measures of complexity in the chain above – worst-case, randomized, distributional – coincide up to a constant factor. Furthermore, for fixed \( \beta \in (0,1] \), high probability
oracle complexity also coincides, up to constant factor, with the measures of complexity above. Specifically, our work contributions can be summarized as follows:

**Information-theoretic framework.** Our work is the first to provide an information-theoretic analysis for deterministic local oracles. This analysis is based on the reconstruction principle, and is given by the following

**Lemma (3.2.1).** Let $F$ be a random variable with finite range $\mathcal{F}$. For a given algorithm determining $F$ via querying an oracle, with error probability bounded by $P_e$, suppose that the information gain from each oracle answer is bounded, i.e., for some constant $C$

\[ I[F; A_t | \Pi_{<t}, Q_t, T \geq t] \leq C, \quad t \geq 0. \]  

(17)

Then, the distributional oracle complexity of the algorithm is lower bounded by

\[ \mathbb{E}[T] \geq \frac{H[F] - H[P_e] - P_e \log |\mathcal{F}|}{C}. \]

Moreover, for all $t$ we have

\[ \mathbb{P}[T < t] \leq \frac{H[P_e] + P_e \log |\mathcal{F}| + Ct}{H[F]}. \]

In particular, if $F$ is uniformly distributed, then for $t = \frac{\beta \log |\mathcal{F}| - \log 2}{C}, \mathbb{P}[T \geq t] = 1 - P_e - \beta$.

Therefore, if we can bound the information gain extracted from the oracle by a constant $C$, then we obtain a lower bound $\mathbb{E}[T] \geq H[F] / C$, together with bounds for high-probability and for algorithms with bounded error.

It is important to observe that the setup described above is not constrained to convex optimization, and it is well-suited for any situation where we want to determine a random instance from oracle information. We are able to relate this notion with convex optimization by finding families of functions with a packing property, which implies that optimization amounts for determining the instance.
**Definition (3.1.1).** A function family \( \mathcal{F} \) satisfies the packing property for an accuracy level \( \epsilon > 0 \), if for every different members \( f, g \in \mathcal{F} \), we have \( S_{\epsilon}(f) \cap S_{\epsilon}(g) = \emptyset \), where

\[
S_{\epsilon}(f) := \{ x \in X : f(x) < f^* - \epsilon \}.
\]

**Common source of hardness.** From the general framework proposed above we establish the complexity of a String-Guessing problem. The description of this problem is the following

**Oracle (3.3.1) String Guessing Oracle \( O_S \).**

**Query:** A string \( s \in \{0, 1\}^\leq M \) and an injective function \( \sigma : |s| \rightarrow [M] \).

**Answer:** Smallest \( k \in \mathbb{N} \) so that \( S_{\sigma(k)} \neq s_k \) if it exists, otherwise EQUAL.

We establish an \( O(M) \) lower bound for this problem, for distributional, high probability, and bounded error complexity.

**Proposition (3.3.2).** Let \( M \) be a positive integer, and \( S \) be a uniformly random binary string of length \( M \). Let \( O_S \) be the String Guessing Oracle (Oracle 3.3.1). Then for any bounded error algorithm having access to \( S \) only through \( O_S \), the expected number of queries required to identify \( S \) with error probability at most \( P_e \) is at least \( \left( 1 - P_e \right) M - 1 \)/2. Moreover, given \( \beta > 0 \) if we let \( t = \frac{\beta M - \log 2}{2} \), then \( \mathbb{P} [T \geq t] = 1 - P_e - \beta \), where \( T \) is the number of queries.

This core problem is then utilized to derive lower bounds for convex optimization algorithms under a specific subgradient oracle. We make this connection explicit by studying families of problems indexed by strings: for the large-scale case, function instances have the form

\[
f_s(x) = \max_{t \in [M]} s_t \langle \xi^t, x \rangle,
\]

and for the low-scale case, there is a more involved recursive definition (see Section 3.5). The local oracle under study is the one that provides the bit \( s_t \) such that \( t \)
is a maximizer coordinate for query $x$ (when not unique we choose the first one in some prescribed order). Note that although the explicit information of the oracle is a single bit, there is implicit information on other bits from the magnitudes of the coordinates of the query $|\langle \xi^t, x \rangle|$.

The reader may observe the functions above define the same hard family studied in the previous Chapter (without perturbations), but where we are specifying the oracle in use.

For both low-scale and large-scale settings, we derive lower complexity lower bounds analogous to the ones derived by Nemirovski and Yudin \cite{32} in Theorems 3.5.2 and 3.6.1. The novelty here is the way we derive these lower bounds from oracle emulation, a procedure to compare the complexity of problems, translating oracle information of one problem into the one of the other.

**Definition (3.4.1).** Let $O_1: Q_1 \to R_1$ and $O_2: Q_2 \to R_2$ be two oracles for the same problem. An emulation of $O_1$ by $O_2$ consists of

(i) a query emulation function $q: Q_1 \to Q_2$ (translating queries of $O_1$ for $O_2$),

(ii) an answer emulation function $a: Q_1 \times R_2 \to R_1$ (translating answers back)

such that $O_1(x) = a(x, O_2(q(x)))$ for all $x \in Q_1$.

In Lemma 3.4.2 is it proved that if $O_1$ can be emulated by $O_2$, then the oracle complexity of $O_1$ is lower bounded by the one of $O_2$, for any measure of complexity (since it holds pointwise).

**First lower bounds for distributional and high-probability complexity for all local oracles.** Our results for arbitrary local oracles, established in Section 3.7 and further extended in Section 3.8 lead to the following lower complexity bounds in the $\ell_p/\ell_q$-setting. We remind the reader that in this setting, the class of functions
is given by convex Lipschitz continuous functions with constant \( L > 0 \) w.r.t. \( \| \cdot \|_q \), and the optimization domain \( X \) is given by a ball of radius \( R > 0, B^n_R(R) \).

First, for the unit \( \ell_\infty \)-ball (i.e., \( p = \infty \)), as well as the low-scale regime (see the Table 1.3.2 below for the opposite range, i.e., large-scale), we have a distributional complexity lower bound of \( O(n \log \frac{LR}{\epsilon}) \) for algorithms with zero error probability. For algorithms with error probability \( P_e \), the lower bound is \( O((1 - P_e)n \log \frac{LR}{\epsilon}) \).

On the other hand, the high probability complexity of level \( \beta \) for algorithms with error bounded by \( P_e \) is \( O(\delta(1 - P_e)n \log \frac{LR}{\epsilon}) \).

The large-scale lower bounds are summarized in Table 1.3.2. In particular, for the standard setting, where \( p = q \), we obtain lower bounds for nonsmooth convex optimization matching [32]. For \( 1 \leq p \leq 2 \) and \( n \geq 1/\epsilon^2 \), the distributional oracle complexity is lower bounded by \( O(LR/\epsilon^2) \); for \( 2 < p < \infty \) and \( n \geq 1/\epsilon^p \), the distributional oracle complexity is lower bounded by \( O(LR/\epsilon^p) \). For arbitrary \( 1 \leq p < \infty \), in the case of algorithms with error probability bounded by \( P_e \), if we let \( r := \max\{2, p\} \), the distributional complexity is lower bounded by \( O((1 - P_e)LR/\epsilon^r) \), and the high-probability complexity of level \( \delta \) is lower bounded by \( O(\delta(1 - P_e)LR/\epsilon^r) \).

Close the gap between randomized and worst-case complexity. As a byproduct, our lower bounds for distributional complexity close the logarithmic gap between randomized and worst-case complexity, established in [32]. In other words, for black-box convex optimization, there is no gain from randomization. This is in stark contrast with specific problems where randomization can show a dramatic speed up [33], [21].
Table 3: Distributional complexity lower bounds for nonsmooth convex optimization in the $\ell_p/\ell_q$-setting.

<table>
<thead>
<tr>
<th>Range $q$</th>
<th>Large-scale range</th>
<th>Range $p$</th>
<th>Lower bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1 \leq q \leq 2$</td>
<td>$n \geq \frac{1}{\epsilon^{(1 - \frac{1}{q} + \frac{1}{2})^{-1}}}$</td>
<td>$p \leq q$</td>
<td>$O\left(\frac{LR}{\epsilon^{(1 - \frac{1}{q} + \frac{1}{2})^{-1}}\epsilon^{\left(\frac{1}{p}\right)}}\right)$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$p &gt; q$</td>
<td>$O\left(\frac{LRn^{2\left(\frac{1}{q} - \frac{1}{2}\right)}}{\epsilon^{2}}\right)$</td>
</tr>
<tr>
<td>$2 &lt; q &lt; \infty$</td>
<td>$n \geq \frac{1}{\epsilon^{p}}$</td>
<td>$p \leq q$</td>
<td>$O\left(\frac{LR}{\epsilon^{p}}\right)$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$p &gt; q$</td>
<td>$O\left(\frac{LRn^{\left(1 - \frac{q}{p}\right)}}{\epsilon^{q}}\right)$</td>
</tr>
</tbody>
</table>
CHAPTER II

THE WORST-CASE ORACLE COMPLEXITY OF LARGE-SCALE SMOOTH CONVEX OPTIMIZATION

2.1 Introduction

The theory of oracle complexity in convex optimization was quite successful on establishing tight limits of performance for nonsmooth convex minimization problems [32]. From this it is known that for large-scale instances variants of Mirror-Descent provide optimal convergence rates for domains given by $\ell_p$-balls, where $1 \leq p < \infty$.

However, in the smooth case, our understanding is limited; essentially, tight lower complexity bounds are known only in the case when the domain $X$ is an Euclidean ball and the objective $f$ is a convex function with Lipschitz continuous gradient (w.r.t. $\|\cdot\|_2$). In this case, lower bounds are obtained from least-squares problems [28, 29], and the underlying techniques for generating a hard family of instances heavily utilize the rotational invariance of the Euclidean ball.

In this chapter, we derive lower bounds on the oracle complexity of classes of convex minimization problems beyond the nonsmooth case. In the terminology and notation of the Introduction, specifically in Section 1.2.2, we consider classes of problems $\mathcal{P} = (\mathcal{F}, X)$ for $\ell_p/\ell_q$-settings (where $1 \leq p, q \leq \infty$), i.e., where $X$ is an $n$-dimensional $\|\cdot\|_p$-ball, and $\mathcal{F} = \mathcal{F}_q(\kappa, L)$ is the family of all continuously differentiable convex objectives with given smoothness parameters ($\text{Hölder exponent } \kappa$, and constant $L$) w.r.t. $\|\cdot\|_q$. These bounds are a substantial extension of the existing lower complexity bounds for large-scale convex minimization covering the nonsmooth case and the Euclidean smooth case. Moreover, the lower bounds
derived for vector optimization can be easily translated to their matrix analogies –
domains given by Schatten norm balls in the space of square matrices.

Our results are nearly tight for what we called the standard case, where $p = q$.
The main motivation for these results is the connection of minimization algorithms
with some modern applications, such as $\ell_1$ and nuclear norm minimization in
Compressed Sensing [35], where one seeks to minimize a smooth, most notably,
quadratic convex function over a high-dimensional $\ell_1$-ball in $\mathbb{R}^n$ or nuclear norm
ball in the space of $n \times n$ matrices. In this case, our results indicate that modifications
of Nesterov’s fast gradient method [22, Section 2.3] are nearly optimal over
the class of black-box methods for smooth convex minimization.

Another instructive application of our results is establishing the near-optimality
of the conditional gradient (a.k.a. Frank-Wolfe) algorithm as applied to minimizing
smooth convex functions over large-scale boxes, and spectral norm unit balls
in the space of matrices (corresponding to $p = q = \infty$). This algorithm, first pro-
posed in [11], was intensively studied in 1970’s (see [10, 39] and references therein);
recently, there is a significant burst of interest in this technique, due to its ability to
handle smooth large-scale convex programs on “difficult geometry” domains, see
[15, 5, 17, 18, 14, 7, 24, 12] and references therein.

Our results go far beyond to the general – non-standard case – where $p \neq q$. A
motivation for this general case is in linear regression models, where we search
for a linear predictor within a set $X$, which is assumed to be norm-bounded, e.g.
$X = B^n_p$; and measure the performance of a predictor by a loss function arising
from random samples $(a_1, b_1), \ldots, (a_m, b_m) \in B^n_q \times [-1, 1]$. Thus the empirical
risk minimization problem we obtain, $\min \{ \frac{1}{m} \sum_{j=1}^{m} (a_j^T x - b_j)^2 : \|x\|_p \leq 1 \}$, is a
particular case of the $\ell_p/\ell_q$-setting. In modern applications, the way the predictor
space (with parameter $p$) and the distribution bound (with parameter $q$) are chosen
do not necessarily coincide.
Our lower complexity bounds are nearly tight for most ranges of \( p \) and \( q \). Remarkably, in the case \( p \geq q \) our nearly tight bounds turn out to be dimension-dependent, a phenomenon that – to the best of our knowledge – is new in lower bounds on the oracle complexity of convex optimization. It is worth mentioning that on the upper bound side, dimension-dependent complexity bounds have been systematically observed, e.g. [9, 3, 8]; our work justifies the near-optimality of these methods.

Surprisingly, our lower bounds are not tight is when \( p < q \). We regard the open problem of improving (upper or lower) complexity bounds in this range as a major one; e.g., it includes minimization algorithms for Compressed Sensing with Fourier measurements (for \( p = 1 \) and \( q = 2 \)) [40] and, more broadly, any family of linear measurements with vectors of bounded Euclidean norm. In this case, our results show room for potential acceleration over standard methods. We finish this discussion by stressing the fact that if our open problem is resolved by improving upper complexity bounds, that implies that even in the “favorable geometry” case, i.e., where \( 1 \leq p, q \leq 2 \), Nesterov’s Accelerated method might not be a universally optimal method; casting some doubt on common belief within the optimization community.

2.1.1 The approach

In order to construct hard instances for lower bounds we need the normed space under consideration to satisfy a “smoothing property.” Namely, we need the existence of a smoothing kernel – a convex function with Lipschitz continuous gradient and “fast growth.” These properties guarantee that the inf-convolution [16] of a Lipschitz continuous convex function \( f \) and the smoothing kernel is smooth, and its local behavior depends only on the local behavior of \( f \). A novelty here, if any, stems from the fact that we need Lipschitz continuity of the gradient w.r.t. a given,
not necessarily Euclidean, norm, while the standard Moreau envelope technique is adjusted to the case of the Euclidean norm.

We establish lower bounds on complexity of smooth convex minimization for general spaces satisfying the smoothing property. Our proof mimics the construction of hard instances for nonsmooth convex minimization [32], which now are properly smoothed by the inf-convolution.

From local smoothing we derive lower complexity bounds for convex optimization in the so called $\ell_p/\ell_q$-setting, i.e., minimization of functions in the class $\mathcal{F}_{\|\cdot\|_q}(\kappa, L)$ over domain $X \subset \mathbb{R}^n$ containing a unit $p$-ball $B^n_p$. It is worth mentioning that local smoothing can only be used directly when $q \geq 2$, which is a limitation ultimately related to Banach space geometry [2]. When $1 \leq q < 2$ we follow a different path: it turns out that random projections of the feasible domain contain sets for which we can derive lower complexity bounds. By taking a hard family of functions on this set, and lifting those instances to the whole feasible domain, we obtain new lower bounds for the complexity.

2.2 Local Smoothing

In this section we introduce the main component of our technique, a Moreau-type approximation of a nonsmooth convex function $f$ by a smooth one. The main feature of this smoothing, instrumental for our ultimate goals, is that it is local – the local behavior of the approximation at a point depends solely on the restriction of $f$ onto a neighbourhood of the point, the size of the neighbourhood being under our full control.

2.2.1 Smoothing kernel

Let $(E, \langle \cdot, \cdot \rangle)$ be a finite-dimensional Euclidean space, and $\| \cdot \|$ be a norm on $E$ (not necessarily induced by $\langle \cdot, \cdot \rangle$). Let also $\phi(\cdot)$ (the smoothing kernel) be a twice continuously differentiable convex function defined on an open convex set $\text{Dom} \phi \subset E$
with the following properties:

A. $0 \in \text{Dom } \phi$ and $\phi(0) = 0$, $\phi'(0) = 0$;

B. There exists a compact convex set $G \subseteq \text{Dom } \phi$ such that $0 \in \text{int } G$ and $\phi(x) > \|x\|$ for all $x$ from the boundary of $G$.

C. For some $M_\phi < \infty$ we have

$$\langle e, \nabla^2 \phi(h)e \rangle \leq M_\phi \|e\|^2 \quad \forall (e \in E, h \in G). \quad (18)$$

Note that A and B imply that for all $f \in \text{Lip}_{E,\|\cdot\|}(1)$, the function $f(x) + \phi(x)$ attains its minimum on the set $\text{int } G$. Indeed, for every $x$ from the boundary of $G$ we have $f(x) + \phi(x) \geq f(0) - \|x\| + \phi(x) > f(0) + \phi(0)$, so that the (clearly existing) minimizer of $f + \phi$ on $G$ is a point from $\text{int } G$. As a result, for every $f \in \text{Lip}_{E,\|\cdot\|}(1)$ and $x \in E$ one has

$$\min_{h \in \text{Dom } \phi} [f(x + h) + \phi(h)] = \min_{h \in \text{int } G} [f(x + h) + \phi(h)], \quad (19)$$

and the right-hand side minimum is achieved.

Given a function $f \in \text{Lip}_{E,\|\cdot\|}(1)$, we refer to the function

$$S[f](x) = \min_{h \in \text{Dom } \phi} [f(x + h) + \phi(h)] = \min_{h \in G} [f(x + h) + \phi(h)] \quad (20)$$

as to the smoothing of $f$. The properties of this function are summarized in the following

**Lemma 2.2.1.** Let $f \in \text{Lip}_{E,\|\cdot\|}(1)$ and let $S[f](x)$ be given by (20). The following properties are satisfied

1. $S[f](x) \in \text{Lip}_{E,\|\cdot\|}(1)$;
2. $S[f](x) = f(x + h(x)) + \phi(h(x))$, where $h(x) \in \text{int } G$ is such that

$$f'(x + h(x)) + \phi'(h(x)) = 0 \quad (21)$$

for properly selected $f'(x + h(x)) \in \partial f(x + h(x))$;
(ii) \( f(x) \geq S[f](x) \geq f(x) - \rho\|\cdot\|(G) \), where
\[
\rho\|\cdot\|(G) = \max_{h \in G} \|h\|;
\]

(iii) We have that for all \( f \in \text{Lip}_{E,\|\cdot\|}(1) \)
\[
\|\nabla S[f](x) - \nabla S[f](y)\|_* \leq M\phi\|x - y\| \quad \forall x, y \in E. \tag{22}
\]

**Proof.** We prove (i) first, as it is needed for the rest.

(i) Indeed, (22) corresponds to the first-order optimality conditions for optimization problem (20), whose optimum \( h(x) \) lies in the interior of \( G \).

(0) First observe that for all \( x \in \text{int} X, \partial f(x) \subseteq B_{\|\cdot\|_*}(1) \). Now, from (22),
\[
\nabla S[f](x) = f'(x + h(x)) + h'(x) \left[ f'(x + h(x)) + \phi(h(x)) \right] = 0
\]
\[
= f'(x + h(x)) \in B_{\|\cdot\|_*}(1).
\]

Finally, by convexity of \( S[f](\cdot) \)
\[
S[f](x) - S[f](y) \leq \langle \nabla S[f](x), x - y \rangle \leq \|S[f](x)\|_*\|x - y\| \leq \|x - y\|.
\]

The reverse inequality can be analogously bounded, obtaining that \( S[f] \in \text{Lip}_{E,\|\cdot\|}(1) \).

(ii) By A we have \( \phi(h) \geq \phi(0) = 0 \), so that \( f(x) = f(x) + \phi(0) \geq S[f](x) = f(x + h(x)) + \phi(h(x)) \geq f(x + h(x)) \geq f(x) - \|h(x)\| \) (recall that \( f \in \text{Lip}_{E,\|\cdot\|}(1) \)), while \( h(x) \in G \).

(iii) By the standard approximation argument, it suffices to establish this relation in the case when, in addition to the inclusion \( f \in \text{Lip}_{E,\|\cdot\|}(1) \) and the assumptions A – C on \( \phi, f \) and \( \phi \) are \( C^\infty \) smooth and \( \phi \) is strongly convex. By (21),
\[
S[f](x) = f(x + h(x)) + \phi(h(x)), \tag{23}
\]
where \( h : E \to G \) is well defined and solves the nonlinear system of equations

\[
F(x, h(x)) = 0, \quad F(x, h) := f''(x + h) + \phi'(h).
\]  

(24)

We have \( \frac{\partial F(x, h)}{\partial h} = f''(x + h) + \phi''(h) \geq 0 \), implying by the Implicit Function Theorem that \( h(x) \) is smooth. Differentiating the identity \( F(x, h(x)) \equiv 0 \), we get

\[
\begin{align*}
f''(x + h(x))[I + h'(x)] + \phi''(h(x)) h'(x) & = 0 \\
\Leftrightarrow P + (P + Q)h'(x) & = 0 \\
\Rightarrow h'(x) = -[P + Q]^{-1}P = [P + Q]^{-1}Q - I.
\end{align*}
\]

On the other hand, differentiating (23), we get

\[
\langle \nabla S[f](x), e \rangle = \langle f'(x + h(x)), e + h'(x)e \rangle + \langle \phi'(h(x)), h'(x)e \rangle
\]

\[
= \langle f'(x + h(x)), e \rangle + \langle f'(x + h(x)) + \phi'(h(x)), h'(x)e \rangle
\]

\[
\begin{align*}
&= \langle f'(x + h(x)), e \rangle + \phi'(h(x)), h'(x)e \rangle \\
&= -\langle \phi'(h(x)), e \rangle,
\end{align*}
\]

that is,

\[
\nabla S[f](x) = -\phi'(h(x)).
\]

As a result, for all \( e, x \), we have, taking into account that \( P, Q \) are symmetric positive definite,

\[
\langle e, \nabla^2 S[f](x)e \rangle = -\langle h'(x)e, \phi''(h(x))e \rangle
\]

\[
= -\langle [[P + Q]^{-1}Q - I]e, Qe \rangle \\
= \langle e, Qe \rangle - \langle e, Q[P + Q]^{-1}Qe \rangle \\
\leq \langle e, Qe \rangle \leq M_\phi \|e\|^2,
\]

and (22) follows.
2.2.2 Approximating a function by smoothing

For \( \chi > 0 \) and \( f \in \text{Lip}_{E,\|\cdot\|}(1) \), let

\[
S_{\chi}[f](x) = \min_{h \in \chi \text{Dom}\phi} [f(x + h) + \chi \phi(h/\chi)].
\]  

Observe that \( S_{\chi}[f](\cdot) \) can be obtained as follows:

- We associate with \( f \in \text{Lip}_{E,\|\cdot\|}(1) \) the function \( f_{\chi}(x) = \chi^{-1}f(\chi x) \); observe that this function belongs to \( \text{Lip}_{E,\|\cdot\|}(1) \) along with \( f \);

- We pass from \( f_{\chi} \) to its smoothing

\[
S[f_{\chi}](x) = \min_{g \in \text{Dom}\phi} [f_{\chi}(x + g) + \phi(g)] \\
= \min_{g \in \text{Dom}\phi} [\chi^{-1}f(\chi x + \chi g) + \phi(g)] \\
= \chi^{-1} \min_{h \in \chi \text{Dom}\phi} [f(\chi x + h) + \chi \phi(h/\chi)] \\
= \chi^{-1} S_{\chi}[f](\chi x).
\]

It follows that

\[
S_{\chi}[f](x) = \chi S[f_{\chi}](\chi^{-1} x).
\]

The latter relation combines with (22) to imply that

\[
\| \nabla S_{\chi}[f](x) - \nabla S_{\chi}[f](y) \|_* \leq \chi^{-1} M_{\phi} \| x - y \| \forall x, y.
\]

As bottom-line, we have proved the following

**Theorem 2.2.2.** Let \((E, \| \cdot \|)\) be a (finite-dimensional) normed space such that there exists a smoothing kernel \( \phi \). Then for any convex function \( f : E \to \mathbb{R} \) such that \( f \in \text{Lip}_{E,\|\cdot\|}(1) \) and every \( \chi > 0 \) there exists a smooth (i.e., with Lipschitz continuous gradient) approximation \( S_{\chi}[f] \) that satisfies:
S.1. $S_\chi[f]$ is convex and Lipschitz continuous with constant 1 w.r.t. $\| \cdot \|$ and has a Lipschitz continuous gradient, with constant $M_\phi/\chi$, w.r.t. $\| \cdot \|$: $$\| \nabla S_\chi[f](x) - \nabla S_\chi[f](y) \| \leq \chi^{-1} M_\phi \| x - y \| \quad \forall x, y;$$

S.2. $\sup_{x \in E} |f(x) - S_\chi[f](x)| \leq \chi \rho \| \cdot \| (G)$. Moreover, $f(x) \geq S_\chi[f](x) \geq f(x) - \chi \rho \| \cdot \| (G)$.

S.3. $S_\chi[f]$ depends on $f$ in a local fashion: the value and the derivative of $S_\chi[f]$ at $x$ depend only on the restriction of $f$ onto the set $x + \chi G$.

2.2.3 Example: $q$-norm smoothing

Let $n > 1$ and $q \in [2, \infty]$, and consider the case of $E = \mathbb{R}^n$, endowed with the standard inner product, and $\| \cdot \| = \| \cdot \|_q$. Assume for a moment that $q > 2$, and let $r$ be a real such that $2 < r \leq q$. Let also $\theta > 1$ be such that $2\theta/r < 1$. Let us set

$$\phi(x) = \phi_{r,\theta}(x) = 2 \left( \sum_{j=1}^n |x_j|^r \right)^{2\theta/r}, \quad G = \{ x \in \mathbb{R}^n : \| x \|_q \leq 1 \}. \quad (26)$$

Observe that $\phi$ is twice continuously differentiable on $\text{Dom} \phi = \mathbb{R}^n$ function satisfying A. Besides this, $r \leq q$ ensures that $\sum_j |x_j|^r \geq 1$ whenever $\| x \|_q = 1$, so that $\phi(x) > \| x \|_q$ when $x$ is a boundary point of $G$, which implies B. Besides, by choosing $r = \min[q, 3 \ln n]$ and selecting $\theta > 1$ close enough to 1, C is satisfied for $M_\phi = O(1) \min[q, \ln n]$. 
Let us prove the latter statement. By definition of $\phi$:

\[
\langle e, [\nabla^2 \phi(x)] e \rangle = 4\theta (2\theta/r - 1) \left( \sum_j |x_j|^r \right)^{2\theta/r - 2} \left[ \sum_j |x_j|^{r-1} \text{sign}(x_j) e_j \right]^2
\]

\[
+ 4\theta (r - 1) \left( \sum_j |x_j|^r \right)^{2\theta/r - 1} \sum_j |x_j|^{r-2} e_j^2
\]

\[
\leq 4\theta (r - 1) \left( \sum_j |x_j|^r \right)^{2\theta/r - 1} \sum_j |x_j|^{r-2} e_j^2
\]

\[
\leq 4\theta (r - 1) \left[ \|x\|^r_{q} n^{1 - r/q} \right]^{2\theta/r - 1} \left[ \sum_j |x_j|^{(r-2)u} \right]^{\frac{q-2}{q}} \left[ \sum_j |e_j|^q \right]^{\frac{2}{q}}
\]

\[
\leq 4\theta (r - 1) \left[ \|x\|^r_{q} n^{1 - r/q} \right]^{2\theta/r - 1} \left[ \|x\|^r_{q} n^{1 - r/q} \right]^{1 - 2/q} \|e\|^2_q
\]

\[
\leq 4\theta (r - 1) \|x\|^{2\theta - 2} n^{\frac{2(\theta - r)}{qr}} \|e\|^2_q
\]

Note we used that $2\theta/r < 1$ in (28), the inequality $\sum_{j=1}^n |a_j|^u \leq \left( \sum_i |a_i|^u \right)^{1 - u/v} n^{1 - u/v}$ (for $0 < u \leq v \leq \infty$ and $u < \infty$) in (29), (30), and the Hölder inequality in (29).

We see that setting $r = \min[q, 3 \ln n]$ and choosing $\theta > 1$ close to 1, we ensure the postulated inequalities $2 < q, \theta > 1$, and $2\theta/r < 1$, as well as the relation

\[
x \in G \Rightarrow \langle e, [\nabla^2 \phi(x)] e \rangle \leq O(1) \min[q, \ln n] \|e\|^2_q \quad \forall e \in \mathbb{R}^n,
\]

expressing the fact that $\phi$, $G$ satisfy assumption C with $M_\phi = O(1) \min[q, \ln n]$.

For the case of $q = 2$, we can set $\phi(x) = 2\|x\|_2^2$ and, as above, $G = \{ x : \|x\|_2 \leq 1 \}$, clearly ensuring A, B, and the validity of C with $M_\phi = 2$.

Applying the results on smoothing, we get the following

**Proposition 2.2.3.** Let $q \in [2, \infty]$ and $f : \mathbb{R}^n \to \mathbb{R}$ be a Lipschitz continuous, with constant 1 w.r.t. the norm $\| \cdot \|_q$, convex function. For every $\chi > 0$, there exists a convex continuously differentiable function $S_\chi[f](x) : \mathbb{R}^n \to \mathbb{R}$ with the following properties:
(i) \( f(x) \geq S_X[f](x) \geq f(x) - \chi \), for all \( x \);

(ii) \( \| \nabla S_X[f](x) - \nabla S_X[f](y) \|_{q*} \leq O(1) \min[q, \ln n] \chi^{-1} \| x - y \|_q \) for all \( x, y \);

(iii) For every \( x \), the restriction of \( S_X[f](\cdot) \) on a small enough neighbourhood of \( x \) depends solely on the restriction of \( f \) on the set \( B_q(x, \chi) \).

### 2.3 Main Result: Lower Complexity Bounds from Local Smoothing

In this section we use the local smoothing developed in Section 2.2.1 to prove our main result, namely, a general lower bound on the oracle complexity of smooth convex minimization.

**Proposition 2.3.1.** Let

I. \( \| \cdot \| \) be a norm on \( \mathbb{R}^n \) and \( X \) be a nonempty convex set;

II. \( T \) be a positive integer and \( \Gamma \) be a positive real with the following property:
   There exist \( T \) linear forms \( \langle \xi^i, \cdot \rangle \) on \( \mathbb{R}^n \), \( 1 \leq i \leq T \), such that
   (a) \( \| \xi^i \|_* \leq 1 \) for \( i \leq T \), and
   (b) for every collection \( s^T = (s_1, \ldots, s_T) \) with \( s_i \in \{-1, 1\} \), it holds
      \[
      \min_{x \in X} \max_{1 \leq i \leq T} s_i \langle \xi^i, x \rangle \leq -\Gamma;
      \]  \hspace{1cm} (32)

III. \( M \) and \( \rho \) be positive reals such that for properly selected convex twice continuously differentiable on an open convex set \( \text{Dom} \phi \subset \mathbb{R}^n \) function \( \phi \) and a convex compact subset \( G \subset \text{Dom} \phi \) the triple \( (\phi, G, M_\phi = M) \) satisfies properties A, B, C from Section 2.2.1 and \( \rho_{\| \cdot \|}(G) \leq \rho \).

Then for every \( L > 0 \), \( \kappa \in (1, 2] \), every local oracle \( O \) and every \( T \)-step method \( A \) associated with this oracle for the class of problems \( \mathcal{F}_{E,\| \cdot \|}(\kappa, L) \), there exists an instance \( f \in F_{\| \cdot \|,E}(\kappa, L) \) such that

\[
\mathcal{R}(f) - \text{Opt}(f) \geq \frac{\Gamma^x}{2^{x+1}(\rho M)^{\kappa-1}} \cdot \frac{L}{T^{x-1}}.
\] 

(33)
Proof. 1°. Let us set

\[ \delta = \frac{T}{2T'}, \chi = \frac{\delta}{2\rho} = \frac{T}{4T'}, \beta = \frac{L\chi^{\kappa-1}}{2^{2-\kappa}M^{\kappa-1}} = \frac{LT^{\kappa-1}}{2^{2}(T\rho M)^{\kappa-1}}. \]  \hspace{1cm} (34)

2°. Given a permutation \( i \mapsto \sigma(i) \) of \( \{1, ..., T\} \) and a collection \( s^T \in \{-1, 1\}^T \), we associate with these data the functions

\[ g^{\sigma(\cdot),s^T}(x) = \max_{1 \leq i \leq T}\left[ s_i(\xi^{\sigma(i)}, x) - (i - 1)\delta \right]. \]

Observe that all these functions belong to \( \text{Lip}_{E,\|\cdot\|}(1) \) due to \( \|\xi^j\|_* \leq 1 \), for \( j \leq T \), so that the smoothed functions

\[ f^{\sigma(\cdot),s^T}(x) = \beta S\chi[g^{\sigma(\cdot),s^T}](x) \]  \hspace{1cm} (35)

(see Section 2.2.2) are well defined continuously differentiable convex functions on \( \mathbb{R}^n \) which, by item S.1 in Section 2.2.2 satisfy that for all \( x, y \) in \( X \)

\[ \|\nabla f^{\sigma(\cdot),s^T}(x) - \nabla f^{\sigma(\cdot),s^T}(y)\|_* \leq \beta \chi^{-1}M \|x - y\|. \]

On the other hand, since \( f^{\sigma(\cdot),s^T} \) is Lipschitz continuous with constant \( \beta \) w.r.t. \( \|\cdot\| \) (see S.1), for all \( x, y \in X \)

\[ \|\nabla f^{\sigma(\cdot),s^T}(x) - \nabla f^{\sigma(\cdot),s^T}(y)\|_* \leq 2\beta. \]

Combining these two inequalities, we obtain that for all \( x, y \)

\[ \|\nabla f^{\sigma(\cdot),s^T}(x) - \nabla f^{\sigma(\cdot),s^T}(y)\|_* \leq \beta 2^{2-\kappa}(\chi^{-1}M)^{\kappa-1}\|x - y\|^{\kappa-1}. \]

Recalling the definition of \( \beta \), we conclude that \( f^{\sigma(\cdot),s^T}(\cdot) \in F_{E,\|\cdot\|}(\kappa, L) \).

3°. Given a local oracle \( \mathcal{O} \) and an associated \( T \)-step method \( \mathcal{A} \), let us define a sequence \( x^1, \ldots, x^T \) of points in \( \mathbb{R}^n \), a permutation \( \sigma(\cdot) \) of \( \{1, ..., T\} \) and a collection \( s^T \in \{-1, 1\}^T \) by the following \( T \)-step recurrence:
• **Step 1:** $x^1$ is the first point of the trajectory of $A$ (this point depends solely on the method and is independent of the problem the method is applied to). We define $\sigma(1)$ as the index $i$, $1 \leq i \leq T$, that maximizes $|\langle \xi^i, x^1 \rangle|$, and specify $s_1 \in \{-1, 1\}$ in such a way that $s_1 \langle \xi^{\sigma(1)}, x^1 \rangle = |\langle \xi^{\sigma(1)}, x^1 \rangle|$. We set
\[
g^1(x) = s_1 \langle \xi^{\sigma(1)}, x \rangle, f^1(x) = \beta S_{\lambda}[g^1](x).
\]

• **Step $t$, $2 \leq t \leq T$:** At the beginning of this step, we have at our disposal the already built points $x^\tau \in \mathbb{R}^n$, distinct from each other integers $\sigma(\tau) \in \{1, \ldots, T\}$ and quantities $s_\tau \in \{-1, 1\}$, for $1 \leq \tau < t$. At step $t$, we build $x^t$, $\sigma(t)$, $s_t$, as follows. We set
\[
g^{t-1}(x) = \max_{1 \leq \tau < t} \left[ s_\tau \langle \xi^{\sigma(\tau)}, x \rangle - (\tau - 1)\delta \right],
\]
thus getting a function from $\operatorname{Lip}_{E,\|\cdot\|}(1)$, and define its smoothing $f^{t-1}(x) = \beta S_{\lambda}[g^{t-1}](x)$ which, same as above, belongs to $\mathcal{F}_{E,\|\cdot\|}(\kappa, L)$. We further define

- $x^t$ as the $t$-th point of the trajectory of $A$ as applied to $f^{t-1}$,
- $\sigma(t)$ as the index $i$ that maximizes $|\langle \xi^i, x^t \rangle|$, over $i \leq T$ distinct from $\sigma(1), \ldots, \sigma(t-1)$,
- $s_t \in \{-1, 1\}$ such that $s_t \langle \xi^{\sigma(t)}, x^t \rangle = |\langle \xi^{\sigma(t)}, x^t \rangle|

thus completing step $t$.

After $T$ steps of this recurrence, we get at our disposal a sequence $x^1, \ldots, x^T$ of points from $\mathbb{R}^n$, a permutation $\sigma(\cdot)$ of indexes $1, \ldots, T$ and a collection $s^T = (s_1, \ldots, s_T) \in \{-1, 1\}^T$; these entities define the functions
\[
g^T = g^{\sigma(\cdot)}, s^T = \beta S_{\lambda}[g^{\sigma(\cdot)}], f^T = \beta S_{\lambda}[g^{\sigma(\cdot)}].
\]

40. We claim that $x^1, \ldots, x^T$ is the trajectory of $A$ as applied to $f^T$. By construction, $x^1$ indeed is the first point of the trajectory of $A$ as applied to $f^T$. In view of
this fact, taking into account the definition of $x^t$ and the locality of the oracle $O$, all we need to support our claim is to verify that for every $t, 2 \leq t \leq T$, the functions $f^T$ and $f^{t-1}$ coincide in some neighbourhood of $x^{t-1}$. By construction, we have that for $t \leq r \leq T$

$$s_r \langle \xi^{\sigma(r)}, x^{t-1} \rangle \leq |\langle \xi^{\sigma(t-1)}, x^{t-1} \rangle| = s_{t-1} \langle \xi^{\sigma(t-1)}, x^{t-1} \rangle. \quad (36)$$

Also

$$g^T(x) = \max [g^{t-1}(x), \max_{t \leq r \leq T} [s_r \langle \xi^{\sigma(r)}, x \rangle - (r - 1)\delta]], \quad (37)$$

and

$$g^{t-1}(x^{t-1}) \geq s_{t-1} \langle \xi^{\sigma(t-1)}, x^{t-1} \rangle - (t - 2)\delta.$$

Invoking (36), we get

$$t \leq r \leq T \Rightarrow g^{t-1}(x^{t-1}) \geq [s_r \langle \xi^{\sigma(r)}, x^{t-1} \rangle - (r - 1)\delta] + \delta$$

$$\Rightarrow g^{t-1}(x^{t-1}) \geq g_t(x^{t-1}) + \delta.$$

Since both $g^{t-1}$ and $g_t$ belong to Lip_{E,\|\cdot\|}(1), it follows that $g^{t-1}(x) \geq g_t(x)$ in the $\| \cdot \|$-ball $B$ of radius $\delta/2$ centered at $x^{t-1}$, whence, by (37),

$$x \in B \Rightarrow g^T(x) = g^{t-1}(x).$$

From $\chi \rho = \delta/2$ we have that $g^{t-1} \in$ Lip_{E,\|\cdot\|}(1) and $g^T \in$ Lip_{E,\|\cdot\|}(1) coincide on the set $x^{t-1} + \chi G$, whence, as we know from item S.3 in Section 2.2.2, $f^{t-1}(\cdot) = \beta S_\chi [g^{t-1}](\cdot)$ and $f^T(\cdot) = \beta S_\chi [g^T](\cdot)$ coincide in a neighborhood of $x^{t-1}$, as claimed.

50. We have

$$g^T(x^T) \geq s_T \langle \xi^{\sigma(T)}, x^T \rangle - (T - 1)\delta$$

$$= |\langle \xi^{\sigma(T)}, x^T \rangle| - (T - 1)\delta$$

$$\geq -(T - 1)\delta,$$
whence, by item S.2 in Section 2.2.2, $S_{\chi}[g^T](x^T) \geq -(T-1)\delta - \chi \rho \geq -T\delta = -\Gamma/2$, implying that 

$$f^T(x^T) \geq -\beta \Gamma/2.$$  

On the other hand, by (32) there exists $x^* \in X$ such that 

$$g^T(x^*) \leq \max_{1 \leq i \leq T} s_i(z_{\sigma(i)}, x^*) \leq -\Gamma,$$  

whence $S_{\chi}[g^T](x^*) \leq g^T(x^*) \leq -\Gamma$ and thus $\text{Opt}(f^T) \leq f^T(x^*) \leq -\beta \Gamma$. Since, as we have seen, $x^1, \ldots, x^T$ is the trajectory of $A$ as applied to $f^T$, $x^T$ is the approximate solution generated by $A$ as applied to $f^T$, and we see that the inaccuracy of this solution, in terms of the objective, is at least 

$$\frac{\beta \Gamma}{2} = \frac{\Gamma^x}{2^{\kappa+1}(\rho M)^{\kappa-1}} \cdot \frac{L}{T^{\kappa-1}},$$

as required. Besides this, $f^T$ is of the form $f^{\sigma(\cdot), s^T}$, and we have seen that all these functions belong to $F_{E, \| \cdot \|}(\kappa, L)$. 

As an immediate consequence, we can establish a lower complexity bound for domains with arbitrary radius

**Corollary 2.3.2.** Let $R > 0$. Under the notation and assumptions of Proposition 2.3.1, the minimax risk of the problem class $P = (F_{E, \| \cdot \|}(\kappa, L), RX)$ satisfies the lower bound

$$\text{Risk}_{F, RX, O}(T) \geq \frac{\Gamma^x}{2^{\kappa+1}(\rho M)^{\kappa-1}} \cdot \frac{L \Gamma^x}{T^{\kappa-1}}.$$  

**Proof.** We observe that re-scaling the domain by $R$ leads to the modified bound (32) 

$$\Gamma_{RX} \geq \Gamma R.$$  

Therefore, by Proposition 2.3.1 we obtain the desired lower bound 

$$\text{Risk}_{F, RX, O}(T) \geq \frac{\Gamma^x}{2^{\kappa+1}(\rho M)^{\kappa-1}} \cdot \frac{L \Gamma^x}{T^{\kappa-1}}.$$  

□
2.4 The \( \ell_p/\ell_q \) Setting

In this Section we study the particular case when \( X \) contains a unit \( p \)-ball \( B^n_p \) and \( \| \cdot \| = \| \cdot \|_q \), for \( 1 \leq p, q \leq \infty \). Therefore, for notational convenience we will denote \( \mathcal{F} = \mathcal{F}_q(\kappa, L) \) and \( X = B^n_p \).

From Proposition 2.2.3 we have a direct way to construct smooth convex functions when \( 2 \leq q \leq \infty \). First, we use this result to find explicit lower bounds on the complexity. Next, we provide alternative techniques when \( 1 \leq q < 2 \).

2.4.1 Case \( q \geq 2 \)

(i) **Standard basis construction:** Let \( T \leq n \), and consider the set of linear forms over \( \mathbb{R}^n \) given by \( \xi^t := e_t \) with \( t = 1, \ldots, T \), i.e., the first \( T \) canonical vectors. It is easy to see that \( \| \xi^t \|_q = 1 \) and

\[
\Gamma_{\text{std}} = -\min_{x \in B^n_p} \max_{t \in [T]} \left\langle \xi^t, x \right\rangle \geq 1/T^{1/p}.
\]

We can readily use this family of linear functionals in Proposition 2.3.1 leading to the following lower bound

\[
\text{Risk}_{\mathcal{F},B^n_p,\mathcal{O}}(T) \geq \frac{O(1)}{\min\{q, \ln n\} \kappa^{-1} T^{\kappa(1+1/p)-1}}.
\]

(ii) **Partitioned basis construction:** Let \( T \leq n \), and consider a subpartition of \([n]\) into \( T \) disjoint subsets \( A_1, \ldots, A_T \), each of them having size \( m = \lfloor n/T \rfloor \). It is easy to see that \( n/T \geq m \geq n/(2T) \); therefore, the \( n \)-dimensional vectors

\[
\xi^t = m^{-1/q} \mathbb{1}_{A_t}
\]

are such that \( \| \xi^t \|_q = 1 \). Now let \( x \in \mathbb{R}^n \) be a vector such that on each subset \( A_t \) its components have value \( -\text{sign}(s_t)/n^{1/p} \), therefore \( \| x \|_p = 1 \). With this

\[\text{Statement}^{1}\]
choice, we obtain that
\[ s_t(\xi^t, x) = -m^{-1/p}n^{-1/q} \leq -\left(\frac{n}{2T}\right)^{1/q} n^{-1/p} = -\frac{1}{2^{1/q}} \frac{n^{1/q-1/p}}{T^{1/q}}. \]

This proves that
\[ \Gamma_{\text{prt}} := -\min_{x \in B_p^m} \max_{t \in [T]} s_t(\xi^t, x) \geq \frac{n^{1/q-1/p}}{2^{1/q}T^{1/q}}. \]

Using this family of linear functionals \( \xi^t \) in Proposition 2.3.1 we obtain a lower bound
\[ \text{Risk}_{F_B, O}(T) \geq O(1) \frac{n^\kappa(1/q-1/p)}{[\min\{q, \ln n\}]^{\kappa-1} T^{\kappa(1+1/q)-1}}. \]

The two lower bounds stated above are valid when \( q \geq 2 \). Let us now see which one is tighter depending on \( p \). For this, observe that for determining which lower bound is better we only need to compare the value of \( \Gamma \) for both constructions. This way,
\[ \frac{\Gamma_{\text{std}}(T)}{\Gamma_{\text{prt}}(T)} = \tilde{O}(1) \left( \frac{T}{n} \right)^{\frac{1}{q} - \frac{1}{p}}. \]

Therefore, for \( T \leq n \), if \( q \geq p \) we obtain a tighter lower bound by the standard basis construction; otherwise, we should use the partitioned basis construction.

This leads to the following

**Corollary 2.4.1.** Let \( 2 \leq q \leq \infty, 1 \leq p \leq \infty, \kappa \in (1, 2], L > 0, \) and let \( X \subset \mathbb{R}^n \) be a convex set containing the ball \( B_p(R) \). Then, for \( T \leq n \) and every local oracle \( O \), the minimax risk of the family of problems \( \mathcal{P} = (F, X) \) with \( F = \mathcal{F}_q(\kappa, L) \) is given by

(i) If \( p \geq q \)
\[ \text{Risk}_{F, X, O}(T) \geq O(1) \frac{n^\kappa(1/q-1/p)}{[\min\{q, \ln n\}]^{\kappa-1} T^{\kappa(1+1/q)-1}}. \] (39)

(ii) If \( q > p \)
\[ \text{Risk}_{F, X, O}(T) \geq O(1) \frac{1}{[\min\{q, \ln n\}]^{\kappa-1} T^{\kappa(1+1/p)-1}} \cdot \frac{LR^\kappa}{T^{\kappa(1+1/p)-1}}. \] (40)
2.4.2 Case $q < 2$

Local smoothing provides lower bounds when $q \geq 2$. It is known that finding smoothing kernels for further ranges of $q$ is unlikely, which is ultimately related to results in Banach space geometry [2]. In this subsection we study this case by alternative methods based on ideas from convex geometry.

Specifically, our proofs are based on studying random projections of the feasible domain. These bodies will contain a domain for which we know lower complexity bounds, and by lifting those families of instances to the whole domain we can use the results from the previous subsection to derive lower complexity bounds.

Finally, for the case $1 \leq p < q \leq 2$, we obtain a lower bound based only on the ideas of the previous subsection. However, it turns out that this lower bound does not match upper bounds obtained by existing algorithms. This leads to an interesting open question, regarding optimal algorithms in this range.

2.4.2.1 Case $p \geq q$

Our first construction is based on random projection of the feasible domain. For this we will need a well known Lemma on random projections; for the sake of completeness, we present the proof.

**Lemma 2.4.2.** There exists an absolute constant $0 < \alpha < 1$ such that for all $n \geq 1/\alpha$ and all $T, 1 \leq T \leq \alpha n$, a Gaussian random matrix $G \in \mathbb{R}^{T \times n}$ i.e., a matrix with iid $N(0, 1)$ entries, satisfies with probability $\geq 1/2$ the relation

$$\alpha n B_2^T \subseteq GB_\infty^n.$$

**Proof.** From now on $c_i$ stand for appropriate positive absolute constants.

1. Let us consider an arbitrary, but fixed, $y \in \mathbb{R}^T$ with $\|y\|_2 = 1$. We will first prove that there exist $c_1, c_2, c_3 > 0$ such that

$$\Pr[\|G^T y\|_1 > c_1 n] \leq \exp(-c_3 n) \quad \& \quad \Pr[\|G^T y\|_1 < c_2 n] \leq \exp(-c_3 n).$$

(41)
To prove this, observe that given $y$, the vector $Gy$ has iid $N(0,1)$ coordinates $\xi_i, i = 1, \ldots, n$, and thus

$$\mathbb{E}[\exp(\|G^Ty\|_1)] = \exp(c_4n), \quad \mathbb{E}[\exp(-\|G^Ty\|_1)] = \exp(-c_5n).$$

Setting $c_1 = 2c_4$, we obtain by Markov’s inequality

$$\mathbb{P}[\|G^Ty\|_1 > c_1n] \leq \exp(-c_1n)\mathbb{E}[\exp(\|G^Ty\|_1)] \leq \exp(c_4n - c_1n) = \exp(-c_4n).$$

Similarly, if $c_2 = c_5 / 2$ we get

$$\mathbb{P}[\|G^Ty\|_1 < c_2n] = \mathbb{P}[\|G^Ty\|_1 > -c_2n] \leq \exp(c_2n)\mathbb{E}[\exp(-\|G^Ty\|_1)]$$

$$\leq \exp(c_2n - c_5n) = \exp(-c_2n).$$

Finally, choosing $c_3 := \min\{c_2, c_4\}$ we obtain the desired bound (41).

Next, we want to generalize our result for fixed $y$ to hold uniformly on the unit sphere. For this, consider a minimal cardinality $\varepsilon$-net in $\|\cdot\|_2$, on the $\|\cdot\|_2$-unit $T$-dimensional sphere, that we call $\Gamma^T$. It is a well-known fact that $|\Gamma^T| \leq (c_7\varepsilon)^{-T}$.

Let $Z = GB^n_\infty$, and

$$\theta(y) := \max_{z \in Z} \langle y, z \rangle : \mathbb{R}^T \to \mathbb{R},$$

$$M := \max_{\|y\|_2=1} \theta(y),$$

$$\mu := \min_{\|y\|_2=1} \theta(y).$$

Note that $\theta(\cdot)$ is Lipschitz continuous w.r.t $\|\cdot\|_2$ with constant $M$ on $B^T_2$. We consider the event $E$ defined as

$$\forall y \in \Gamma^T_{1/2} : \|G^T y\|_1 \leq c_1n.$$

Since $|\Gamma^T_{1/2}| \leq \exp(c_8T)$, by the union bound

$$\mathbb{P}(E) \geq 1 - |\Gamma^T| \exp(-c_3n) \geq 1 - \exp(c_8T - c_3n).$$
From this, it is easy to see that on event $E$ we have $M \leq 2c_1n$. For this, let $\tilde{y}$ be a unit vector such that $\theta(\tilde{y}) = M$, and $\tilde{y}$ a point from $\Gamma^T$ with $\|\tilde{y} - \bar{y}\|_2 \leq 1/2$. By Lipschitz continuity of $\theta(\cdot)$, we have

$$\theta(\tilde{y}) \geq \theta(\bar{y}) - M\|\bar{y} - \tilde{y}\|_2 \geq M - M/2 = M/2,$$

thus, when $E$ takes place, we have

$$M \leq 2\theta(\tilde{y}) = 2\max_{z \in Z} \tilde{y}^T z = 2\max_{w \in B^g_\infty} \langle w, G^T y \rangle = 2\|G^T y\|_1 \leq 2c_1n.$$

Now let $c_9 < 1$ be such that $c_2 - 2c_9c_1 \geq c_2/2$, and let $F$ be the event

$$\forall y \in \Gamma^T_{c_9} : \|G^T y\|_1 \geq c_2n.$$

Since $|\Gamma^T_{c_9}| \leq \exp(c_{10}T)$ for properly selected $c_{10}$, by the union bound

$$\mathbb{P}[F] \geq 1 - |\Gamma^T_{c_9}| \exp(-c_3n) \geq 1 - \exp(c_{10}T - c_3n).$$

We prove now that when event $F$ takes place, we have $\mu \geq c_2n - c_9 M$. Let $\tilde{y}$ of unit norm be such that $\theta(\tilde{y}) = \mu$, and let $\tilde{y} \in \Gamma^T_{c_9}$ satisfying $\|\tilde{y} - \bar{y}\|_2 \leq c_9$. By Lipschitz continuity of $\theta(\cdot)$, we obtain

$$\theta(\tilde{y}) \leq \theta(\bar{y}) + M\|\bar{y} - \tilde{y}\|_2 \leq \mu + c_9M,$$

which implies

$$\mu + c_9M \geq \theta(\tilde{y}) = \max_{z \in Z} \langle \tilde{y}, z \rangle = \max_{w \in B^g_\infty} \langle \tilde{y}, Gw \rangle = \max_{w \in B^g_\infty} \langle w, G^T \tilde{y} \rangle = \|G^T y\|_1 \geq c_2n.$$

Observe that when both $E$ and $F$ take place, which happens with probability $1 - \exp(c_8T - c_3n) - \exp(c_{10}T - c_3n)$, the inequalities $M \leq 2c_1n$ and $\mu \geq c_2n - c_9 M \geq c_2n - 2c_1c_9n \geq c_2n/2$ are satisfied, and therefore

$$\mathbb{P}\left[ \frac{c_2n}{2} \leq \max_{z \in G B^g_\infty} \langle y, z \rangle \leq 2c_1n, \ \forall \|y\|_2 = 1 \right] \geq 1 - \exp(c_8T - c_3n) - \exp(c_{10}T - c_3n).$$
Selecting $\alpha \leq c_2/2$, we have that for any $T \leq an$ the probability above is lower bounded by $1 - 2 \exp(-c_{12}n)$, while the inequalities in the description of the event imply that

$$\frac{c_2n}{2} B_2^T \subseteq GB^n_\infty \subseteq 2c_1nB_2^T,$$

so that $\alpha nB_2^T \subseteq GB^n_\infty$ with probability $\geq 1 - 2 \exp\{-c_{12}n\}$, which is $\geq 1/2$ for large enough values of $n$. Reducing, if necessary, $\alpha$ (but keeping it positive absolute constant), we can ensure that all $n \geq 1/\alpha$ (which indeed is so whenever $1 \leq T \leq an$) are “large enough.”

The next result provides lower complexity bounds for $\ell_p/\ell_q$-settings, and crucially relies on the Lemma above.

**Theorem 2.4.3.** Let $1 \leq q \leq 2$ and $1 \leq p \leq \infty$, and let domain $X \subset \mathbb{R}^n$ contain the $p$-ball $B_p^n(R)$ of radius $R > 0$. There exists an absolute constant $\alpha \in (0, 1)$ such that for all $n, T$ with $1 \leq T \leq \alpha n$ and arbitrary local oracle $O$ for the family $\mathcal{F} = \mathcal{F}_q(\kappa, L)$, the minimax risk, taken w.r.t. $O$, of the class of problems $\mathcal{P} = (\mathcal{F}, X)$ satisfies

$$\text{Risk}_{\mathcal{F}, X, O}(T) \geq O(1) \frac{n^{\kappa(1/q - 1/p)} LR^\kappa}{[\ln n]^\kappa - 1} \frac{L R^\kappa}{T^{\frac{\kappa}{p} - 1}}. \quad (42)$$

**Proof.** First, note that by Corollary 2.3.2, it suffices to prove the result for the particular case when $L = R = 1$, which we assume from now on.

1. By Lemma 2.4.2, for properly selected absolute constant $\alpha \in (0, 1)$ and all $T, 1 \leq \alpha n$, random Gaussian $T \times n$ matrix $G$ with probability $\geq 1/2$ ensures that $\alpha nB_2^T \subseteq GB^n_\infty$. Since $B^n_\infty \subset n^{1/p} B^n_p$, we conclude that

$$\alpha n^{1/p} B_2^T \subseteq GB^n_p. \quad (43)$$

with probability $\geq 1/2$. Further, denoting by $g^T_t$ rows of $G$, we have

$$\|G\|_{\infty \rightarrow \infty} = \max_{t \leq T} \|g_t\|_{\infty} \leq n^{1/q} \max_{i,t} |G_{it}|,$$
whence, setting
\[ u = \sqrt{2 \ln(8Tn)}, \]
we get
\[
P\{\|G\|_{q \to \infty} > n^{1/q} u\} \leq P\{\max_{i,t} |G_{ij}| > u\} \leq 2Tn \frac{1}{\sqrt{2\pi}} \int_{u}^{\infty} \exp\{-s^2/2\} ds \leq 2Tn \exp\{-u^2/2\} \leq 1/4.
\]
We see that for Gaussian matrix $G$ relation (43) holds true with probability at least $1/2$, while $\|G\|_{q \to \infty} \leq n^{1/q} u$ with probability at least $3/4$. We conclude that for properly selected absolute constants $\alpha \in (0, 1)$ and $n_0$, for every $n \geq n_0$ and every $T \leq \alpha n$ there exists a matrix $\tilde{G}$ such that
\[
\|\tilde{G}\|_{q \to \infty} \leq n^{1/q} u \quad \text{and} \quad \alpha n^{1/p} B_2 \subset \tilde{G} B_2 \subset \tilde{G} X \quad \text{[}u = \sqrt{2 \ln(8Tn)}\text{]}
\]
(recall that $X$ contains $\| \cdot \|_p$-ball of radius $R$ and that we are under normalization $R = L = 1$). Setting $r = \frac{\alpha n^{1/p}}{T^{1/2}}$ and observing that $r B_2 \subset \alpha n^{1/p} B_2$, we conclude that
\[
r B_2 \subset \tilde{G} X \quad \text{and} \quad \|G\|_{q \to \infty} \leq n^{1/q} u \quad \text{[}r = \frac{\alpha n^{1/p}}{T^{1/2}}, u = \sqrt{2 \ln(8Tn)}\text{]}
\]
(44)

Now let
\[
\begin{align*}
\text{2}\text{0} \quad \text{and let } F' \text{ be the family of functions on } \mathbb{R}^n \text{ given by}
\end{align*}
\]
\[
F' = \{ \tilde{f}(x) = f(Gx) : f \in F^T(\kappa, Y) \}.
\]
It is immediately seen that $F'$ is contained in $F_q(\kappa, 1)$.

Indeed, it suffices to note that if $(E, \| \cdot \|_E)$, $(F, \| \cdot \|_F)$ are two normed Euclidean spaces, and $x \mapsto Hx$ is a linear map from $E$ to $F$, and $g$ is convex smooth function on $F$ with smoothness parameters $(\kappa, M)$ w.r.t.
∥ · ∥_F, then the function \( h(x) := g(Hx) \) is convex with smoothness parameters \((κ, M\|G\|)\):

\[
\|\nabla h(x) - \nabla h(y)\|_{E, \ast} \leq \|H^* \nabla g(Hx) - \nabla g(Hy)\|_{E, \ast}
\]

\[
\leq \|H^*\|_{F, \ast} \cdot \|x - y\|_E.
\]

Specifying \( H \) as \( \bar{G} \), \((E, \|\cdot\|_E)\) as \( \ell_q^n \) and \((F, \|\cdot\|_F)\) as \( \ell_T^\infty \), we conclude that whenever \( f \equiv g \in F_T^\infty(κ,Υ) \), it holds

\[
\tilde{f}(x) = f(\bar{G}x) \in F_q(κ, \|\bar{G}\|_{q \to \infty} Y),
\]

while \( \|\bar{G}\|_{q \to \infty} Y \leq 1 \) by (44) and the definition of \( Y \).

By Corollary 2.4.1 as applied to the class \( Q \) of problems \( \min_{u \inGX} f(u) \), \( f \in F_\infty(κ,Υ) \) equipped with the universal local oracle, taking into account that \( GX \) contains the box \( rB_T^\infty \), the \( T \)-step risk of \( Q \) admits the lower bound

\[
\text{Risk}_Q(T) \geq O(1) \frac{Υr^κ}{[\ln T]^{κ-1}T^{κ-1}} = O(1) \frac{n^{κ(\frac{1}{q} - \frac{1}{p})}}{[\ln n]^{κ-1}T^{\frac{κ}{p} - 1}}
\]

\((*)\)

It is intuitive (we prove this claim in the next paragraph) that the \( T \)-step risk, taken w.r.t. arbitrary local oracle, when solving problems from the class \((F',X)\), that is, problems which are obtained from problems belonging to \( Q \) by lifting, cannot be less than the \( T \)-step risk of \( Q \) taken w.r.t. the maximal local oracle; since the class of interest \((F,X)\) is only larger than \((F',X)\) due to \( F' \subset F \), we conclude that the right hand side in \((*)\) lower bounds the \( T \)-step risk of the class \((F,X)\), exactly as stated in (42) in the normalized case \( L = R = 1 \). The proof, modulo the above “intuitive claim,” is completed.

It remains to prove our claim about risk’s behavior under lifting. Observe, first, that the claim we intend to justify indeed needs a justification: we cannot just argue that solving “lifted” problems – those with objectives from the family \( F' \) - cannot be simpler than solving problems from \( Q \) due to the fact that the problems
from the latter family can be reduced to those from the former one; we should specify the local oracles associated with the families in question, and to ensure that lifting does not simplify problems because, e.g., the oracle for the lifted family is more informative than the oracle for the original family.

The justification here is as follows. Consider the universal local oracle (see Section 1.2.3 in the Introduction) for family \( \mathcal{Q} \). It is easy to see that this oracle induces the universal local oracle for the lifted family \( \mathcal{F}' \); with this in mind, it is immediately seen that any universal-oracle-based \( T \)-step method \( A' \) for solving problems from the family \( \mathcal{F}' \) induces a universal-oracle-based \( T \)-step method \( A \) for solving problems from the family \( \mathcal{Q} \) in such a way that the trajectory \( y^1, y^2, \ldots \) of \( A \) on a problem \( \min_{u \in \mathcal{X}} f(u) \) is linked to the trajectory \( x^1, x^2, \ldots \) of \( A' \) on the problem \( \min_{x \in \mathcal{X}} f(\hat{G}x) \) by the relation \( y^t = Gx^t \). Consequently, when the universal oracles are used, a lower bound on the \( T \)-step minimax risk of \( \mathcal{Q} \) automatically is a lower bound on the same quantity for the class \( (\mathcal{F}', \mathcal{X}) \). Finally, since the lower bound holds for the universal oracle associated with \( (\mathcal{F}', \mathcal{X}) \), it holds when the universal oracle is replaced with any local one (since the universal oracle mimics any other local oracle).

2.4.2.2 Improvements in the case \( p \leq q \leq 2 \)

While Theorem 2.4.3 covers the case of \( q \leq 2 \) and all \( p \in [1, \infty] \), in the range \( 1 \leq p \leq q \leq 2 \) it can be improved:

**Theorem 2.4.4.** Let \( 1 \leq q \leq 2 \) and \( 1 \leq p \leq q \), and let domain \( \mathcal{X} \subset \mathbb{R}^n \) contain the \( p \)-ball \( B^p_\mathcal{X}(R) \) of radius \( R > 0 \). With the same absolute constant \( \alpha \) as in Theorem 2.4.3, for all \( n, T \) such that \( 1 \leq T \leq \alpha n \), and for every local oracle \( \mathcal{O} \) for the family \( \mathcal{F} = \mathcal{F}_q(\kappa, L) \), the minimax risk, taken w.r.t. \( \mathcal{O} \), of the class of problems \( \mathcal{P} = (\mathcal{F}, \mathcal{X}) \) satisfies

\[
\text{Risk}_{\mathcal{F}, \mathcal{X}, \mathcal{O}}(T) \geq O(1) \frac{LR^\kappa}{[\ln n]^{\kappa-1}T^{\kappa/2 + \frac{1}{p} - \frac{1}{q}-1}}.
\] (45)
Proof. Under the premise of Theorem, let \( \bar{n} = \lfloor T/\alpha \rfloor \), so that \( 1 \leq T \leq \alpha \bar{n} \) and \( \bar{n} \leq n \), let \( \bar{X} \) be the orthogonal projection of \( X \) on the plane of the first \( \bar{n} \) variables, and let \( \tilde{F} \) be the family of all functions from \( \mathcal{F}_q(\kappa, L) \) which depend on the first \( \bar{n} \) variables only. Clearly, the \( T \)-step risk of the class of problems \( \bar{\mathcal{P}} = (\tilde{F}, \bar{X}) \), taken w.r.t. the universal oracle, can be only smaller than the risk in the left hand side of (45). On the other hand, the former risk clearly is exactly the same as the \( T \)-step risk of the problem class considered in Theorem 2.4.3 with \( \bar{n} \) in the role of \( n \), \( \bar{X} \) in the role of \( X \), and all other entities in the premise of Theorem 2.4.3 being the same as for Theorem 2.4.4. In view of this observation and Theorem 2.4.3, the right hand side in (42), with \( \bar{n} \) replacing \( n \), lower-bounds the risk in (45); as it is immediately seen, the bound in question is nothing but (45) (note that by construction \( T \) is within an absolute constant factor of \( \bar{n} \)). \( \square \)

Note that in the context of Theorem 2.4.3, replacing \( n \) with \( O(1)T \) is legitimate independently of whether \( p \leq q \) or \( p \geq q \); this modification, however, improves the bound only when \( p \leq q \).

2.5 Consequences

In this section we compare our new lower bounds on complexity of large-scale smooth convex optimization with upper bounds provided by existing algorithms in the \( \ell_p/\ell_q \) setting, assuming that the feasible domain \( X \) of the instances in question is \( \|\cdot\|_p \)-ball of radius \( R \). Thus, we will speak about the class \( \mathcal{P}^{n}_{p,q} \) of all convex optimization problems of the form

\[
\min_{x \in \mathbb{R}^n, \|x\|_p \leq R} f(x)
\]

with objectives \( f \) running through the family \( \mathcal{F}_q(\kappa, L) \) on \( \mathbb{R}^n \), for some fixed \( \kappa \in (1,2] \) and \( L > 0 \). We assume that the class is equipped with local oracle \( O \) which is “at least as powerful” as the first order oracle; this assumption is important as
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far as upper complexity bounds are concerned). We also will be interested in the large-scale regime – in the bounds for $T$-step risk $\text{Risk}(T)$ in the range

$$1 \leq T \leq an,$$

where $\alpha \in (0, 1)$ is the absolute constant from Lemma 2.4.2

For reader’s convenience, we reproduce here upper complexity bounds from Corollary 1.2.3 taking into account the parameter responsible for smoothness (now called $q$) in Corollary 1.2.3 was called $p$, and that what was called $R$ in Corollary 1.2.3 – the diameter of the feasible domain in the norm responsible for smoothness quantification is in our current situation the diameter of $\| \cdot \|_p$-ball of radius $R$ in $\mathbb{R}^n$ taken w.r.t. the $\| \cdot \|_q$-norm, that is, the diameter is $2Rn^{\max\left[1/q-1/p,0\right]}$. With this in mind, and taking into account that we are in the case of $T \leq O(1)n$, the upper complexity bounds from Corollary 1.2.3 now read

$$(a) 1 \leq q \leq 2 \Rightarrow \text{Risk}(T) \leq O(1) \left( \min\left[\frac{1}{q-1}, \ln(n)\right] \right)^{\kappa/2} \frac{n^{\kappa \max\left[1/q-1/p,0\right]} LR^\kappa}{T^{3^{\kappa-1}}};$$

$$(b) 2 \leq q \leq \infty \Rightarrow \text{Risk}(T) \leq O(1) \left( \min[q, \ln(n)] \right)^{\kappa} \frac{n^{\kappa \max\left[1/q-1/p,0\right]} LR^\kappa}{T^{\kappa(1+\frac{1}{q})-1}}. \quad (46)$$

2.5.1 Tightness of bounds

We are about to compare these upper complexity bounds with the lower bounds derived in this Chapter, specifically, the bounds given by Corollary 2.4.1 and Theorems 2.4.3, 2.4.4. We shall quantify the tightness by the ratios $\mathcal{R}(T)$ of the upper bounds (46) on the $T$-step risk to our lower bounds on this risk, skipping factors polynomial in $\ln(n)$ and using $\preceq$, $\approx$ and $\succeq$ instead of $\leq$, $=$ and $\leq$ to stress that the relations are within factors depending solely on $n$ and polynomial in $\ln(n)$; note in all $\approx$ and $\succeq$ to follow, the degrees of the hidden polynomial in $\ln(n)$ factors in fact do not exceed 3.
Case of $p \leq q, q \leq 2$. Here the lower bound on $T$-risk is given by Theorem 2.4.4 and reads
\[
\text{Risk}(T) \geq \frac{LR^\kappa}{T^{\kappa(\frac{3}{2} + \frac{1}{p} - \frac{1}{q})}}
\]
and the tightness of the bound satisfies
\[
\mathcal{R}(T) \leq T^{\kappa(1/p - 1/q)}.
\]

Case of $p \leq q, q \geq 2$. Here the lower bound on $T$-risk is given by Corollary 2.4.1 and reads
\[
\text{Risk}(T) \geq \frac{LR^\kappa}{T^{\kappa(1 + \frac{1}{p})}}
\]
and the tightness of the bound satisfies
\[
\mathcal{R}(T) \leq T^{\kappa(1/p - 1/q)}.
\]

Case of $p \geq q, q \leq 2$. Here the lower bound on $T$-risk is given by Theorem 2.4.3 and reads
\[
\text{Risk}(T) \geq \frac{n^{\kappa(\frac{1}{q} - \frac{1}{p})}LR^\kappa}{T^{\kappa}}
\]
and the bound is nearly tight
\[
\mathcal{R}(T) \approx 1.
\]

Case of $p \geq q, q \geq 2$. Here the lower bound on $T$-risk is given by Corollary 2.4.1 and reads
\[
\text{Risk}(T) \geq \frac{n^{\kappa(\frac{1}{q} - \frac{1}{p})}LR^\kappa}{T^{\kappa(1 + \frac{1}{q})}}
\]
and the bound is nearly tight:
\[
\mathcal{R}(T) \approx 1.
\]

2.5.2 Comments

Some comments are in order.
A. We see that as far as large-scale case is concerned, in the range $p \geq q$, our lower complexity bounds are tight within logarithmic in $n$ factor. This, in particular, implies near-optimality in this range of Nesterov’s Fast Gradient algorithm (in its version, developed in [22, Section 2.3], adjusted to convex objectives with Hölder continuous gradients and smoothness quantification taken w.r.t. $\| \cdot \|_q$-norms, $1 \leq q \leq \infty$).

B. In the case of $p = q = \infty$, the upper complexity bounds (46) can be achieved not only with the aforementioned Nesterov’s type algorithm; they are nothing but the standard upper complexity bounds of the classical Conditional Gradient algorithm originating from [11], see also [39, 10, 19, 14] and references therein. This algorithm recently has attracted a lot of attention, primarily in the Machine Learning community, due to its ability to work with “difficult geometry domains” (like nuclear norm or total variation norm balls) where the proximal first order algorithms (which form the vast majority of first order methods) become too computationally expensive\footnote{A proximal algorithm requires at every step solving an auxiliary problem of minimizing over problem’s domain the sum of a linear function and a “simple” nonlinear function (e.g., squared Euclidean norm); in contrast, the auxiliary problems arising in Conditional Gradient algorithm require minimizing over problem’s domain just a linear function. The latter problems never are more difficult (and in the “difficult geometry case” are much simpler) than the former ones.}. According to our complexity results, Conditional Gradient is nearly-optimal when minimizing smooth convex functions over high-dimensional boxes (provided that the smoothness is quantified w.r.t. $\| \cdot \|_{\infty}$-norm). To the best of our knowledge, this is the first result on near-optimality of Conditional Gradient algorithm in terms of Information-Based Complexity Theory.

C. In contrast to what happens in the range $p \geq q$, in the range $1 \leq p < q \leq \infty$ there is a substantial gap $R(T) \approx T^{\kappa(1/p-1/q)}$ between the upper and the lower complexity bounds. Our guess is that the “guilty party” here is the upper bound,
the motivation being as follows. The upper complexity bound (46) in the range $p < q$ is just independent of $p$; were this bound tight, it would mean that with fixed degree of smoothness (quantified w.r.t. the norm $\| \cdot \|_q$), minimizing smooth objectives over the unit $\| \cdot \|_q$-ball is basically as difficult as minimizing these objectives over the unit $\| \cdot \|_p$-ball with $p < q$, in spite of the fact that the second ball is “incomparably smaller” than the first one when $n$ is large. In any case, we believe that the outlined “complexity gap” deserves in-depth investigation and pose the following

**Open Problem 2.5.1.** Given $n, p < q, \kappa \in (1, 2]$, and $L > 0$, what is the worst-case oracle complexity of minimizing objectives from the family $\mathcal{F}_q(\kappa, L)$ over the unit ball of $\ell^n_p$ in the large-scale regime? Is it true that under the circumstances, the upper complexity bound (46) can be significantly improved?

A positive answer to the last question would be not just an academic achievement. Consider, e.g., problems of the form

$$\text{Opt}(A) := \min_{x \in \mathbb{R}^n : \|x\|_1 \leq 1} \frac{1}{2} \|Ax - b\|_2^2 \quad [A \in \mathbb{R}^{m \times n}]$$

(47)

which play central role in state-of-the-art sparsity-oriented signal processing. For every $q \geq 1$, the objectives here clearly belong to the family

$\mathcal{F}_q(2, \|A\|_{1,q_*}^2)$,

where $\|A\|_{1,q_*} = \max_{x \in \mathbb{R} \|x\|_1 \leq 1} \|Ax\|_{q_*}, q_* = \frac{q}{q - 1}$. Restricting ourselves to the case of $q \leq 2$ and invoking (46), we see that for every $T \leq n$, an appropriate $T$-step first order method ensures that

$$\|Ax^T - b\|_2^2 - \text{Opt}(A) \leq \frac{\|A\|_{1,q_*}^2}{T^2},$$

(48)

where $x^T = x^T(A, b)$ is the approximate solution generated by the method as applied to the instance with the data $(A, b)$; here the logarithmic in $n$ factor hidden
in $\preceq$ is independent of $T$ and does not exceed $O(1 \ln n)$. In the large-scale regime, this is the best known so far efficiency estimate for solving problems (47) by first order algorithms. According to this estimate, our abilities to solve problems (47) are the same whether we restrict the matrices $A$ to have the spectral norm at most 1 (i.e., restrict the objectives in (47) to belong to $\mathcal{F}_2(2, 1)$), or to have magnitudes of all entries not exceeding 1 (i.e., restrict the objectives in (47) to reside in $\mathcal{F}_1(2, 1)$). Indeed, in both these cases, the only guaranteed upper bound on $\|A\|_{1,q,*}$ is 1, that is, the best known efficiency estimate in both cases is

$$\|Ax^T - b\|_2^2 - \text{Opt}(A) \preceq \frac{1}{T^2}. \quad (49)$$

Were our guess expressed in the above Open Problem indeed true, it would mean that with spectral norm of $A$ in (47), the efficiency estimate (49) is essentially non-optimal. For example, were the “true complexity” in the $\ell_1/\ell_2$ setting be similar to our lower bound (which, for $p = 1, q = 2, \kappa = 2$ and $L = R = 1$, is $\approx T^{-3}$), the $T$-step risk achievable when solving problems (47) with the spectral norm of $A$ not exceeding 1 would be $\preceq T^{-3}$, which is much better than (49).

Whichever could be the answer to the above Open Problem, the problem seems to be extremely challenging, especially when the “true answer” is the one we guess, since in the existing literature, to the best of our knowledge, there is no hint on how Fast Gradient methods (and these are the methods underlying the upper bounds (46)) could be accelerated.

D. Finally, taking into account that $\ell_p^n$, as a normed space, can be viewed as the subspace of the Schatten space $\text{Sch}_p^n$ comprised of the diagonal matrices, and the restriction of an $n \times n$ matrix on its diagonal, considered as a mapping from $\text{Sch}_p^n$ onto $\ell_p^n$, is of norm 1, it is immediately seen that our lower complexity bounds for $\ell_p/\ell_r$ setting remain true when passing to the matrix analogy $\text{Sch}_p/\text{Sch}_q$ of this setting – the one with $\text{Sch}_p^n$ and $\text{Sch}_q^n$ in the roles of $\ell_p^n$ and $\ell_q^n$, respectively. As stated
in Corollary 1.2.3, in the range of smoothness parameter $p \leq 2$, the upper risk bounds from the Corollary hold true for the Schatten spaces; taking into account that the Schatten norms obey the same inequalities

$$1 \leq r \leq s \leq \infty \Rightarrow \|x\|_{\text{Sch},s} \leq \|x\|_{\text{Sch},r} \leq n^{1/r-1/s} \|x\|_{\text{Sch},s} \ \forall x \in \mathbb{R}^{n \times n}$$

as the their vector counterparts $\|\cdot\|_r$, $\|\cdot\|_s$, it follows that in the range $q \leq 2$, the upper risk bounds (46) hold true in the $\text{Sch}_p/\text{Sch}_q$ setting, we conclude that our lower complexity bounds remain intact when passing from $\ell_p/\ell_q$ setting to its matrix analogy $\text{Sch}_p/\text{Sch}_q$, and when $q \leq 2$, the same can be said about the above “tightness analysis” of the bounds.
CHAPTER III

DISTRIBUTIONAL ORACLE COMPLEXITY OF CONVEX OPTIMIZATION

3.1 Introduction

Lower complexity bounds studied in the previous chapter, together with most known results in the literature, are based on the technique of resisting oracles, namely, for a sequence of adaptive queries an adversary continuously selects a function to provide the less informative consistent answers. In this chapter we take an alternative approach, based on average-case analysis of algorithms via distributional complexity.

Our interest in this model is twofold: On the one hand, the lower bounds obtained for distributional complexity are considerably stronger than worst-case lower bounds. Conceptually, this model of computation allows algorithms to exploit the distribution of instances for accelerating average running time. However, our lower bounds show that this extra power does not give improvement over worst-case behavior. On the other hand, the distributional approach allows us to bring insights from information theory for a systematic study of oracle complexity, unifying previous approaches.

3.1.1 The approach

Our general approach to study distributional lower bounds is based on the reconstruction principle: First, an algorithm that solves problems over a distribution of instances must be capable of extracting the information of the instance solely via the oracle. Second, by the so-called chain rule we can split the information gain of
the algorithm among iterations. We establish in Lemma 3.2.1 that if the information gain is bounded by a constant \( C > 0 \) throughout iterations, then the expected number of iterations is lower bounded by the entropy of the instance divided by \( C \).

We apply the above methodology to study a *String-Guessing Problem* (SGP). This is a problem which is combinatorial in nature, and can be easily analyzed with our result, which is done in Proposition 3.3.2. Next, in Section 3.4 we provide a method to compare the complexity of different oracles for a given family of instances. This *oracle-emulation* procedure will allow us to derive distributional complexity lower bounds for local oracles for convex optimization.

From oracle emulation we provide a unified approach for the complexity of nonsmooth convex optimization over domains given by \( \ell_p \)-balls, for both low-scale and large-scale regimes. Our techniques are presented in Sections 3.5, 3.6, and 3.7. The first two show explicit emulations for a particular type of oracle – so called single-coordinate – for the low-scale and large-scale regimes, respectively. Finally, by a random perturbation of instances we can use the lower bounds for single-coordinate oracles to derive a lower bound for *arbitrary local oracles*.

In the case of the box as well as the \( \ell_p \)-ball for \( 1 \leq p \leq \infty \), our bounds show that all four complexity measures coincide, namely, high-probability, distributional, randomized, and worst-case complexity. This not only simplifies the proofs in [32] for randomized complexity, but also improves a gap between worst-case and randomized complexity, first studied by Nemirovski & Yudin ([32, 4.4.3 Proposition2]).

### 3.1.2 Notation and preliminaries

For a given oracle-based (not necessarily minimization) algorithm, we record the communication between the algorithm and the oracle. Let \( Q_t \) be the \( t \)-th query
of the algorithm and $A_t$ be the $t$-th oracle answer. Thus $\Pi_t := (Q_t, A_t)$ is the
$t$-th query-answer pair. The full transcript of the communication is denoted by $\Pi = (\Pi_1, \Pi_2, \ldots)$, and for given $t \geq 0$ partial transcripts are defined as $\Pi_{\leq t} := (\Pi_1, \ldots, \Pi_t)$ and $\Pi_{<t} := (\Pi_1, \ldots, \Pi_{t-1})$. By convention, $\Pi_{<1}$ and $\Pi_{\leq 0}$ are empty
sequences.

As we will index functions by strings, let us introduce the necessary string op-
erations. Let $s \in \{0, 1\}^*$ be a binary string, then $s \oplus (i)$ denotes the string obtained
from $s$ by flipping the $i$-th bit and deleting all bits following the $i$-th one. Let $s \sqsubseteq t$
denote that $s$ is a prefix of $t$ and $s \parallel t$ denote that neither is a prefix of the other. As a
shorthand let $s|_l$ be the prefix of $s$ consisting of the first $l$ bits. We shall write $s0$ and
$s1$ for the strings obtained by appending a 0 and 1 to $s$, respectively. Furthermore,
the empty string is denoted by $\perp$.

An important feature of families of functions that we will study in this chapter
is the packing property. For a function $f : X \to \mathbb{R}$, we define the set of $\epsilon$-minima as

$$S_\epsilon(f) := \{x \in X : f(x) < f^* - \epsilon\}.$$
Definition 3.1.1 (Packing property). A function family \( \mathcal{F} \) satisfies the packing property for an accuracy level \( \varepsilon > 0 \), if no two different members \( f, g \in \mathcal{F} \) have common \( \varepsilon \)-minima, i.e., \( S_\varepsilon(f) \cap S_\varepsilon(g) = \emptyset \).

Note that for a family \( \mathcal{F} \) satisfying the packing property with accuracy \( \varepsilon \), minimization of an unknown instance is equivalent to instance identification. This fact will allow us to use the reconstruction principle.

3.2 Information-Theoretic Lower Bounds from the Reconstruction Principle

We consider an unknown instance \( F \) that is randomly chosen from a finite family \( \mathcal{F} \) of instances. For a given algorithm querying an oracle \( O \), let \( T \) be the number of queries the algorithm asks to determine the instance. Of course, the number \( T \) may depend on the instance, as algorithms can adapt their queries according to the oracle answers (see the Introduction, Section 1.2.3, for the specific setup). However, we assume that \( T < \infty \) almost surely, i.e., we require algorithms to almost always terminate (this is a mild assumption as \( \mathcal{F} \) is finite).

Algorithms are allowed to have an error probability bounded by \( P_e \), i.e., the algorithm is only required to return the correct answer with probability \( 1 - P_e \) across all instances. The latter statement is important as both, being perfectly correct on a \( 1 - P_e \) fraction of the input and outputting garbage in \( P_e \) cases, as well as providing the correct answer for each instance with probability \( 1 - P_e \), are admissible here.

For bounded-error algorithms, the high-probability complexity is the required number of queries to produce a correct answer with probability \( 1 - P_e - \beta \). This adjustment is justified, as a wrong answer is allowed with probability \( P_e \).

Lemma 3.2.1. Let \( F \) be a random variable with finite range \( \mathcal{F} \). For a given algorithm determining \( F \) via querying an oracle, with error probability bounded by \( P_e \), suppose that
the information gain from the each oracle answer is bounded, i.e., for some constant C

\[ I[F; A_t | \Pi_{<t}, Q_t, T \geq t] \leq C, \quad t \geq 0. \]  

Then, the distributional oracle complexity of the algorithm is lower bounded by

\[ \mathbb{E}[T] \geq \frac{H[F] - H[P_e] - P_e \log |F|}{C}. \]

Moreover, for all \( t \) we have

\[ \mathbb{P}[T < t] \leq \frac{H[P_e] + P_e \log |F| + Ct}{H[F]}. \]

In particular, if \( F \) is uniformly distributed, then for \( t = \frac{\beta \log |F| - \log 2}{C} \), \( \mathbb{P}[T \geq t] = 1 - P_e - \beta. \)

**Proof.** By induction on \( t \) we will first prove the following claim

\[ I[F; \Pi] = \sum_{i=1}^{t} I[F; \Pi_i | \Pi_{<i}, T \geq i] \mathbb{P}[T \geq i] + I[F; \Pi | \Pi \leq t, T \geq t] \mathbb{P}[T \geq t]. \]  

The case \( t = 0 \) is obvious. For \( t > 0 \), note that the event \( T = t \) is independent of \( F \) given \( \Pi \leq t \), as at step \( t \) the algorithm has to decide whether to continue based solely on the previous oracle answers and private random sources. If the algorithm stops, then \( \Pi = \Pi \leq t \). Therefore,

\[ I[F; \Pi | \Pi \leq t, T \geq t] \]
\[ = I[F; \Pi, I(T = t) | \Pi \leq t, T \geq t] \]
\[ = I[F; I(T = t) | \Pi \leq t, T \geq t] + I[F; \Pi | \Pi \leq t, I(T = t), T \geq t] \]
\[ = \underbrace{I[F; \Pi | \Pi \leq t, T = t]}_{=0, \text{as } \Pi \leq t = \Pi} \mathbb{P}[T = t | T \geq t] + I[F; \Pi | \Pi \leq t, T \geq t + 1] \mathbb{P}[T \geq t + 1 | T \geq t] \]
\[ = (I[F; \Pi_{t+1} | \Pi \leq t + 1, T \geq t + 1] + I[F; \Pi | \Pi \leq t + 1, T \geq t + 1]) \mathbb{P}[T \geq t + 1 | T \geq t], \]

obtaining the identity

\[ I[F; \Pi | \Pi \leq t, T \geq t] \mathbb{P}[T \geq t] \]
\[ = (I[F; \Pi_{t+1} | \Pi \leq t + 1, T \geq t + 1] + I[F; \Pi | \Pi \leq t + 1, T \geq t + 1]) \mathbb{P}[T \geq t + 1], \]
from which the induction follows.

Now, in (51) by letting \( t \) go to infinity, \( \mathbb{P} [ T \geq t ] \) will converge to 0, while \( \mathbb{I} [ F; \Pi \mid \Pi_{\leq t}, T \geq t ] \) is bounded by \( \mathbb{H} [ F ] \), proving that

\[
\mathbb{I} [ F; \Pi ] = \sum_{i=1}^{\infty} \mathbb{I} [ F; \Pi_i \mid \Pi_{<i}, T \geq i ] \mathbb{P} [ T \geq i ] . \tag{52}
\]

Note that \( Q_i \) is chosen solely based on \( \Pi_{<i} \), and is conditionally independent of \( F \). Therefore, by the chain rule, \( \mathbb{I} [ F; \Pi_i \mid \Pi_{<i}, T \geq i ] = \mathbb{I} [ F; A_i \mid \Pi_{<i}, Q_i, T \geq i ] \). Plugging this equation into (52), we obtain

\[
\mathbb{I} [ F; \Pi ] = \sum_{i=1}^{\infty} \mathbb{I} [ F; A_i \mid \Pi_{<i}, Q_i, T \geq i ] \mathbb{P} [ T \geq i ] \leq C \sum_{i=0}^{\infty} \mathbb{P} [ T \geq i ] = C \cdot \mathbb{E} [ T ] .
\]

Finally, as the algorithm determines \( F \) with error probability at most \( \mathbb{P}_e \), Fano’s inequality \([6, \text{Theorem 2.10.1}]\) applies

\[
\mathbb{H} [ F \mid \Pi ] \leq \mathbb{H} [ \mathbb{P}_e ] + \mathbb{P}_e \log | F | . \tag{53}
\]

We therefore obtain

\[
\mathbb{H} [ F ] = \mathbb{H} [ F \mid \Pi ] + \mathbb{I} [ F; \Pi ] \leq \mathbb{H} [ \mathbb{P}_e ] + \mathbb{P}_e \log | F | + C \cdot \mathbb{E} [ T ] ,
\]

and therefore

\[
\mathbb{E} [ T ] \geq \frac{\mathbb{H} [ F ] - \mathbb{H} [ \mathbb{P}_e ] - \mathbb{P}_e \log | F |}{C},
\]

as claimed.

We will now establish concentration for the number of required queries. For this we reuse (51), the split-up of information up to query \( t \):

\[
\mathbb{I} [ F; \Pi ] = \sum_{i=1}^{t} \mathbb{I} [ F; \Pi_i \mid \Pi_{<i}, T \geq i ] \mathbb{P} [ T \geq i ] + \mathbb{I} [ F; \Pi \mid \Pi_{\leq t}, T \geq t ] \mathbb{P} [ T \geq t ]
\]

\[
= \sum_{i=1}^{t} \mathbb{I} [ F; A_i \mid \Pi_{<i}, Q_i, T \geq i ] \mathbb{P} [ T \geq i ] \leq C \sum_{i=0}^{\infty} \mathbb{P} [ T \geq i ] \leq \mathbb{H} [ F ] \mathbb{P} [ T \geq t ]
\]

\[
\leq C t + \mathbb{H} [ F ] \mathbb{P} [ T \geq t ] ,
\]
which we combine with (53):

\[
H[F] = H[F | \Pi] + I[F; \Pi] \leq H[P_e] + P_e \log |F| + Ct + H[F] P[T \geq t],
\]

and therefore

\[
P[T < t] \leq \frac{H[P_e] + P_e \log |F| + Ct}{H[F]}.
\]

Specializing to uniform distributions provides the last claim of the Lemma.

3.3 String-Guessing Problem (SGP)

For a fixed length \(M\) we consider the problem of identifying a hidden string \(S \in \{0, 1\}^M\) picked uniformly at random. The oracle \(O_S\) accepts queries for any part of the string. Formally, a query is a pair \((s, \sigma)\), where \(s\) is a string of length at most \(M\), and \(\sigma: [|s|] \to [M]\) is an embedding indicating an order of preference. The intent is to ask whether \(S_{\sigma(k)} = s_k\) for all \(k\). The oracle will reveal the smallest \(k\) so that \(S_{\sigma(k)} \neq s_k\) if such a \(k\) exists or will assert correctness of the guessed part of the string. More formally we have:

**Oracle 3.3.1 (String Guessing Oracle \(O_S\)).**

Query: A string \(s \in \{0, 1\}^{\leq M}\) and an injective function \(\sigma: [|s|] \to [M]\).

Answer: Smallest \(k \in \mathbb{N}\) so that \(S_{\sigma(k)} \neq s_k\) if it exists, otherwise EQUAL.

From Lemma 3.2.1 we can establish an expectation and high probability lower bound on the number of queries, even for bounded error algorithms. The key is that the oracle does not reveal any information about the bits after the first wrongly guessed bit, not even involuntarily.

**Proposition 3.3.2 (String Guessing Problem).** Let \(M\) be a positive integer, and \(S\) be a uniformly random binary string of length \(M\). Let \(O_S\) be the String Guessing Oracle (Oracle 3.3.1). Then for any bounded error algorithm having access to \(S\) only through \(O_S\), the expected number of queries required to identify \(S\) with error probability at most
$P_e$ is at least $[(1 - P_e)M - 1]/2$. Moreover, given $\beta > 0$ if we let $t = \frac{\beta M - \log 2}{2}$, then $\Pr [T \geq t] = 1 - P_e - \beta$, where $T$ is the number of queries.

**Proof.** We will prove the following claim by induction: At any step $t$, given the partial transcript $\Pi_{< t}$, some bits of $S$ are totally determined, and the remaining ones are still uniformly distributed. The claim is obvious for $t = 0$. Now suppose that the claim holds for some $t - 1 \geq 0$. The next query $Q_t := (s; \sigma)$ is independent of $S$ given $\Pi_{< t}$. Let us fix $\Pi_{< t}$ and $(s; \sigma)$, and implicitly condition on them until stated otherwise. We differentiate two cases.

**CASE 1:** The oracle answer is $\text{EQUAL}$. This is the case if and only if $s_\ell = S_{\sigma(\ell)}$ for all $\ell \in [|s|]$. Thus the oracle answer reveals the bits $\{S_{\sigma(\ell)} \mid \ell \in [|s|]\}$, actually determining them.

**CASE 2:** The oracle answer is $k$. This is the case if and only if $s_j = S_{\sigma(j)}$ for all $j < k$ and $s_k \neq S_{\sigma(k)}$. Thus the oracle answer reveals $\{S_{\sigma(\ell)} \mid \ell \in [k]\}$ (the $k$-th bit by flipping), determining them.

In both cases, the answer is independent of the other bits, therefore the ones among them, which are not determined by previous oracle answers, remain uniformly distributed and mutually independent. This establishes the claim for $\Pi_t$, finishing the induction.

We extend the analysis to estimate the mutual information of $S$ and the oracle answer $A_t$. We keep $\Pi_{< t}$ and $Q_t$ fixed, and implicitly assume $T \geq t$, as otherwise $Q_t$ and $A_t$ don’t exist. For readability, we drop the conditions in the computations below; all quantities are to be considered conditioned on $\Pi_{< t}, Q_t$ provided $T \geq t$.

Let $m := \mathbb{H} [S]$ be the number of undetermined bits just before query $t$. Let $K$ be the number of additionally determined bits due to query $Q_t$ and oracle answer $A_t$, hence obviously

$$\mathbb{H} [S \mid A_t] = \mathbb{E} [m - K].$$
The analysis above shows that for all \( k \geq 1 \), a necessary condition for \( K \geq k \) is that \( s_j = S_{\sigma(j)} \) for the \( k - 1 \) smallest \( j \) with \( S_{\sigma(j)} \) not determined before query \( t \) and that these \( k - 1 \) smallest \( j \) really exist. The probability of this condition is \( 1/2^{k-1} \) (or 0 if there are not sufficiently many \( j \)) and so in any case we have

\[
P[K \geq k] \leq \frac{1}{2^{k-1}}, \quad k \geq 1.
\]

Combining these statements we see that,

\[
\mathbb{I}[S; A_t] = \mathbb{H}[S] - \mathbb{H}[S | A_t] = m - \mathbb{E}[m - K]
\]

\[
= \mathbb{E}[K] = \sum_{i \in [m]} \mathbb{P}[K \geq i] \leq \sum_{i \in [\infty]} \frac{1}{2^{i-1}} = 2,
\]

with \( \Pi_{<t}, Q_t \) still fixed.

Now we re-add the conditionals, vary \( \Pi_{<t}, Q_t \), and take expectation still assuming \( T \geq t \), obtaining

\[
\mathbb{I}[S; A_t | \Pi_{<t}, Q_t, T \geq t] \leq 2
\]

where \( T \) is the number of queries. By Lemma 3.2.1 applies we obtain \( \mathbb{E}[T] \geq [(1 - P_e)M - \mathbb{H}[P_e]]/2 \geq [(1 - P_e)M - 1]/2 \) (the binary entropy is upper bounded by 1) and \( \mathbb{P}[T \geq t] = 1 - P_e - \beta \), as claimed.

### 3.4 Oracle Emulation

In this section we introduce oracle emulation, which is a special type of reduction from one oracle to another, both for the same family of instances. This reduction allows to transform algorithms based on one oracle to the other preserving their oracle complexity, i.e, the number of queries asked. The crucial result is Lemma 3.4.2, which we will apply to emulations of various convex optimization oracles by the String Guessing Oracle \( O_S \).

**Definition 3.4.1** (Oracle emulation). Let \( O_1 : Q_1 \to R_1 \) and \( O_2 : Q_2 \to R_2 \) be two oracles for the same problem. An emulation of \( O_1 \) by \( O_2 \) consists of
(i) a query emulation function \( q: Q_1 \to Q_2 \) (translating queries of \( \mathcal{O}_1 \) for \( \mathcal{O}_2 \)),

(ii) an answer emulation function \( a: Q_1 \times R_2 \to R_1 \) (translating answers back)
such that \( \mathcal{O}_1(x) = a(x, \mathcal{O}_2(q(x))) \) for all \( x \in Q_1 \).

An emulation leads to a reduction, since emulating oracles are at least as complex as the oracles they emulate.

**Lemma 3.4.2.** If there is an emulation of \( \mathcal{O}_1 \) by \( \mathcal{O}_2 \), then the oracle complexity of \( \mathcal{O}_1 \) is at least that of \( \mathcal{O}_2 \). Here oracle complexity can be worst-case, randomized, distributional, and high probability; all even for bounded-error algorithms.

**Proof.** Let \( A_1 \) be an algorithm using \( \mathcal{O}_1 \), and let \( \mathcal{O}_2 \) emulate \( \mathcal{O}_1 \). Let \( q \) and \( a \) be the query emulation function and the answer emulation function, respectively. We define an algorithm \( A_2 \) for \( \mathcal{O}_2 \) simulating \( A_1 \) as follows: Whenever \( A_1 \) asks a query \( x \) to oracle \( \mathcal{O}_1 \), oracle \( \mathcal{O}_2 \) is queried with \( q(x) \), and the simulated \( A_1 \) receives as answer \( a(x, \mathcal{O}_2(q(x))) \) (which is \( \mathcal{O}_1(x) \) by definition of the emulation). Finally, the return value of the simulated \( A_1 \) is returned.

Obviously, \( A_2 \) makes the same number of queries as \( A_1 \) for every input, and therefore the two algorithms have the same oracle complexity. This proves that the oracle complexity of \( \mathcal{O}_1 \) is at least that of \( \mathcal{O}_2 \). \( \square \)

### 3.5 Single-Coordinate Oracle Complexity for the Box

In the following we will analyze a simple class of oracles, called ‘single-coordinate’, closely mimicking the String Guessing Oracle. Later, all results will be carried over to general local oracles via perturbation in Section 3.7.

**Definition 3.5.1** (Single-coordinate oracle). A first-order oracle \( \hat{\mathcal{O}} \) is single-coordinate if for all \( x \in X \) the subgradient \( \nabla f(x) \) in its answer is the one supported on the least coordinate axis; i.e., \( \nabla f(x) = \lambda e_i \) for the smallest \( 1 \leq i \leq n \) with some \( \lambda \in \mathbb{R} \).
Choosing the smallest possible $i$ corresponds to choosing the first wrong bit by the String Guessing Oracle. Not all function families possess a single-coordinate oracle, but maximum of coordinate functions do, and single-coordinate oracles are a natural choice for them. From now on, we will denote single-coordinate oracles exclusively by $\tilde{O}$.

We establish a lower bound on the distributional and high probability oracle complexity for nonsmooth convex optimization over $[-R,+R]^n$, for single-coordinate oracles.

**Theorem 3.5.2.** Let $L,R > 0$. There exists a finite family $\mathcal{F}$ of Lipschitz continuous convex functions on the $\ell_\infty^n$-ball $B_\infty(0,R)$ with Lipschitz constant $L$ in the $\ell_\infty^n$ norm, and a single-coordinate local oracle $\tilde{O}$, such that both the distributional and the high-probability oracle complexity for finding an $\varepsilon$-minimum of a uniformly random instance is $\Omega\left(n \log \frac{LR}{\varepsilon}\right)$.

For bounded-error algorithms with error bound $P_e$, the distributional complexity is $\Omega\left((1-P_e)n \log \frac{LR}{\varepsilon}\right)$, and the high-probability complexity of level $\beta$ is $\Omega\left(\beta n \log \frac{LR}{\varepsilon}\right)$.

In the following we will restrict ourselves to the case $L = R = 1$, as the theorem reduces to it via an easy scaling argument. We start with the one dimensional case in Section 3.5.1 for a simpler presentation of the main ideas. We generalize to multiple dimensions in Section 3.5.2 by considering maxima of coordinate functions, thereby using the different coordinates to represent different portions of a string.

### 3.5.1 One dimensional case

Let $X := [-1,1]$, we define recursively a function family $\mathcal{F}$ on $X$, which is inspired by the one in [30, Lemma 1.1.1]. For an interval $I = [a,b]$, let $I(t) := a + (1+t)(b-a)/2$ denote the $t$-point on $I$ for $-1 \leq t \leq 1$, e.g., $I(-1)$ is the left end point of $I$, and $I(+1)$ is the right end point, and $I(0)$ is the midpoint. Let $I[t_1,t_2]$ denote the subinterval $[I(t_1),I(t_2)]$. The family $\mathcal{F} = \{f_s\}_s$ will be indexed by binary strings
s of length $M$, where $M \in \mathbb{N}$ depends on the accuracy and will be chosen later. It is convenient to define $f_s$ also for shorter strings, as we proceed by recursion on the length of $s$. We also define intervals $I_s$ and breakpoints $b_l$ of the range of the functions satisfying the following properties:

(F-1) The interval $I_s$ has length $2 \cdot (1/4)^{|s|}$.

**Motivation:** allow a strictly nesting family.

(F-2) If $s \parallel t$, then $\text{int}(I_s) \cap \text{int}(I_t) = \emptyset$. If $t \subseteq s$, we have $I_s \subseteq I_t$ (the $I_s$ are nested intervals).

**Motivation:** instances can be distinguished by its associated intervals. Captures packing property.

(F-3) $f_s \geq f_{s|l}$ with $f_s(x) = f_{s|l}(x)$ if $x \in [-1, 1] \setminus \text{int}(I_{s|l})$.

**Motivation:** long prefix determines much of the function.

(F-4) The function $f_s$ restricted to the interval $I_s$ is of the form

$$f_s(x) = b_{|s|} - 2^{-3|s|} + 2^{-|s|}|x - I_s(0)|, \quad x \in I_s,$$

where $b_{|s|} = f_s(I_s(-1)) = f_s(I_s(+1))$ is the function value on the endpoints of $I_s$. This is symmetric on $I_s$ as $I_s(0)$ is the midpoint of $I_s$.

**Motivation:** recursive structure: repeat absolute value function on small intervals.

(F-5) For $t \subseteq s$, we have $f_s(x) < b_{|t|}$ if and only if $x \in \text{int}(I_t)$.

**Motivation:** level sets encode substrings.

**Construction of the function family**

We start with the empty string $\bot$, and define $f_\bot(x) := |x|$ and $I_\bot := [-1, 1]$. In particular, $b_0 = 1$. The further $b_k$ we define via the recursion $b_{k+1} := b_k - 2 \cdot (1/4)^{k+1} \cdot 2^{-k}$. 
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Given \( f_s \) and \( I_s \), we define \( f_{s0} \) and \( I_{s0} \) to be the right modification of \( f_s \) via

\[
I_{s0} := I_s \left[ -\frac{1}{2}, 0 \right] \\
f_{s0}(x) := \begin{cases} 
    b_{|s|+1} - 2^{-3(|s|+1)} + 2^{-|s|-1} \left| x - I_s \left( -\frac{1}{4} \right) \right|, & \text{if } x \in I_s \left[ -\frac{1}{2}, 1 \right] \\
    f_s(x), & \text{otherwise.}
\end{cases}
\]

**Figure 2:** Right modification on the left side: the solid normal line is before the modification, the solid thick line after it. On the right side: right modification is the solid thick line; left modification is the dotted line.

Similarly, the left modification \( f_{s1} \) of \( f_s \) is the reflection of \( f_{s0} \) with respect to \( I_s(0) \), and \( I_{s1} \) is the reflection of \( I_{s0} \) with respect to \( I_s(0) \), i.e.,

\[
I_{s1} := I_s \left[ 0, \frac{1}{2} \right] \\
f_{s1}(x) := \begin{cases} 
    b_{|s|+1} - 2^{-3(|s|+1)} + 2^{-|s|-1} \left| x - I_s \left( \frac{1}{4} \right) \right|, & \text{if } x \in I_s \left[ -1, \frac{1}{2} \right] \\
    f_s(x), & \text{otherwise.}
\end{cases}
\]

Observe that \( I_{s0}, I_{s1} \subseteq I_s \) and \( \text{int}(I_{s0}) \cap \text{int}(I_{s1}) = \emptyset \).

This finishes the definition of the \( f_s \). Clearly, these functions are convex and Lipschitz continuous with Lipschitz constant 1, satisfying (F-1)–(F-5).

We establish the packing property for \( \mathcal{F} \).

**Lemma 3.5.3.** The family \( \mathcal{F} \) satisfies the packing property for \( M = \left\lfloor (1/3) \log(1/\epsilon) \right\rfloor \).

**Proof.** Note that \( f_S \) has its minimum at the midpoint of \( I_s \), and the function value at the endpoints of \( I_S \) are at least \( (1/2)^{3M} \geq \epsilon \) larger than the value at the midpoint.
Therefore every \( \varepsilon \)-optimal solution lies in the interior of \( I_s \), i.e., \( S_\varepsilon(f_s) \subseteq \text{int}(I_s) \). Therefore by (F-2) the \( S_\varepsilon(f_s) \) are pairwise disjoint.

In the following \( F \in \mathcal{F} \) will be an instance picked uniformly at random. The random variable \( S \) will be the associated string of length \( M \) so that \( F = f_S \) and \( S \) is also distributed uniformly.

**Reduction to the String Guessing Problem**

We will now provide an oracle for family \( \mathcal{F} \) that can be emulated by the String Guessing Oracle. As a first step, we relate the query point \( x \) with the indexing strings of the functions. At a high level, the lemma below shows the existence of a prefix of the unknown string determining most of the local behavior of the function at a given query point. From this we will prove in Lemma 3.5.5 that the oracle answer only reveals this prefix.

**Lemma 3.5.4.** Let \( x \in [-1, +1] \) be a query point. Then there is a non-empty binary string \( s \) with \( l := |s| \leq M \) with the following properties.

(i) \( f_{s \oplus (1)}(x) \geq b_1 > f_{s \oplus (2)}(x) \geq \cdots \geq b_{l-1} > f_{s \oplus (l)}(x) \geq f_s(x) \). If \( l < M \) then also \( f_s(x) \geq b_l \).

(ii) Every binary string \( t \) of length \( M \) has a unique prefix \( p \) from \( \{s \oplus (1), \ldots, s \oplus (l), s\} \).

Moreover, \( f_t(x) = f_p(x) \).

**Proof.** Let \( s_0 \) be the longest binary string of length less than \( M \), such that \( x \) lies in the interior of \( I_{s_0} \). We choose \( s \) to be the one of the two extensions of \( s_0 \) by 1 bit, for which \( f_s \) has the smaller function value at \( x \) (if the two values are equal, then either extension will do). Let \( l := |s| \), thus \( f_{s \oplus (l)}(x) \geq f_s(x) \).

Note that by the choice of \( s_0 \), the point \( x \) is not an interior point of \( I_s \) unless \( l = M \). By (F-2) the point \( x \) is neither an interior point of any of the \( I_{s \oplus (1)}, \ldots, I_{s \oplus (l)} \).

To prove (ii) let \( t \) be any binary string of length \( M \). The existence and uniqueness of a prefix \( p \) of \( t \) from the set \( \{s \oplus (1), \ldots, s \oplus (l), s\} \) is clear. In particular, unless
\( p = t = s \) and \( l = M \), the point \( x \) is not an interior point of \( I_p \), hence \( f_t(x) = f_p(x) \) follows from (F-3). When \( p = t \), then \( f_t(x) = f_p(x) \) is obviously true.

Now we prove (i). Recall that \( f_{s \oplus l}(x) \geq f_s(x) \) by the choice of \( s \). First, if \( l < M \) then \( x \notin \text{int}(I_s) \) by choice, hence \( f_s(x) \geq b_l \) by (F-5). Second, let us prove \( f_{s \oplus l}(x) \geq b_l > f_{s \oplus (l+1)}(x) \) for all \( i \leq l \). As \( x \notin \text{int}(I_{s \oplus l}) \), by (F-5) we have \( f_{s \oplus l}(x) \geq b_l \). Finally, since \( x \in \text{int}(I_{s_l}) \) and \( s_l \subseteq s \oplus (l+1) \), again by (F-5) we get \( f_{s \oplus (l+1)}(x) < b_l \).

Our construction of instances encodes prefixes in level sets of the instance. The previous lemma indicates that algorithms in this case need to identify a random string, where the oracle reveals prefixes of such string. The following lemma formally shows an emulation by the String Guessing Oracle.

**Lemma 3.5.5.** There is a single-coordinate local oracle \( \tilde{O} \) for the family \( F \) above, which is emulated by the String Guessing Oracle \( O_S \) on strings of length \( M \).

**Proof.** We define the emulation functions first, as they determine the emulated oracle \( \tilde{O} \). Let \( x \in [-1, 1] \) and \( s \) the string from Lemma 3.5.4. We define the query emulation function as \( q(x) := (s, \text{id}) \). Moreover, let \( l = |s| \).

Now we need to emulate the oracle answer. From Lemma 3.5.4(ii) there exists a prefix \( P \) of \( S \) such that \( f_S(x) = f_P(x) \). We define the following function \( p \) of the \( O_S \) oracle answer

\[
p(x, \text{EQUAL}) := s,
\]

\[
p(x, k) := s_{\oplus(k)}.
\]

Note that \( P = p(x, O_S(q(x))) \). We claim that \( p \) depends on \( f_S \) only locally around \( x \). First, if \( f_S(x) < f_{s \oplus l}(x) \) then by Lemma 3.5.4(i) \( f_S(x) \) determines \( P \) (and thus \( p \)). Otherwise, depending on whether \( f_S \) is increasing or decreasing around \( x \), we can determine if \( P_l = s_l \).
Since \( f_S(x) = f_P(x) \) and \( f_S \geq f_P \), a valid oracle answer to the query point \( x \) is \( f_P(x) \) as function value and a subgradient \( \nabla f_P(x) \) of \( f_P \) at \( x \) as \( \nabla f_S(x) \). Therefore we define the answer emulation as \( a(x, R) := (f_P(x, R)(x), \nabla f_P(x, R)(x)) \). This provides a single-coordinate local oracle \( \tilde{O} \) for the family \( \mathcal{F} \) (the single-coordinate condition is trivially satisfied when \( n = 1 \)) that can be emulated by the String Guessing Oracle \( O_S \).

The previous lemma together with Lemma 3.4.2 leads to a straightforward proof of Theorem 3.5.2 in the one dimensional case.

**Proof of Theorem 3.5.2** for \( n = 1 \). Let \( A \) be a black box optimization algorithm for \( \mathcal{F} \) accessing the oracle \( \tilde{O} \). As \( \mathcal{F} \) satisfies the packing property by Lemma 3.5.3, in order to find an \( \varepsilon \)-minimum the algorithm \( A \) has to identify the string \( s \) defining the function \( f = f_s \) (and from an \( \varepsilon \)-minimum the string \( s \) can be recovered).

Let \( F = f_S \) be the random instance chosen with uniform distribution. Together with the emulation defined in Lemma 3.5.5, algorithm \( A \) solves the String Guessing Problem for strings of length \( M \), hence requiring at least \( \left[(1 - P_e)M - 1\right]/2 \) queries in expectation with error probability at most \( P_e \) by Proposition 3.3.2. Moreover, with probability \( 1 - P_e - \beta \), the number of queries is at least \( \Omega(\beta M) \). This proves the theorem for \( n = 1 \) by the choice of \( M \).

**3.5.2 Multidimensional case**

**Construction of function family**

In the general \( n \)-dimensional case the main difference is using a larger indexing string. Therefore we choose \( M = \lfloor(1/3) \log(1/\varepsilon)\rfloor \), and consider \( n \)-tuples \( s_1, \ldots, s_n \) of binary strings of length \( M \) as indexing set for the function family \( \mathcal{F} \), and define the member functions via

\[
    f_{s_1, \ldots, s_n}(x_1, \ldots, x_n) := \max_{i \in [n]} f_{s_i}(x_i),
\]

(54)
where the $f_{s_i}$ are the functions from the one dimensional case. This way, the size of $F$ is $2^{nM}$. Note that as the $f_{s_i}$ are 1-Lipschitz, the $f_{s_1,\ldots,s_n}$ are 1-Lipschitz in the $\ell_\infty$ norm, too. We prove that $F$ satisfies the packing property.

**Lemma 3.5.6.** The family $F$ above satisfies the packing property for $M = \lceil (1/3) \log(1/\varepsilon) \rceil$.

**Proof.** As the minimum values of all the one dimensional $f_{s_i}$ coincide, obviously the set of $\varepsilon$-minima of $f_{s_1,\ldots,s_n}$ is the product of its components:

$$S_\varepsilon(f_{s_1,\ldots,s_n}) = \prod_{i\in[n]} S_\varepsilon(f_{s_i}).$$

Hence the claim reduces to the one dimensional case, proved in Lemma 3.5.3.

Let $S = (S_1,\ldots,S_n)$ denote the tuple of strings indexing the actual instance, hence the $S_i$ are mutually independent uniform binary strings; and let $F = f_{s_1,\ldots,s_n}$.

**Reduction to the String Guessing Problem**

We argue as in the one dimensional case, but now the string for the String Guessing Oracle is the concatenation of the strings $S_1,\ldots,S_n$, and therefore has length $nM$.

**Lemma 3.5.7.** There is a single-coordinate oracle $\tilde{O}$ for family $F$ that can be emulated by the String Guessing Oracle $O_S$ with associated string the concatenation of the $S_1,\ldots,S_n$.

Before proving the result, let us motivate our choice for the first-order oracle. The general case arises from an interleaving of the case $n = 1$. As we have seen in the proof of Lemma 3.5.5 for $n = 1$ querying the first-order oracle leads to querying prefixes. By (F-3), if $S$ is the string defining the function $f_S$, then for any prefix $S'$ of $S$ we have $f_{S'} \leq f_S$; this gives a lower bound on the unknown instance. By querying a point $x$ we obtain such a prefix with the additional property $f_{S'}(x) = f_S(x)$, which localizes the minimizer in an interval, and thus provides an upper bound on its value.
Now, for general \( n \) we want to upper bound the maximum as well by prefixes of the hidden strings. In particular, there is no use to querying any potential prefixes \( u \) for coordinate \( i \) such that \( f_u(x_i) \) is strictly smaller than the candidate maximum; they are not revealed by the oracle.

The query string for the String Guessing Oracle now arises by interleaving the query strings for each coordinate. In particular, if we restrict the query string to the substring consisting only of prefixes for a specific coordinate \( i \), then these sub-strings should be ordered by \( \sqsubseteq \), which is precisely the ordering we used for the case \( n = 1 \) as a necessary condition. Thus, a natural way of interleaving these query strings is by their objective function value. Moreover, refining this order by the lexicographic order on coordinates will induce a single-coordinate oracle.

**Proof.** Let \( x = (x_1, \ldots, x_n) \) be a query point. For a family of strings \( \{S_i\}_i \) regard \( S \) as their concatenation, and for notational convenience let \( S_{i,h} \) denote the \( h \)-th bit of \( S_i \). Applying Lemma 3.5.4 to each coordinate \( i \in [n] \), there is a number \( l_i \) and a string \( s_i \) of length \( l_i \) associated to the point \( x_i \).

We define the confidence order \( \prec \) of labels \( (i, h) \) with \( i \in [n] \) and \( h \in [l_i] \) as the one induced by the lexicographic order on the pairs \( (−f_{s_i} ⊕ (h_i), i) \) i.e.,

\[
(i_1, h_1) \prec (i_2, h_2) \iff \begin{cases} 
    f_{s_{i_1}}(x_i) > f_{s_{i_2}}(x_i) \\
    f_{s_{i_1}}(x_i) = f_{s_{i_2}}(x_i) \land i_1 \leq i_2.
\end{cases}
\]

We restrict to the labels \( (i, h) \) with \( f_{s_i} ⊕ (h_i)(x_i) \geq \max_{j \in [n]} f_{s_j}(x_j) \) (there is no use to query the rest of labels, as pointed out above). Let \( (i_1, h_1), \ldots, (i_k, h_k) \) be the sequence of these labels in \( \prec \)-increasing confidence order. Let \( t \) be the string of length \( k \) with \( t_m = s_{i_m,h_m} \) for all \( m \in [k] \). We define the query emulation as \( q(x) = (t, \sigma) \) with \( \sigma_m := (i_m, h_m) \).

Now, when queried with this string the String Guessing Oracle returns the index of the first mismatch. This string corresponds to a prefix of \( S \) (in the order
given by \( \prec \). To be precise, we define a coordinate \( j \) and a prefix \( p \) as helper functions in \( x \) and the oracle answer for the answer emulation \( a \) (with the intent of having \( f_S(x) = f_p(x_j) \) and \( p \) a prefix of \( S_j \)). If the oracle answer is \texttt{EQUAL}, then we choose \( j = i_k \), and set \( p := s_j|_{h_k} \). If the oracle answer is a number \( m \) then we set \( j := i_m \) and \( p := s_j \oplus h_m \).

Analogously as in the proof of Lemma \ref{lem:oracle}, both \( p \) and \( j \) depend only on \( x \) and on the local behavior of \( f_S \) around \( x \). Moreover, it is easy to see that \( f_S(x) = f_p(x_j) \) and \( f_S(y) \geq f_{S_j}(y_j) \geq f_p(y_j) \) for all \( y \), which means that \( \nabla f_p(x_j)e_j \) is a subgradient of \( f_S \) at \( x \).

We now define the answer emulation

\[
a(x, R) = (f_p(x, R)(x_j(x, R)), \nabla f_p(x, R)(x_j(x, R))e_j(x, R)),
\]

and thus the oracle \( \tilde{O}(x) = a(x, O_S(q(x))) \) is a first-order local oracle for the family \( \mathcal{F} \) that can be emulated by the String Guessing Oracle. Finally, the single-coordinate condition is satisfied from the confidence order of the queries, which proves our result.

We are ready to prove Theorem \ref{thm:oracle}.

**Proof of Theorem \ref{thm:oracle}** The proof is analogous to the case \( n = 1 \). However, by the emulation via Lemma \ref{lem:oracle} we solve the String Guessing Problem for strings of length \( nM \). Thus by Proposition \ref{prop:oracle} we obtain the claimed bounds the same way as in the case \( n = 1 \).

\section{Single-Coordinate Oracle Complexity for \( \ell_p \)-Balls}

In this section we examine the complexity of convex nonsmooth optimization on the unit ball \( B_p(0, 1) \) in the \( \ell_p^n \) norm for \( 1 \leq p < \infty \). Again, we restrict our analysis to the case of single-coordinate oracles. We distinguish the large-scale case (i.e., \( \varepsilon \geq 1/n^{\max\{p,2\}} \)), and low-scale case (i.e., \( \varepsilon \leq n^{-1/\max\{p,2\}} - \gamma \), for fixed \( \gamma > 0 \).
3.6.1 Large-scale case

**Theorem 3.6.1.** Let \( 1 \leq p < \infty \) and \( \varepsilon \geq 1/\sqrt{n} \). There exists a finite family \( \mathcal{F} \) of convex Lipschitz continuous functions in the \( \ell_n^p \) norm with Lipschitz constant 1 on the \( n \)-dimensional unit ball \( B_p(0, 1) \), and a single-coordinate local oracle \( \tilde{O} \) for \( \mathcal{F} \), such that both the distributional and the high-probability oracle complexity of finding an \( \varepsilon \)-minimum under the uniform distribution are \( \Omega \left( 1/\varepsilon^{\max\{p, 2\}} \right) \).

For bounded-error algorithms with error probability at most \( P_e \), the distributional complexity is \( \Omega \left( \left( 1 - P_e \right)/\varepsilon^{\max\{p, 2\}} \right) \), while the high probability complexity of level \( \beta \) is \( \Omega \left( \beta/\varepsilon^{\max\{p, 2\}} \right) \).

**Remark 3.6.2 (The case \( p = 1 \)).** For \( p = 1 \), the lower bound can be improved to \( \Omega \left( \frac{\ln n}{\varepsilon^2} \right) \) by a nice probabilistic argument, see [32, Section 4.4.5.2].

As in the previous section, we will construct a single-coordinate oracle that can be emulated by the String Guessing Oracle. As the lower bound does not depend on the dimension, we shall restrict our attention to the first \( M = \Omega(1/\varepsilon^{\max\{p, 2\}}) \) coordinates. For these coordinates, it will be convenient to work in an orthogonal basis of vectors with maximal ratio of \( \ell_p \) norm and \( \ell_2 \) norm, to efficiently pack functions in the \( \ell_p \)-ball. For \( p \geq 2 \) the standard basis vectors \( e_i \) already have maximal ratio, but for \( p < 2 \) it requires a basis of vectors with all coordinates of all vectors being \( \pm 1 \), see Figure 3. In particular, in our working basis the \( \ell_p \) norm might look different than in the standard basis. We shall present the two cases
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**Figure 3:** Unit vectors of maximal \( \ell_p \) norm together with the unit Euclidean ball in gray and the unit \( \ell_p \)-ball in black.

uniformly, keeping the differences to a bare minimum.
The exact setup is as follows. Let \( r := \max\{p, 2\} \) for simplicity. We define \( M \) and the working basis for the first \( M \) coordinates, such that the coordinates as functions will have Lipschitz constant at most 1.

**Case 1:** \( 2 \leq p < \infty \). We let \( M := \left\lfloor \frac{1}{e^p} \right\rfloor - 1 \). The working basis is chosen to be the standard basis.

**Case 2:** \( 1 \leq p < 2 \). Let \( l \) be the largest integer with \( 1/e^2 > 2^l \), and define \( M := 2^l \). Since \( \epsilon \geq 1/n^2 \), obviously \( M < 1/e^2 \leq n \). In the standard basis, the space \( \mathbb{R}^2 \) has an orthogonal basis of \( \pm 1 \) vectors, e.g., \((1, 1)\) and \((1, -1)\). Taking \( l\)-fold tensor power, we obtain an orthogonal basis of \( \mathbb{R}^M \) consisting of \( \pm 1 \) vectors \( v_i \) in the standard basis. We shall work in the scaled orthogonal basis \( \xi_i := v_i / \sqrt{M} \). Note that the coordinate functions have Lipschitz constant at most 1, as \( \langle \xi_i, x \rangle \leq \|\xi_i\|_p \|x\|_p \) for all \( x \), and \( \|\xi_i\|_p = 1 \).

Clearly in both cases, \( M \leq n \) and \( M = \Omega(1/e^\epsilon) \), but \( M < 1/e^\epsilon \). From now on, we shall use \( \|\cdot\|_p \) for the \( p \) norm in the original basis, and \( \|\cdot\|_2 \) for the 2 norm in the working basis. Note that \( \|x\|_p \leq \|x\|_2 \) if \( p < 2 \).

**Construction of function family**

We define our functions \( f_s : B_p(0, 1) \to \mathbb{R} \) as maximum of (linear) coordinate functions:

\[
    f_s(x) = \max_{i \in [M]} s_i x_i,
\]

where the \( x_i \) are the coordinates of \( x \) in our working basis.

We parameterize the family \( \mathcal{F} = \{f_s : s \in \{-1,+1\}^M\} \) via sequences \( s = (s_1, \ldots, s_M) \) of signs \( \pm 1 \) of length \( M \). By the above this family satisfies the requirements of Theorem 3.6.1. We establish the packing property for \( \mathcal{F} \).

**Lemma 3.6.3.** The family \( \mathcal{F} \) satisfies the packing property.
Proof. Let \( x = (x_1, \ldots, x_n) \) be an \( \varepsilon \)-minimum of \( f_s \). We compare it with
\[
x^* := \left( -\frac{s_1}{\sqrt{M}}, \ldots, -\frac{s_M}{\sqrt{M}}, 0, \ldots, 0 \right).
\]
Recall that \( r = \max\{p, 2\} \). The vector \( x^* \) lies in the unit \( L^p \)-ball. This is obvious for \( p \geq 2 \), while for \( p < 2 \) this follows from \( \|x^*\|_p \leq \|x^*\|_2 = 1 \).

Therefore, as \( M < 1/\varepsilon^r \), we obtain for all \( i \in [M] \)
\[
s_i x_i \leq f_s(x_1, \ldots, x_n) \leq f_s^* + \varepsilon \leq f_s(x^*) + \varepsilon = -\frac{1}{\sqrt{M}} + \varepsilon < 0,
\]
i.e., \( s_i = -\text{sign}(x_i) \). Hence every \( \varepsilon \)-minimum \( x \) uniquely determines \( s \), proving the packing property. \( \square \)

Let \( F \in \mathcal{F} \) be chosen uniformly at random, and let \( S \) be the associated string of length \( M \) so that \( F = f_S \) and thus \( S \in \{-1, +1\}^M \) is uniformly distributed.

Reduction to the String Guessing Problem

The main idea is that the algorithm learns solely some entries \( S_i \) of the string \( S \) from an oracle answer.

Lemma 3.6.4. There is a single-coordinate local oracle \( \hat{O} \) that can be emulated by the String Guessing Oracle \( O_{S} \).

Proof. To better suit the present problem, we now use \( \pm 1 \) for the values of bits of strings.

Given a query \( x \), we introduce an ordering \( \prec \) on the set of coordinates \( \{1, 2, \ldots, M\} \): we map each coordinate \( i \) to the pair \((-|x_i|, i)\), and take the lexicographic order on these pairs, i.e.,
\[
i_1 \prec i_2 \iff \begin{cases} |x_{i_1}| > |x_{i_2}| & \text{or} \\ |x_{i_1}| = |x_{i_2}| & \land i_1 \leq i_2. \end{cases}
\]
Let \( \sigma(1), \ldots, \sigma(k) \) be the indices \( i \in [M] \) put into \( \prec \)-increasing order with \( k \) the minimum between \( M \) and the \( \prec \)-first \( i \) s.t. \( x_i = 0 \). Let \( s \) be the string of length \( k \)
with $s_j = -\text{sign} x_{\sigma(j)}$. If $x_{\sigma(k)} = 0$, we put $s_k = +1$. (The value $-1$ would also do.)

The query emulation $q$ is defined via $q(x) := (s, \sigma)$.

We now define helper functions $J$ and $p$ in $x$ and a query of $\mathcal{O}_S$. We set

$$J(x, \text{EQUAL}) := k, \quad p(x, \text{EQUAL}) := s_k, \quad J(x, j) := j, \quad p(x, j) := -s_j.$$ 

For the remainder of the proof we drop the arguments of these functions and simply write $J$ and $p$ instead of $J(x, \mathcal{O}_S(q(x)))$ and $p(x, \mathcal{O}_S(q(x)))$, respectively to ease readability.

Actually, $J$ is the $\prec$-smallest index $j$ with $f_S(x) = S_j x_j$. If $j \neq \sigma(k)$ then $p = S_j$; in the case $J = \sigma(k)$, the value of $p$ is $+1$ if $f_S$ is partially locally increasing in $x$ in the $J$-th coordinate, and it is $-1$ if it is decreasing. In other words, $J$ and $p$ are local. Moreover, $f_S(x) = px_J$ and $f_S(y) \geq py_J$ for all $y$, therefore $pe_J$ is a subgradient of $f_S$ at $x$.

We define the query emulation $a$ via $a(x, R) := (p(x, R)x_{j(x,R)}, p(x, R)e_{j(x,R)})$. Oracle $\tilde{O}$ is defined by the emulation $\tilde{O}(x) := a(x, \mathcal{O}_S(q(x)))$, which is clearly single-coordinate. Thus $\tilde{O}(x)$ is a valid answer to query $x$.

We are ready to prove Theorem 3.6.1

**Proof of Theorem 3.6.1** The proof is analogous to the proof of Theorem 3.5.2. Given the oracle $\mathcal{O}$ in Lemma 3.6.4, every black box algorithm $A$ having access to this oracle solves the String Guessing Problem for strings of length $M = \Theta(1/\epsilon_{\text{max}}^{p/2})$ using the String Guessing Oracle only. Hence the claimed lower bounds are obtained by Proposition 3.3.2.

**3.6.2 The low-scale case: reduction to the box case**

We show that for small accuracies, the $\ell_p$-ball lower bound follows from Theorem 3.5.2. Before we establish this result, let us observe that for technical reasons the optimal lower bound when $1 \leq p < 2$ will be postponed until Section 3.7.
Proposition 3.6.5. Let $1 \leq p < \infty$, and $\varepsilon \leq n^{-\frac{1}{p} - \gamma}$ with $\gamma > 0$. There exists a family $\mathcal{F}$ of convex Lipschitz continuous functions in the $\ell_p$ norm with Lipschitz constant 1 on the $n$-dimensional unit Euclidean ball $B_p(0,1)$, and a single-coordinate oracle for family $\mathcal{F}$, such that both the distributional and the high-probability oracle complexity of level $\beta$ of finding an $\varepsilon$-minimum under the uniform distribution is $\Omega(\beta n \log \frac{1}{\varepsilon})$.

For algorithms with error probability at most $P_e$, the distributional complexity is $\Omega((1 - P_e)n \log \frac{1}{\varepsilon})$ and the high probability complexity of level $\beta$ is $\Omega(\beta n \log \frac{1}{\varepsilon})$.

Proof. The proof is based on a rescaling argument.

We have $[-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}]^n \subseteq B_p(0,1)$ and thus by Theorem 3.5.2 there exists a family of convex Lipschitz continuous functions with Lipschitz constant 1 (in the $\ell_\infty$ norm, therefore also in the $\ell_p$ norm), and a single-coordinate oracle for $\mathcal{F}$, with both distributional oracle complexity and high-probability oracle complexity $\Omega\left(n \log \frac{1}{\varepsilon \sqrt{n}}\right) = \Omega\left(n \log \frac{1}{\varepsilon}\right)$ for large $n$, where the last equality follows from the fact that for $\varepsilon \leq n^{-1/p - \gamma}$ with $\gamma > 0$ we have $\varepsilon \sqrt{n} \leq \varepsilon^{1/p + \gamma}$.

For the case of the $\ell_p$-ball with $1 \leq p < \infty$, we thus close the gap exhibited in Figure 1 for arbitrary small but fixed $\gamma > 0$.

Remark 3.6.6 (Understanding the dimensionless speed up in terms of entropy). The observed (dimensionless) performance for the $\ell_p$-ball, for $2 \leq p < \infty$, has a nice interpretation when comparing the total entropy of the function families. Whereas in the unit box we could pack up to roughly $2^{n \log \frac{1}{\varepsilon}}$ instances with nonintersecting $\varepsilon$-solutions, we can only pack roughly $2^{1/\varepsilon^p}$ into the $\ell_p$-ball. This drop in entropy alone can explain the observed speed up.

We give some intuition by comparing the volume of the unit box with the volume of the inscribed unit $\ell_p$-ball. Suppose that there are $K_n \approx 2^{n \log 1/\varepsilon}$ ‘equidistantly’ packed instances in the box; this number is roughly the size of the function
family used above. Intersecting with the $\ell_p$-ball, see Figure 4 for an illustration,
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Figure 4: Equidistantly packed points with a neighbourhood in a ball and a box. The number of points in each is proportional to its volume.

we end up with roughly $K_n V_n$ instances, where $V_n = (2\Gamma(1/p + 1))^n / \Gamma(n/p + 1)$ is the volume of the unit ball. For the boundary case $\epsilon = 1/\sqrt{n}$:

$$H[F] \approx \log K_n V_n$$

$$\approx n \log n^{1/p} + n \left( \frac{1}{p} \log \frac{n}{p} - \frac{1}{p} + \log \sqrt{2\pi} \right) - \left( \frac{n}{p} \log \frac{n}{p} - \frac{n}{p} + \log \sqrt{2\pi} \right)$$

$$\approx n \left( 1 + \log \sqrt{2\pi} \right) \approx \frac{1 + \log \sqrt{2\pi}}{\epsilon^p},$$

i.e., the entropy of the function family in the ball drops significantly, being in line with the existence of fast methods in this case.

### 3.7 Lower Complexity Bounds for Arbitrary Local Oracles

We extend our results in Sections 3.5 and 3.6 to arbitrary local oracles. The key observation is that for query points where the instance is locally linear any local oracle reduces to the single-coordinate oracle studied in previous sections. Thus, we can prove lower bounds by perturbing our instances in such a way that we avoid singular\(^1\) query points with probability one.

We present full proofs for expectation (distributional) lower bounds, however

\(^1\)In our framework, singular points are defined as the ones where a subgradient depends on more than one bit encoding the instance. This coincides with points of nonsmoothness in the large-scale case, but in the box case there is a more subtle property, see Lemma 3.7.5.
observe that lower bounds w.h.p. (and with bounded error) follow analogous arguments by averaging on conditional probabilities, instead of conditional expectations.

Before going into the explicit constructions, we show a result showing that the \textit{universal oracle} (see Introduction, Section \ref{sec:universal}) emulates any local oracle. We remind the reader that the universal oracle $\mathcal{O}$ is defined by the property: for query $x \in \mathbb{R}^n$, $\mathcal{O}_f(x)$ is the family of functions $g \in \mathcal{F}$ such that there exists a neighborhood around $x$ (possibly depending on $g$) where $f = g$. From the following lemma, it suffices to show lower bounds on $\mathcal{O}$ to deduce lower bounds for arbitrary local oracles.

\textbf{Lemma 3.7.1.} Let $\mathcal{F}$ be a finite family of functions. Then the universal oracle $\mathcal{O}$ is such that any local oracle $\mathcal{O}'$ can be emulated by $\mathcal{O}$

\textit{Proof.} Let $\mathcal{O}'$ be any local oracle, and $x$ be a query point. Let the query emulation be the identity. Now, for the answer emulation, by definition, for instances $f, g \in \mathcal{F}$, we have $\mathcal{O}_f(x) = \mathcal{O}_g(x)$ if and only if $f = g$ around $x$. Therefore the function $a(x, \mathcal{O}_f(x)) = \mathcal{O}'_f(x)$ is well-defined; this defines an oracle emulation of $\mathcal{O}'$ by $\mathcal{O}$, proving the result. \hfill \Box

For the rest of the section, let $\mathcal{O}$ be the single-coordinate oracle studied in previous sections, and let $\mathcal{O}$ be the universal oracle. Note that we state the theorems below for $\mathcal{O}$ an arbitrary local oracle, but from Lemma \ref{lem:universal} w.l.o.g. we may choose for the proofs $\mathcal{O}$ to be the universal oracle.

\subsection*{3.7.1 Large-scale complexity for $\ell_p$-Balls}

Recall that in Section \ref{sec:lp-balls} different function families were used for the case $1 \leq p < 2$ and $2 \leq p < \infty$. However, the proof below is agnostic to which family is used, by following the notation from \cite{56}.
**Theorem 3.7.2.** Let $1 \leq p < \infty$, $\varepsilon \geq 1/n^{\max\{p, 2\}}$, $\mathcal{F} = \mathcal{F}_p^n(1)$, and let $X$ to be the $n$-dimensional unit ball $B_p$. Then, for error probability $P_e$, the distributional oracle complexity of problem class $\mathcal{P} = (\mathcal{F}, X)$ is $\Omega\left(\left(1 - P_e\right)/\varepsilon^{\max\{p, 2\}}\right)$, and the high probability complexity of level $\beta$ is $\Omega\left(\beta/\varepsilon^{\max\{p, 2\}}\right)$.

Before proving this theorem let us introduce the hard function family, which is a perturbed version of the hard instances in Section 3.6.1.

**Construction of function family**

Let $1 \leq p < \infty$, $\varepsilon \geq 1/n^{\max\{p, 2\}}$, and $X := B_p$. Let $M$ and $f_s$ be defined as in the proof of Theorem 3.6.1 and $\bar{\delta} := \varepsilon/(KM)$, where $K > 0$ is a constant. Consider the infinite family $\mathcal{F} := \{f_{s, \delta}(x) : s \in \{-1, +1\}^M, \delta \in [0, \bar{\delta}]^M\}$, where

$$f_{s, \delta}(x) = f_s(x + \delta).$$

Finally, we consider the random variable $F = f_{S, \Delta}$ on $\mathcal{F}$ where $S \in \{-1, 1\}^M$ and $\Delta \in [0, \bar{\delta}]^M$ are chosen independently and uniformly at random.

**Proof.** The proof requires two steps: first, showing that the subfamily of instances with a fixed perturbation $\delta$ is as hard as the unperturbed one for the single-coordinate oracle. Second, by properly averaging over $\delta$ we obtain the expectation lower bound.

**Lower bound for fixed perturbation under oracle $\hat{O}$** Let $\delta \in [0, \bar{\delta}]^M$ be a fixed vector, and $\hat{\mathcal{F}} = \{f_{s, \delta} : s \in \{-1, +1\}^M\}$. Since $f_{s, \delta}(x) = f_s(x + \delta)$, for a fixed perturbation the subfamily of instances is just a re-centering of the unperturbed ones. We claim that the complexity of this family under $\hat{O}$ is lower bounded as follows, $\mathbb{E}[T] \geq \frac{M(1 - \varepsilon/K)}{2}$.

In fact, consider the ball $B_p(-\delta, r)$, where $r = 1 - \varepsilon/K$. Let $x \in B_p(-\delta, r)$, then

$$\|x\|_p \leq \|x + \delta\|_p + M\bar{\delta} \leq 1 - \varepsilon/K + \varepsilon/K = 1,$$
so \( x \in B_p(0, 1) \). Therefore, \( B_p(-\delta, r) \subseteq B_p(0, 1) \), and thus the complexity of \( \tilde{F} \) over \( B_p(0, 1) \) can be lower bounded by the complexity of the same family over \( B_p(-\delta, r) \) (optimization on a subset is easier in terms of oracle complexity). Now observe that the problem of minimizing \( \tilde{F} \) over \( B_p(-\delta, r) \) under \( \tilde{O} \) is equivalent to the problem studied in Section 3.6.1, only with the radius scaled by \( r \). This rescaled problem has the same complexity as the original one, only with an extra \( r \) factor. Thus,

\[
\mathbb{E} [T] \geq \frac{Mr}{2} = \frac{M(1 - \varepsilon/K)}{2} \quad \forall \delta \in [0, \bar{\delta}]^M.
\]

**Lower Bounds for \( F \) under oracle \( O \)** To conclude our proof, we need to argue that oracle \( O \) does not provide more information than \( \tilde{O} \) with probability 1. Let \( A \) be an algorithm and \( T \) the number of queries it requires to determine \( S \) (which is a random variable in both \( S \) and \( \Delta \)).

We will show first that throughout its trajectory \((X^1, \ldots, X^T)\), algorithm \( A \) queries singular points of \( f_{S,\Delta} \) with probability zero. Formally, we have

**Lemma 3.7.3** (on unpredictability, large-scale case). *For an \( O \)-based algorithm solving family \( F \) with queries \( X^1, \ldots, X^T \) we define, for \( t \geq 0 \), the set of maximizer coordinates as

\[
I^t := \{ i \in [M] : S_i(X^t_i + \Delta_i) = f_{S,\Delta}(X^t) \}
\]

if \( t \leq T \), and \( I^t = \emptyset \) otherwise, and let us consider the event \( E \) where the set of maximizers include at most one new coordinate at each iteration

\[
E := \left\{ \left| \bigcup_{s < t} I^s \right| \leq 1, \quad \forall t \leq T \right\}.
\]

Then \( \mathbb{P} [E] = 1 \).

**Proof.** We prove by induction that before every query \( t \geq 1 \) the set of ‘unseen’ coordinates \( I^t_c := [M] \setminus (\bigcup_{s < t} I^s) \) is such that perturbations \((\Delta_i)_{i \in I^t_c}\) are absolutely
continuous (w.r.t. the Lebesgue measure). Moreover, from this we can prove simultaneously that

$$
P\left[ \left| I^t \setminus \bigcup_{s < t} I^s \right| > 1 \mid \Pi_{\leq t} \right] = 0.
$$

We start from the base case $t = 0$, which is evident since the distribution on $\Delta$ is uniform. Indeed, since singular points (for all possible realizations of $S$) lie in a smaller dimensional manifold, then $|I^1| = 1$ almost surely. In the inductive step, suppose the claim holds up to $t$ and consider the $(t + 1)$-th query. Then what the transcript provides for coordinates in $I^t_{< t}$ are upper bounds for the perturbations $\Delta_i$ given $S_i$. In fact, from the $(t + 1)$-th oracle answer all we obtain are $S_j$ and $\Delta_j$, where $j$ is such that $f_{S,\Delta}(X^{t+1}) = S_j X^{t+1}_j + \Delta_j$; note that such $j$ is almost surely unique among $j \in I^t_{< t}$, by induction. For the rest of the coordinates $i \neq j$ we implicitly know

$$
S_i X^{t+1}_i + \Delta_i \leq S_j X^{t+1}_j + \Delta_j,
$$

i.e., $\Delta_i \leq D_i,+$ if $S_i = 1$, and $\Delta_i \leq D_i, -$ if $S_i = -1$; where $D_i, \pm$ are constants depending on $(X^0, \ldots, X^{t+1})$, $S_j$, $\Delta_j$, but not depending on any of the other unknowns. Thus, at every iteration we obtain for non-maximizer coordinates upper bounds on the perturbation $\Delta_i$, conditionally on the sign of $S_i$. These bounds are such that $\Delta_i = D_i, \pm$ with probability zero, as the distribution on $(\Delta_i)_{i \in I^t_{< t}}$ (conditionally on the transcript), which is the one described above, is absolutely continuous. Moreover, by absolute continuity,

$$
P\left[ \left| I^{t+1} \setminus \bigcup_{s \leq t} I^s \right| > 1 \mid \Pi_{\leq t} \right] = 0,
$$

proving the inductive step.

Finally, by the union bound

$$
P(\bar{E}) \leq \sum_{t=1}^{M} P \left[ \left| I^{t+1} \setminus \bigcup_{s \leq t} I^s \right| > 1 \right].
$$
And from the previous argument,
\[
P \left[ \left| I^{t+1} \setminus \bigcup_{s \leq t} I^s \right| > 1 \right] = \mathbb{E}_{\Pi \leq t} \left[ P \left[ \left| I^{t+1} \setminus \bigcup_{s \leq t} I^s \right| > 1 \mid \Pi \leq t \right] \right] = 0.
\]

With the Lemma on unpredictability the proof becomes straightforward. We claim that on event \( E \), the oracle answer provided by \( \mathcal{O} \) can be emulated by the answer provided by \( \mathcal{O}' \) on the same point; thus, the trajectory of \( A \) is equivalent to the trajectory of some algorithm querying \( \mathcal{O}' \).

To prove our claim, let \( \mathcal{O} \) be the universal oracle for the family of perturbed instances \( \mathcal{F} \). We observe that on event \( E \), oracle \( \mathcal{O}' \) is as powerful as \( \mathcal{O} \), since the oracle answer of \( \mathcal{O} \) for instance \( f_{s,\delta} \) is the set \( \{ f_{r,\gamma} : r_j = s_j, \gamma_j = \delta_j \} \), where \( j \) is the unique maximizer coordinate of \( f_{s,\delta} \) on \( x \). Note that this oracle answer can be trivially emulated from the answer by \( \mathcal{O}' \), which is essentially \( (s_j, \delta_j) \).

By the claim we conclude that for all \( \delta \) excluding the measure zero set \( \bar{E} \),
\[
\mathbb{E} [T \mid \Delta = \delta] \geq \frac{M(1-\epsilon/K)}{2}. \quad \text{By averaging over } \delta \text{ we obtain } \mathbb{E} [T] \geq \frac{M(1-\epsilon/K)}{2}. \quad \text{By choosing } K > 0 \text{ arbitrarily large we obtain the desired lower bound.}
\]

### 3.7.2 Complexity for the box

For the box case we will first introduce the family construction, which turns out to be slightly more involved than the one in Section 3.5. Similarly as in the large-scale case, we first analyze the perturbed family for a fixed perturbation under the single-coordinate oracle, and then we prove the Lemma on unpredictability. With this the rest of the proof is analogous to the large-scale case and thus left as an exercise.

**Theorem 3.7.4.** Let \( L, R > 0 \), \( \mathcal{F} = \mathcal{F}^n_{\infty}(L) \), and let \( X = B_{\infty}(0, R) \). Then, for error probability \( P_e \), the distributional complexity of problem class \( \mathcal{P} = (\mathcal{F}, X) \) is \( \Omega \left( (1 - P_e) n \log \frac{LR}{\epsilon} \right) \), and the high-probability oracle complexity of level \( \beta \) is \( \Omega \left( \beta n \log \frac{LR}{\epsilon} \right) \).
As in Section 3.5, w.l.o.g. we prove the Theorem for $L = R = 1$, and recall that w.l.o.g. $O$ is the universal oracle.

**One dimensional construction of function family**

First we define the perturbed instances for the one dimensional family. The multidimensional family will be defined simply as the maximum of one dimensional functions, as in (54).

We will utilize different perturbations for each level (in the recursive definition) of the function. For this reason, in order to preserve convexity, and in order to not reveal the behavior of lower levels through perturbations, we need to patch the perturbations of consecutive levels in a consistent way.

Given $0 < \varepsilon \leq 1$, let $M := \lfloor \frac{1}{3 - \ln \alpha} \ln(1/\varepsilon) \rfloor$ and $\bar{\delta} := \frac{1 - \alpha}{4} (\frac{\alpha}{8})^M$, where $\alpha := 1 - 8\varepsilon/(5KM)$, and $K$ is a large constant. Note that for $K$ large enough $\alpha > 1/e$, independently of the values $\varepsilon \in (0, 1]$ and $M \geq 1$; this way, we guarantee that $M \geq \lceil \frac{1}{4} \ln(1/\varepsilon) \rceil$. Once we have defined our function family we justify our choice for these parameters.

Let us recall from Section 3.5 the recursive definition of intervals $(I_s)_{s \in \{0, 1\}^M}$ and properties (F-1)–(F-5). We will prove there exists a family $\tilde{\mathcal{F}} = \{f_s, \delta: [-1, 1] \to \mathbb{R} : s \in \{0, 1\}^l, 0 < \delta_i \leq \bar{\delta}, i = 1, \ldots, M\}$, satisfying properties (F-1), (F-2), and the analogues of (F-3)–(F-5) described below

(G-3) $f_{s, \delta} \geq f_{s | l, \delta}$ with $f_{s, \delta}(x) = f_{s | l, \delta}(x)$ if and only if $x \in [-1, 1] \setminus \text{int} (I_{s | l}^\delta)$, where

$$I_{s | l}^\delta := I_{s | l} \left[ -1 + \left( \frac{2}{\alpha} \right)^l \delta_{l+1}, 1 - \left( \frac{2}{\alpha} \right)^l \frac{\delta_{l+1}}{1 - \alpha/2} \right].$$

(G-4) The function $f_{s, \delta}$ restricted to the interval $I_s$ is of the form

$$f_{s, \delta}(x) = b_{|s|, \delta} - \left( \frac{\alpha}{8} \right)^{|s|} x^{|s|} + \left( \frac{\alpha}{2} \right)^{|s|} |x - I_s(0)| \quad x \in I_s,$$

where $b_{|s|, \delta} = f_{s, \delta}(I_s(-1)) = f_{s, \delta}(I_s(+1))$ is the function value on the endpoints of $I_s$ (defined inductively on $|s|$ and $\delta_i, i \leq |s|$).
(G-5) For \( t \subseteq s \), we have \( f_{s,\delta}(x) < b_{|t|,\delta} \) if and only if \( x \in \text{int}(I_t) \).

Figure 5: Comparison between instance from Section 3.5.1 (grey line) and perturbed one (thick line).

We construct our instance inductively, the case \( |s| = 0 \) being trivial (\( f(t)(x) = |x| \); note this function does not depend on the perturbations \( \delta \)). Moreover, let \( b_{0,\delta} = 1 \), and inductively \( b_{l+1,\delta} := b_{l,\delta} - \frac{\alpha}{2} \left( \frac{a}{8} \right)^l - \delta_{l+1} \). Suppose now \( |s| = l \) and \( \delta \in [0, \delta]^M \), and for simplicity let \( s_{l+1} = 0 \) (the case \( s_{l+1} = 1 \) is analogous). By inductive hypothesis \( f_{s,\delta}(I_s(-1)) = f_{s,\delta}(I_s(+1)) = b_{|s|,\delta} \). We consider the perturbed extension given by

\[
g_{s_0,\delta}(x) := \begin{cases} 
  b_{l+1,\delta} - \left( \frac{\alpha}{8} \right)^{l+1} + \left( \frac{\alpha}{2} \right)^{l+1} \left| x - I_s \left( -\frac{1}{4} \right) \right|, & \text{if } x \in I_s \left[ -\frac{1}{2}, 1 \right] \\
  b_{l,\delta} + \alpha \left[ f_{s,\delta}(x) - b_{l,\delta} \right] - \delta_{l+1}, & \text{otherwise.}
\end{cases}
\]

We define the new perturbed instance as follows

\[ f_{s_0,\delta}(x) = \max\{g_{s_0,\delta}(x), f_{s,\delta}(x)\} \quad x \in [-1, 1]. \]

Note for example that at \( x = I_s(-1/2) \) the function \( g_{s_0,\delta} \) is continuous, and moreover \( g_{s_0,\delta}(x) = b_{l+1,\delta} > b_{l,\delta} - \frac{1}{2} \left( \frac{a}{8} \right)^l = f_{s,\delta}(x) \), where the strict inequality holds by definition of \( \delta \); similarly, for \( x = I_s(0) \), \( g_{s_0,\delta}(x) = b_{l+1,\delta} > f_{s,\delta}(x) \). This way, we guarantee that at the interval \( I_{s_0} \) the maximum defining \( f_{s_0,\delta} \) is only achieved by \( g_{s_0,\delta} \).
The key property of the perturbed instances is the following: Since $\delta_{l+1} > 0$ then $f_{s,0,\delta}$ is smooth at $I_s(-1)$ and $I_s(+1)$, and its local behavior does not depend on $\delta_{l+1}, \ldots, \delta_M$. Furthermore, for all $x \in [-1, 1] \setminus \text{int}(I^\delta_s)$, we have $f_{s,0,\delta}(x) = f_{s,\delta}(x)$, from which is easy to prove (G-3).

Finally, observe that properties (F-1), (F-2), (G-4) and (G-5) are straightforward to verify. This proves the existence of our family. Moreover, by construction, the function defined above is convex, continuous, and has Lipschitz constant bounded by 1.

To finish our discussion, let us explain the role of these perturbations, and the choice of parameters. First observe that the definition of $g_{s,\delta}$ is obtained by applying two operations to the extension used in Section 3.5: first we reduce the slope of the extension by a factor $\alpha$, and then we ‘push-down’ the function values by an additive perturbation $\delta_{|s|+1}$ (see Figure 5). The motivation for the perturbed family is to provide instances with similar structure than in Section 3.5; in particular, we preserve the nesting property of level sets. The main difference with the perturbed instance is the smoothness at $I_s(-1), I_s(+1)$: by doing this we hide the behavior (in particular the perturbations) of deeper level sets from its behavior outside the interior of this level set, for any local oracle. In the multidimensional construction the perturbations will have a similar role than in the large-scale case, making the maximizer term unique w.p.1. for any oracle query, as perturbations in different coordinates will be conditionally independent. This process will continue throughout iterations, and the independence of perturbations for deeper level sets is crucial for this to happen.

**Multidimensional construction of the family**

As in the unperturbed case, the obvious multidimensional extension is to consider the maximum among all coordinates of the one dimensional instance, namely, for a concatenation of $(nM)$-dimensional strings $\{s_i : i \in [n]\}, s$, and concatenation
of \((nM)\)-dimensional vectors \(\{\delta_i : i \in [n]\}\), \(\delta\), let

\[ f_{s,\delta}(x) := \max_{i \in [n]} f_{s_i,\delta_i}(x). \]  \hfill (57)

**Lower bound for fixed perturbation under oracle** \(\hat{O}\). Note that from \([F-1]\) and \([G-5]\), the packing property is satisfied when \(M = \lceil \frac{1}{3-\ln \alpha} \ln(1/\epsilon) \rceil\). Next, emulation by the String Guessing Problem comes from analogous results to Lemmas \(3.5.4\) and \(3.5.7\), considering the obvious modifications due to the perturbations, and whose proofs are thus omitted. This establishes the lower bound \(\Omega(n \log(1/\epsilon))\).

**Lower Bounds for \(\mathcal{F}\) under oracle** \(O\). Similarly as in the large-scale case, the fundamental task is to prove that w.p. 1 at every iteration the information provided by \(O\) can be emulated by the single-coordinate oracle \(\hat{O}\) studied earlier.

For this, we will analyze the oracle answer, showing that for any nontrivial query the maximizer in (57) is unique w.p. 1. The role of perturbations is crucial for this analysis. With this in hand, the lower bound comes from an averaging argument analogous the large-scale case.

**Lemma 3.7.5** (On unpredictability, box case). For an \(O\)-based algorithm solving family \(\mathcal{F}\) with queries \(X^1, \ldots, X^T\) let the set of maximizer coordinates be

\[ J^t := \{(i, l) : f_{S,\Delta}(X^t) = f_{S_i,\Delta_i}(X^t), b_{l+1,\delta} < f_{S,\Delta}(X^t) \leq b_{l,\delta}\} \]

for \(t \leq T\), and \(J^t = \emptyset\) otherwise. For a query \(t \leq T\) let the \(i\)-th depth \(l_i\) be such that \((i, l_i)\) is \(<\)-maximal among elements of \(J^{t-1}\) with first coordinate \(i\). Finally, let \(J^t_i := \{(i, l) : (i, l) \succ (i, l_i)\}\).

Then the distribution of \((\Delta_{i,h})^t_i\) conditionally on \((\Pi_{<1}, Q_t)\) is absolutely continuous. Moreover, after the oracle answer \(A_t\), with probability 1 either we only obtain (inexact) lower bounds on some of the \(\Delta_{i,h}\), or \(J^t\) is a singleton.
Proof. For \( t < T \), let the active set be defined as

\[
\mathcal{I}^t := \text{int} \left( \prod_{i=1}^{n} I_{si|t+1}^{\Delta_i} \right).
\]

We prove the lemma by induction on \( t \). The case \( t = 1 \) clearly satisfies that \((I_{i,j})_{(i,j)\in[n] \times [M]}\) is absolutely continuous. Next, after the first oracle call, there are two cases: first, if the query lies outside the active set \( \mathcal{I}^1 \), then after the oracle answer all what is learnt are lower bounds on the perturbations (this since the instance behaves as an absolute value function of the maximizer coordinates); by absolute continuity these lower bounds are inexact w.p. 1. If the query lies in \( \mathcal{I}^1 \) then since the perturbations are absolutely continuous, and since (for all possible realizations of \( S \) the set where the maximizer is not unique is a smaller dimensional manifold, the maximizer in \( f_{S,\Delta} \) is unique w.p. 1. In this case all bits preceding this maximizer in the \( \prec \)-order are learnt, and potentially some perturbations for these bits as well.

Next, let \( t \geq 1 \), and suppose the lemma holds up to query \( t \). Then we know that \((\Delta_{i,h})_{\mathcal{I}^t}^i\) is absolutely continuous, conditionally on \((\Pi_{<t}, Q_t)\), and that the oracle answer \( A_t \) is such that w.p. 1 either we only obtain (inexact) lower bounds on some \( \Delta_{i,h} \), or \( J^t \) is a singleton. In the first case, \((\Delta_{i,h})_{\mathcal{I}^t}^i\) remains absolutely continuous (since lower bounds are inexact), so clearly the statement holds true for \( t + 1 \). In the case \( J^t \) is a singleton, note that \((\Delta_{i,h})_{(i,h)\in\mathcal{I}^t+1} \) remains independent and uniform by construction of the function family. This way, by performing the same analysis as in the base case over the set \( \prod_{i=1}^{n} I_{si|t+1} \) we conclude that the lemma holds for \( t + 1 \). \[ \square \]

Let us define the set

\[
E := \bigcap_{t \leq T} \left\{ (\Delta_{i,h})_{\mathcal{I}^t}^i \text{ is absolutely continuous } \lor |J^t| \leq 1 \right\}.
\]

By the previous Lemma, \( \mathbb{P}[E] = 1 \). It is clear that on event \( E \), oracle \( \mathcal{O} \) can be emulated by \( \tilde{\mathcal{O}} \) by following an analogous approach as in Section 3.7.1. It is left
as exercise to derive from this the lower complexity bound $\Omega(n \log(1/\varepsilon))$, and its variants for expectation, high probability, and bounded error algorithms.

3.7.2.1 The low-scale case: reduction to the box when $1 \leq p < 2$

Finally, as a consequence of our strong lower bounds for arbitrary oracles on the box we derive optimal lower complexity bounds for low-scale optimization over $\ell_p$ balls for $1 \leq p < 2$

**Proposition 3.7.6.** Let $1 \leq p < 2$, and $\varepsilon \leq n^{-\frac{1}{2}}$ with $\gamma > 0$. There exists a family $\mathcal{F}$ of convex Lipschitz continuous functions in the $\ell_p$ norm with Lipschitz constant 1 on the $n$-dimensional unit Euclidean ball $B_p$ such that for any local oracle for family $\mathcal{F}$ and error probability $P_e$, the distributional oracle complexity of problem class $\mathcal{P} = (\mathcal{F}, X)$ is $\Omega \left( (1 - P_e) n \log \frac{1}{\varepsilon} \right)$ and the high probability complexity of level $\beta$ is $\Omega \left( \beta n \log \frac{1}{\varepsilon} \right)$.

**Proof.** This proof is based on convex geometry and it is inspired by [13].

Let $\varepsilon \leq 1/n^{1/2+\gamma}$ and $X := B_p$. By Dvoretzky’s Theorem on the $\ell_p$-ball [38, Theorem 4.15], there exists a universal constant $\alpha \in (0, 1)$ (i.e., independent of $p$ and $n$), such that for $k = \lfloor \alpha n \rfloor$ there exists a subspace $L \subseteq \mathbb{R}^n$ of dimension $k$, and a centered ellipsoid $E \subseteq L$ such that

$$\frac{1}{2} E \subseteq X \cap L \subseteq E.$$  \hspace{1cm} (58)

Let $\{\gamma_i(\cdot) : i = 1, \ldots, k\}$ be linear forms on $L$ such that $E = \{ y \in L : \sum_{i=1}^{k} \gamma_i^2(y) \leq 1 \}$. By the second inclusion above, for every $i \in [k]$ the maximum of $\gamma_i$ over $X \cap L$ does not exceed 1, whence, by the Hahn-Banach Theorem, the linear form $\gamma_i(\cdot)$ can be extended from $L$ to $\mathbb{R}^n$ with its maximum over $X$ not exceeding 1. In other words, there exist $k$ vectors $g_i \in \mathbb{R}^n$, $1 \leq i \leq k$, such that $\gamma_i(y) = \langle g_i, y \rangle$ for every $y \in L$ and $\|g_i\|_{\ell_p} \leq 1$, for all $1 \leq i \leq k$. Now consider the linear mapping

$$x \mapsto Gx := (\langle g_1, x \rangle, \ldots, \langle g_k, x \rangle) : \mathbb{R}^n \to \mathbb{R}^k.$$ 
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The operator norm of this mapping induced by the norms \(\|\cdot\|_p\) on the domain and \(\|\cdot\|_\infty\) on the codomain does not exceed 1. Therefore, for any Lipschitz continuous function \(f: \mathbb{R}^k \to \mathbb{R}\) with Lipschitz constant 1 in the \(\ell_\infty\) norm, the function \(\tilde{f}: \mathbb{R}^n \to \mathbb{R}\) defined by \(\tilde{f}(x) = f(Gx)\) is Lipschitz continuous with constant 1 in the \(\ell_p\) norm. We claim (postponing its proof) that the complexity of Lipschitz continuous functions in the \(\ell_p\) norm on \(X \subseteq \mathbb{R}^n\) is lower bounded by the complexity of Lipschitz continuous functions in the \(\ell_\infty\) norm on \(B_\infty(0, \frac{1}{2\sqrt{k}}) \subseteq \mathbb{R}^k\) (as \(G(B_\infty(0, \frac{1}{2\sqrt{k}})) \subseteq \frac{1}{2}E \subseteq X\)). We conclude that the distributional and high probability oracle complexity of the former family is lower bounded by

\[
\Omega \left( k \log \frac{1}{2\sqrt{k}\varepsilon} \right) = \Omega \left( n \log \frac{1}{\varepsilon \sqrt{n}} \right) = \Omega \left( n \log \frac{1}{\varepsilon} \right),
\]

for large \(n\), since for \(\varepsilon \leq n^{-1/2-\gamma}\) with \(\gamma > 0\) we have \(\varepsilon \sqrt{n} \leq \varepsilon^{1/2+\gamma}\).

We finish the proof by proving the claim: let \(G\) be the subfamily of Lipschitz continuous functions with constant 1 for the \(\ell_\infty^k\) norm given by \([57]\), defined on the box \(B_\infty^k(0, 1/(2\sqrt{k}))\), and let \(F\) be the respective family of ‘lifted’ instances \(\tilde{f} : \mathbb{R}^n \to \mathbb{R}\), which are Lipschitz continuous functions with constant 1 for the \(\ell_p^n\) norm, defined on the unit ball \(B_p^n(0, 1)\).

Observe that the universal oracle \(O\) on \(G\) induces the universal oracle for family \(F\). Namely, if we let \(\tilde{O}\) be the oracle for family \(F\) defined by \(\tilde{O}_f(x) = \tilde{O}_{\tilde{g}}(x)\) if and only if \(O_f(Gx) = O_{\tilde{g}}(Gx)\), then it is easy to see that \(\tilde{O}\) is the universal oracle for \(F\). This way, any oracle for \(F\) can be emulated by an oracle for \(G\), and thus by Lemma [3.4.2] lower bounds for \(G\) also hold for \(F\).

\[\square\]

### 3.8 Final Comments

**Unification of lower bounds and randomized complexity.** Our results unify the classical analysis of oracle complexity of nonsmooth convex optimization. In particular, since lower bounds for distributional complexity coincide up to a constant
factor with the worst-case one, we conclude that the complexity of randomized algorithms is lower bounded by worst-case complexity up to a constant factor, closing a logarithmic gap in Nemirovski & Yudin [32].

**Beyond the standard setting.** Another interesting extension of the provided results is related to the non-standard $\ell_p/\ell_q$-setting studied in the previous chapter. First, notice that since low-scale complexity bounds are of the same order as worst-case complexity, the only regime where the non-standard setting indeed makes a difference is the large-scale regime.

Construction of hard families in the previous chapter involved a combination of designing families of linear functionals with large gap $\Gamma$, and in some situations liftings by random sections/projections of the domain, which preserve lower bounds (see, e.g., the proof of Proposition [3.7.6]). These observations lead to the following

**Corollary 3.8.1.** The distributional oracle complexity of minimization of the class of functions $\text{Lip}_q^n(L)$ over the ball $B_p^n(R)$ is lower bounded by

(i) If $p \leq q$, then $\text{Compl}_D(\varepsilon) = \Omega\left(\frac{LR}{\varepsilon^{1/p}}\right)$, where $\mu := \frac{1}{p} - \left[\frac{1}{q} - \frac{1}{2}\right]_+;$

(ii) If $p > q$, then $\text{Compl}_D(\varepsilon) = \Omega\left(n^{1/p} \frac{LR}{\varepsilon^{\max\{2,q\}}}\right)$.

Finally, observe that these lower bounds coincide with worst-case upper bounds (see [46] for $\kappa = 1$), up to a constant factor.

**Distributional complexity and fat-shattering numbers.** In the nonsmooth case we can also consider a very general framework, where the minimization domain is given by a symmetric convex body $X \subseteq \mathbb{R}^n$, and the family of functions $\mathcal{F}$ is the class of Lipschitz continuous w.r.t. a norm $\|\cdot\|$, i.e., for every $f \in \mathcal{F}$ and $x \in \mathbb{R}^n$, $\partial f(x) \subseteq B_{\|\cdot\|}$. In this case, it was established by Srebro and Sridharan [42] that
the $\epsilon$-worst-case oracle complexity can be lower bounded by the *fat-shattering dimension* of the class of linear functionals $B_{\|\cdot\|_*}$ at scale $2\epsilon$. We propose the following open problem, which is a generalization of results from this chapter (which were first proposed in [4]) and [42] for the so-called *universal case*.

**Open Problem 3.8.2.** Under the notation above, does distributional complexity of problem class $\mathcal{P} = (\mathcal{F}, X)$ satisfy the lower bound below?

$$\text{Compl}_D(\epsilon) = \Omega(\text{fat}_{2\epsilon}(\text{lin}(X, B_{\|\cdot\|_*}))).$$

In this respect, it is worth noticing that bounds in Corollary 3.8.1 are consistent with this conjecture, and also that this conjecture has not only been verified for worst-case oracle complexity, but also for online optimization [43].
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